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Chemical trends for native defects in III-V—compound semiconductors
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We present energy levels calculated for both vacancies and antisite defects in nine different III-V
compounds. It is shown that the chemical trends for the neutral, unrelaxed vacancy levels as ob-
tained with more sophisticated linear combination of atomic orbital models can be reproduced and
extrapolated by use of a simple, rescaled defect-molecule model. The only input parameters needed
are the hybrid orbital energies of the nearest-neighbor atoms and the photothreshold energies of the
host materials. We also use this model to calculate trends for the antisite-induced energy levels
which are consistent with experiments on P~, and As~, . Cation antisite defects are predicted to pro-
duce deep levels within the main energy gap for most of the compounds investigated. Furthermore,
the trends for cation antisite defect levels are in striking quantitative agreement with the observed,
characteristic Fermi-level pinning energies at Schottky barriers on both n- and p-type materials.
Therefore, our calculations support the native-defect model proposed by Spicer et al. , but with a
single defect in different charge states mainly responsible for the observed pinning energies.

I. INTRODUCTION

In the last decade, native defects in semiconductors
have been extensively studied because they are believed to
produce deep trap levels which may have significant influ-
ence on device performance. Especially the antisite de-
fects in III-V compounds have found considerable atten-
tion because they seem to be the thermodynamically most
probable native point defects. ' In fact, the most impor-
tant deep donor EL2 in GaAs has been rather safely iden-
tified as the AsG, antisite defect. The importance of na-
tive defects has been further stressed by the experimental
observation that they seem to cause the characteristic
Fermi-level pinning energies (FLPE) at Schottky barriers
and semiconductor interfaces. ' Several different candi-
dates, among them the antisite defects, have been pro-
posed. Experimental results have also indicated that a
single defect or defect complex alone could be responsible
for the observed FLPE in both n- and p-type materials.

These findings make it interesting to study the chemical
trends of antisite defects in different charge states and
compare them to the trends for measured FLPE in III-V
compounds. A further reason to study chemical trends is
that the defect problem is so involved that up to now no
one has succeeded in calculating defect levels accurately
enough to identify measured levels directly.

Chemical trends for both vacancies and antisite defect
levels have been obtained using the semiempirical tight-
binding (TB) method. ' ' These calculations have the
shortcoming that they do not include different charge
states of the defects, which should be important for an-
tisite defects because they can be expected to form double
acceptors and double donors. A simple model recently
presented for chemical trends of antisite defects in dif-
ferent charge states has the disadvantage that it needs
considerable experimental input data so that its practical
applicability is limited to only a few compounds. '

Here, we firs't use a rescaled defect-molecule model to
calculate the trends of energy levels produced by neutral,
unrelaxed vacancies in III-V compounds. As will be
shown later, those levels are needed to calculate antisite
defect levels within the same model. The rescaled defect-
molecule model calculations and the results will be
presented in Sec. II. In Sec. III we briefly discuss antisite
defects as a possible origin of the observed, characteristic
FLPE.

II. NATIVE-DEFECT LEVELS WITHIN
A RESCALED DEFECT-MOLECULE MODEL

The defect-molecule model (DMM) has been frequently
used to give insight into the basic physical processes in-
volved with the forInation of point defects in semicon-
ductors. '5 ' It is based on the molecular model of a co-
valent solid where all the atoms are assumed to be coupled
only to their nearest-neighbor atoms and only via sp hy-
brids directed toward each other. ' Therefore, the energy
levels of the host are those of a two-atom molecule con-
sisting of two neighboring host atoms, whereas the levels
introduced by a substitutional point defect are described
by a two-atom molecule consisting of the defect atom and
one of its nearest-neighbor host atoms. Each of these
atoms is characterized by its (atomic) hybrid energy eh.
Consequently, the two energy levels e and e (bonding
and antibonding) are simply given by

b NN+ d
(

NN d)2 1/2
h h h h+ +

e~ and e~ are the hybrid orbital energies of the nearest
neighbor (NN) and defect atom (d), respectively. Vz is
called the hybrid covalent energy and represents the in-
teratomic matrix element which couples the two atoms
via their hybrid orbitals lying on the bond axis. ' Both e'
and e are fourfold degenerate within this simple model.
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Taking into account more coupling terms, however, splits
each of' these levels into a nondegenerate Ai and a three-
fold degenerate Tz level. '

This model exhibits a special property which is char-
acteristic of all TB models. ' If e~ approaches plus
(minus) infinity the bonding (antibonding) level ap-
proaches eP whereas the antibonding (bonding) level fol-
lows e~ to plus (minus) infinity. Therefore, eP represents
a hostlike "pinning" level for (very) deep levels within this
model. Using atomic orbital energies to obtain the hybrid
orbital energies eh and e" and Vz known from the sem-
iempirical TB method, it is possible to understand the for-
mation of deep defect levels qualitatively, whereas the
DMM has turned out to be too crude to be quantitative. '
Here we present a semiempirical rescaled defect-molecule
model which, however, is in quantitative agreement with
previous TB calculations for vacancy levels. We further
apply this model to antisite defects and include charge-
state effects qualitatively.

A. Neutral, unrelaxed vacancies

According to the brief introduction, a single vacancy is
described by a defect molecule where one of the two host
atoms has been removed. Therefore, within the DMM the
energy levels introduced by a vacancy are given by the
fourfold-degenerate energy level eh which splits up into
an A

&
and a threefold-degenerate T2 level when interac-

tions beyond the DMM are included. ' For the nearest-
. neighbor atom,

~
eP

~

also represents the ionization ener-

gy to remove an electron from the hybrid orbital. In-
spired by the finding that the top of the valence band

~
E„~, as obtained by atomic orbital energies within the

semiempirical TB method, is in a simple linear. relation-
ship with the photothreshold energy @ of the semicon-
ductor, one may also suspect that the energy ~eP ~

is a
measure for the ionization energy EI of an electron bound
to the vacancy. ' We therefore write

(2)

where e„ is a vacancy level of A~ or T2 symmetry relative
to the valence-band edge E„.

TABLE I. The used values for the photothreshold W (Refs.
18, 20, and 21) and the atomic hybrid energies eq (Ref. 22).

Material

A1P
A1As
A1Sb
GaP
GaAs
GaSb
InP
InAs
InSb

C (eV)

6.02
5.65
5.27
6.00
5.47
5.00
5.69
5.31
4.77

Nearest-neighbor
atom

Al
Ga
In
P

As
Sb

hNN (eV)

7.15
7.25
6.84

11.91
11.61
10.23

Substituting calculated values' ' for the same vacan-
cy state in different III-V compounds into (2) and using
experimental values for 4, one finds that (2) yields ioniza-
tion energies which are proportional to

~
eP ~, i.e.,

(3)

&u=@—~ I&V (4)

Table II shows our results for the cation vacancy-
induced 3

&
and T2 levels compared to previous TB calcu-

lations. The A
&

levels are always obtained in the valence
band, whereas the T2 levels lie close to the valence-band
edge. Table II further exhibits that our values and trends
are in good agreement with previous TB calculations and
that they usually resemble the results of Refs. 12 and 13

with one parameter a for a given vacancy state in all III-
V compounds. ' The values used for 4 and the hybrid
energies e~ are given in Table I. Since it is known that
N depends on the surface we use values measured at the
(110) surface.

In Tables II and III, it is shown that this rescaled
DMM can reproduce the chemical trends of vacancy lev-
els as obtained by more elaborate TB calculations within
the accuracy of these calculations. Furthermore, we can
extrapolate this model to A1Sb, GaSb, and InSb using (2)
and (3) combined to

TABLE II. Calculated cation vacancy levels relative to the valence-band edge compared to previous
TB calculations. Eg is the main energy gap and a is the rescaling factor of (3).

(eV) (eV)

0.53

T2
(eV)

0.47

Ag'
(eV)

T2'
(eV) (.V)

Tb
(eV)

Alp
AlAs
Alsb
GaP
GaAs
GaSb
InP
XnAs
InSb

2.52
2.23
1.69
2.35
1.52
0.81
1.42
0.42
0.24

—0.34
—0.55
—0.19
—0.36
—0.73
—0.46
—0.67,
—0.89
—0.69

0.42
0.19
0.46
0.40
0.01
0.19
0.09

—0.15
—0.04

&0
&0

&0
&0

&0
&0

0.32
0.17

0.07
—0.03

&0
&0

—0.60

—0.55
—0.74

—0.55
—0.54

0.81

0.44
0.44

0.44
0.27

'Values taken from the figures in Refs. 12 and 13.
Values taken from Refs. 10 and 11.
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TABLE III. Calculated anion vacancy levels relative to the valence-band edge compared to previous
TB calculations. E~ is the main energy gap and a is the rescaling factor of (3).

(eV)
Ai

(eV)

0.68

T2
(eV)

0.55

A '
(eV)

T2'
(ev)

A 1

(eV)
T b

(eV)

AIP
A1As
Alsb
GaP
GaAs
GaSb
InP
InAs
InSb

2.52
2.23
1.69
2.35
1.52
0.81
1.42
0.42
0.24

1.19
0.82
0.44
1.10
0.57
0.10
1.07
0.69
0.15

2.08
1.71
1.33
2.00
1.47
1.00
1.91
1.53
0.99

0.94
0.82

1.10.
0.61

1.65
1.15

2.22
1.99

2.07
1.46

1.80
1.20

0.77

0.38
0.34

0.76
)0.36

1.58

1.38
1.20

& 1.35
)0.36

'Taken from the figures of Refs. 12 and 13.
"Taken from Refs. 10 and 11.

more closely than those from Lin-Chung and
Reinecke. ' '"

Our results for the anion vacancy levels given in Table
III predict that the A ~ level usually lies within the main
gap (except for InAs where it is found in the conduction
band). The T2 levels are also found to lie in the main en-
ergy gap for all indirect-gap compounds investigated and
in the conduction band for all direct-gap compounds.
Again, our results are closer to those given in Refs. 12 and
13 than those given by Lin-Chung et al. ' and Reinecke. "

Except for the extreme simplicity of the underlying
model, uncertainties in @ (about 0.2 eV) and in the atomic
orbital energies limit the accuracy of this model. Also,
every reasonable theory for vacancy levels should include
lattice relaxation as well as charge state effects in a self-
consistent way. Here, we are only interested in the neu-
tral, unrelaxed vacancy levels because these are needed to
calculate antisite defect levels within the rescaled DMM.

B. Antisite defects

Within the defect-molecule model, the energy levels in-
troduced by an isolated antisite defect are equivalent to
those of a diatomic molecule consisting of two cations
[cation-on-anion antisite defect (CAS)] or two anions
[anion-on-cation antisite defect (AAS)]. Therefore, with
e~ ——el, =e"„,(l) reduces to

b

e=e„+fUf,

where e~ is the cation or anion hybrid energy and U is the
interatomic .matrix element coupling the two identical
atoms. However, within the DMM, e~ also represents the
vacancy level for the same lattice site relative to the vacu-
urn. If we apply the rescaled DMM, we have to replace
ei, by ass and (referring energies to the valence-band
edge) we obtain

b

e=e„+ [U J,

with e„ from (4) or Tables II and III.
The CAS defect produces a repulsive defect potential

for electrons because the cation is less electronegative than
the anion. Therefore, one can expect that a T2 level is
pushed out of the valence band and pins against a higher
T2 vacancy level. Similarly, the AAS defect produces an
attractive defect potential for electrons and so an 2 ~ state
will be pulled-- down from the conduction band and pin
against a lower-lying 3 ~ vacancy level. This can be quali-
tatively understood with the DMM. ' ' Additional de-
fect levels may occur in the gap. Within the DMM the
AAS defect could pull down a T2 level from the conduc-
tion band, the CAS defect might push up an A~ level
from the valence band. A simple estimate using the
DMM shows that the latter is very unlikely, whereas the
former case may actually occur. A recent experiment in-
dicates the existence of T2 levels (slightly) above the
conduction-band edge for As&, . However, further in-
formation about those levels seems to be necessary before
the applicability of the DMM to these levels can be decid-
ed. Therefore, we confine our attention to the correspond-
ing A& state for the AAS defect and the T2 state for the
CAS defect. We have to use the values obtained for the
A ~ cation vacancy levels and the T2 anion vacancy levels
for e, in (5') for the anion and cation antisite defects,
respectively.

In order to position the antisite defect levels relative to
the valence band, we adapt the interatomic matrix element
U to experimental results in a single material. As cation
and anion antisite defects are expected to represent double
acceptors and double donors, respectively, this has to be
done for each different charge state. To obtain the chemi-
cal trends for antisite defects we write down,

i.e., we assume that U scales with the bond length d in the
same way as the hybrid covalent energy Vz of (1). Such a
scaling rule with d for Vz has been found valid in the
semiempirical TB method for perfect semiconductors. '
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Therefore, the basic assumptions in (5) are that such a
scaling law also holds for the cation-cation and anion-
anion bond, that the inclusion of charge state effects into
U does not influence this rule significantly, and that no
essential lattice relaxation around the defect occurs. As
antisite defects form deep impurities, i.e., the short-range
part of the defect potential dominates the Coulomb part,
the second assumption seems to be justified. ESR mea-
surements show that PG, and As&, maintain the T~ sym-
metry in their neighborhood so that only a change in the
bond length d around the defect may occur. ' This ef-
fect can be, at least partially, included in the parameter P.
The values of P for the different charge states of the A&

levels and the T2 levels of the AAS and CAS defect,
respectively, are determined by requiring them to repro-
duce the experimental results for antisite levels in a single
compound (e.g., GaAs) via (5') and (6).

The only rather well identified antisite levels are those
of AsG, and Po„whereas no safe identification of any ca-
tion antisite level (or even any CAS defect itself) has been
reported up to now. ' For Aso„ the two ionization ener-
gies have been reported to be e(0

~
+ ) =E„+0.75 eV and

e(+
~
+ + )=E„+0.52 eV.'

A simple linear interpolation leads to the approximate
energy levels at 0.41, 0.64, and 0.87 eV for Aso, in the
doubly- and singly-ionized and neutral charge state,
respectively. ' ' Due to the lack of equivalent experimen-
tal data about GaA, one can only use chemical trends to
estimate the position of the corresponding energy levels.
As Gaz, should act as a double acceptor, chemical trends
for experimental ground-state energies of single acceptors
as a function of atomic p energies may be used. ' With
this method one would estimate the single- and double-
negative levels in the lower and middle part of the main
energy gap.

Indeed, two native hole traps, commonly named A and
8, are reasonable candidates as Ga~, defect levels.
They have been found to be simultaneously present in al-
most all liquid-phase-epitaxial grown GaAs samples.
Their thermal activation energies are approximately
E„+0.40 eV and E„+0.71 eV. Following Schneider, '

we tentatively assume that A and 8 are the two ionization
energies for the T2 levels of Ga~, . The estimated energies
for the neutral, single-, and double-negative charge state
are 0.25, 0.55, and 0.85 eV. ' s With these values as in-
put data and the model described above we obtain the
desired energy levels of the antisite defects as presented in
Table IV.

In general, AAS defects are predicted to produce deep
A& levels within the main energy gap. Positioning the
Aso, levels according to experiment gives the A& levels
for PG, as 1.36, 1.12, and 0.87 eV above the valence-band
edge. These values are in good agreement with the experi-
mental values for the two ionization energies
e(+

~
++)=E, 1.1 e—V and e(0

~
+)&E,—0.8 eV com-

pared to e(+
~
++ ) -=E, —1.35 eV and e(0

~
+)

=E,—1.1 eV with our model.
Our trends for the Ai levels of the AAS defects com-

pare well with previous TB calculations. The levels ob-
tained by Lin-Chung et al. ' and Reinecke" lie con-
sistently higher (-0.3—0.4 eV), those of Ho and Dow'
and Buisson and co-workers lie consistently lower (-0.2
eV) than our levels A i in Table IV.

If we position the levels for Ga~, according to the ex-
perimental values for the deep acceptor levels A and B as
described before, we obtain the values given in Table IV.
Also the acceptorlike T2 levels produced by CAS defects
are generally predicted to lie deep in the main energy gap.
Only for In&, and Insb are the charged T2 states ( T2 and
T2 ) predicted to lie within the conduction band. This
is especially pronounced in the case of In~, where T2
and T2 are predicted to lie about 0.6 and 0.3 eV above
the conduction-band edge, respectively. Previous TB cal-
culations show the same chemical trends for T2 CAS de-
fect levels. However, their absolute position is about 0.6 '

eV lower than for our results and are therefore generally
obtained in the valence band. ' ' As that model also
predicts the T2 states of single acceptors on the anion site
systematically to be too low, we believe that this may also
be the case for the cation-on-anion double acceptors. '

Agreement with a previously suggested model concerning
chemical trends is good. '

TABLE IV. A~ levels for the anion and the T2 levels for the cation antisite defects in different charge states v relative to the
valence-band edge. The interatomic matrix elements U for the charge state v are also given. Eg is the main energy gap.

(eV)

UO

(ev)

Anion antisite defect
U+ U++ A i A+i

(ev) (eV) (eV) (eV)

A++
(eV)

UO

(eV)
U
(eV)

Cation antisite defect
U--
(eV) (eV) (eV)

T2
( V)

AlP
AlAs
AlSb
GaP
GaAs
GaSb
InP
InAs
InSb

2.52
2.23
1.69
2.35
1.52
0.81
1.42
0.42
0.24

1.72
1.63
1.36
1.72
1.60
1.37
1.49
1.41
1.22

1.48
1.39
1.16
1.48
1.37
1.17
1.27
1.21
1.04

1.23
1.16
0.97
1.23
1.14
0.97
1.06
1.00
0.87

1.38
1.08
1.17
1.36
0.87
0.91
0.82
0.52
0.53

1.14
0.84
0.97
1.12
0.64
0.71
0.60
0.32
0.35

0.89
0.61
0.78
0.87
0.41
0.51
0.39
0.11
0.18

1.31
1.24
1.03
1.31
1.22
1.04
1.14
1.08
0.93

0.99
0.94
0.78
0.99
0.92
0.79
0.86
0.81
0.70

0.67
0.63
0.53
0.67
0.62
0.53
0.58
0.55
0.47

0.77
0.47
0.30
0.69
0.25

—0.04
0.77
0.45
0.06

1.09
0.77
0.55
1.01
0.55
0.21
1.05
0.72
0.29

1.41
1.08
0.80
1.33
0.85
0.47
1.33
0.98
0.52

'Absolute position of energy levels adapted to experiment as described in Sec. II.
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III. FERMI-LEVEL PINNING ENERGIES
RELATED TO ANTISITE DEFECT LEVELS

TABLE V. Characteristic experimental Fermi-level pinning
energies E~, and those obtained with the cation (CAS} and anion
(AAS) antisite defects from Table IV. The experimental values

E~; are from Refs. 4 and 36—39.

AlAs E„(eV)
AAS
CAS

0.96
0.93

n type

1.15
0.73
0.62

p type

0.73
0.62

GaP
AAS
CAS

1.26
1.24
1.17

1.04
1.00
0.85

1.00
0.85

GaAs Epl
AAS
CAS

0.76
0.70

0.75
0.53
0.40

0.55
0.53
0.40

AAS
CAS

0.3
0.81
0.34

Q. l
0.61
0.09

0.1

0.61
0.09

InP +Pl
AAS
CAS

1.3
0.71
1.19

0.85
0.50
0.91

0.9
0.50
0.91

InAs
AAS
CAS

0.42
0.85

0.48
0.22
0.59

0.49
0.22
0.59

Antisite defects near III-V semiconductor surfaces have
been discussed as those native defects that produce the ob-
served, characteristic Fermi-level pinning energies at
Schottky barriers and semiconductor interfaces. ' '

Therefore, we compare these energies to our results for
both cation and anion antisite defects. In Table V, we
give the experimentally determined FLPE, which are
characteristic for the III-V semiconductors and are basi-
cally .independent of the adsorbed atom. Usually, two
such characteristic levels have been observed for n-type
materials, whereas only one has been reported for the few
investigated p-type compounds. ' ' For comparison,
we also give the FLPE which would result from our cal-
culations for the bulk CAS and AAS defect according to
the following considerations.

For n-type materials acceptorlike states are needed.
The CAS defect offers its neutral and single-negative
charge state causing Fermi-level pinning against e(0

~

—)

and e( —
~

——), respectively. The AAS defect offers its
single- and double-positive charge state causing pinning
against e(0

~

+) and e(+
~
+ + ), respectively. For @-

type materials, on the other hand, donorlike states are re-
quired. Here, the CAS defect offers its single- and

double-negative charge state, the AAS defect offers its
neutral and single-positive charge state. This results in
FLPE approximately equal to e(0

~

—) and e( —
~

——)

for CAS defects and E(0
~
+) and e(+

~
+ + ) «r AAS

defects.
Inspection of Table V shows that for some materials

the proper levels of both the CAS and the AAS defect lie
rather close to the FLPE. However, if one assumes that
only one type of defect is mainly responsible for the ob-
served pinning levels, the cation antisite defect has to be
clearly favored. Only the CAS defect is able to reproduce
the trends of all experimental data almost quantitatively
whereas the trends predicted with the AAS defect are in
worse agreement with the FLPE. For GaSb, this
disagreement is significant, where the AAS defect would
predict the pinning energies close to or in the conduction
band whereas experiments give them closer to the valence
band, which is in agreement with the predictions made via
the CAS defect.

It should be particularly mentioned that for InAs both
the p-type and n-type pinning level have been reported to
be in the conduction band which is in agreement with
CAS defect interpretation which gives all possible pinning
levels far into the conduction band.

The fact that the energy levels for the bulk CAS defects
agree so well with the characteristic FLPE at surfaces and
interfaces may be somewhat surprising ai first. However,
recent total-energy calculations have shown that absorbed
atoms tend to reestablish the unreconstructed surface
again. %'e also want to note that the CAS defect model
is consistent with typical properties of the observed pin-
ning energies. The existence of two characteristic pinning
levels for n-type compounds can be explained by the
creation of the CAS defect in the originally preferentially
neutral or single-negative charge state depending on the
character of the adsorbed atoms. The fact that only one
characteristic pinning level has been found for every in-
vestigated p-type compound indicates that the CAS defect
is not likely to be produced in the originally double-
negative charge state. Furthermore, experiments seem to
show that in all cases where two different pinning levels
exist for the n-type material the lower one is identical in
energy with the one observed for the p-type material (see,
e.g., Table V). This also confirms that one and the same
defect (in different charge states) is responsible for the ob-
served typical FLPE in both n- and p-type compounds.
The switching of the n-type pinning level to the value of
the p-type pinning level has been explicitly observed for
Au layers of varying thickness on GaAs(100) surfaces.

Although our results strongly suggest that the cation
antisite defect produces the characteristic FLPE, one
should remember that we tentatively assumed that 3 and
B are the two ionization energies associated with GaA,
which lead to the absolute position of our results for the
CAS defects. Furthermore, Tables II and III show that
the characteristic trends that made the CAS defect prefer-
able over the AAS defect are mainly determined by the
T2 anion vacancy levels: Table IV shows that the intera-
tomic matrix elements U do not change too much from
compound to compound. As a consequence, our results
show clearly that the levels produced by a defect located
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at the anion site is mainly responsible for the observed po-
sition of Fermi-level pinning energies at surfaces and in-
terfaces in agreement with Refs. 6 and 32—34. Our re-
sults, however, show that the cation antisite defect, isolat-
ed or involved in a complex, is a very probable candidate.
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