PHYSICAL REVIEW B

VOLUME 31, NUMBER 11

Daniel S. Fisher
AT&T Bell Laboratories, Murray Hill, New Jersey 07974
(Received 10 September 1984)

The effects of weak random fields and random higher-rank anisotropies are investigated for n-
component magnets with n >2 for low temperatures near four dimensions. All of the random fields
and anisotropies are marginal at the lower critical dimension, d. =4. By use of supersymmetry, it is
shown that at zero temperature the formal perturbation expansion in powers of the strengths, {A,},
of the random fields and all the anisotropies only depend on a simple combination, A, of the {AL}.
Furthermore, this expansion in powers of A is equivalent to the expansion of the pure n-component
system in powers of T in two dimensions less. It would be natural to conclude that this implies a
generalized dimensional reduction for exponents; however, we present renormalization-group calcu-
lations which indicate that this is not valid. Functional renormalization-group recursion relations
are derived which couple together all the random fields and anisotropies. It is demonstrated that, in
contrast to earlier claims, there is no perturbative fixed point of the renormalization group in 4 + €
dimensions. The flows go into regimes where nonperturbative effects are important and it is argued
that dimensional reduction is likely to break down. This is the first example of which we are aware
of a problem for which an infinite number of marginal operators play an important role. Various
suggestions concerning the behavior of random-anisotropy magnets are discussed in the light of the
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present results.

I. INTRODUCTION

The equivalence in a dimensionality expansion about six
dimensions, of the critical behavior of n-component mag-
nets in random magnetic fields and pure systems in two
dimensions less has been known for some time.'~® How-
ever, the equivalence or lack of it in lower dimensions is
still controversial. Most of the controversy has focused
on the Ising model for which the questions are most ex-
perimentally relevant.””® Naive extrapolation of the ran-
dom field 6—e€ expansion and the pure 4—e expansion
suggests that since the lower critical dimension of the
pure Ising model is 1, the lower critical dimension of the
random-field Ising model will be 3.

Simple though rather compelling domain-wall argu-
ments, originally due to Imry and Ma’® and recently made
more precise by others,!~!® suggest, however, that the
lower critical dimension of the random-field Ising model
is 2. If this answer is correct, which this author believes it
to be, then something must go wrong with the dimension-
al reduction somewhere between six dimensions and three.

For magnets with continuous symmetry, i.e., n>2,
both dimensional reduction! ™ and Imry-Ma arguments
yield 4 as the lower critical dimension. It is thus natural
to ask whether, for this case, dimensional reduction holds
all the way from six dimensions down to four. The pri-
mary purpose of this paper is to investigate in detail the
behavior of random-field magnets with continuous sym-
metry near four dimensions in order to attempt to answer
this question.

It has been claimed in the literature®!* that for n > 2,
to leading order in e=d —4, the critical behavior of the
random-field model is the same as the pure system in
2+€ dimensions.’*=17 It will be argued that these calcu-
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lations are incorrect. We construct renormalization-group
recursion relations near four dimensions and show that an
infinite number of marginal operators corresponding to all
possible higher-rank random anisotropies are generated
from the random field. The feedback of these random an-
isotropies is such as to destroy the fixed point found in
4+4€ by Young.> The renormalization-group flows carry
the Hamiltonian into a regime when nonperturbative ef-
fects are likely to be important and probably destroy di-
mensional reduction at least near four dimensions. Un-
fortunately, the full renormalization group is found to
have no fixed point of order € in 4+¢€ dimensions and
thus the critical behavior in 4+ € is not obtained.

Much of this paper is somewhat didactic. We investi-
gate the problem by conventional perturbative methods
and show that these may lead to misleading conclusions.
The functional renormalization-group calculations derived
yield a fuller picture with which the perturbative results
can be reconciled. Nonperturbative effects are shown to
be important by considering a simple case of the model.
At the end of the paper various proposals for phase dia-
grams of random-field and random-anisotropy models,
several of which rely on the perturbative results shown
here to be misleading, are discussed in light of the present
work.

A. Model and problems

For the random-field problem the fluctuations tend to
be dominated by the quenched disorder rather than the
thermal fluctuations. For the ¢* theory in a random field
near six dimensions, this is manifested as the most diver-
gent diagrams being those which occur at zero tempera-
ture. The conventional way!? to perform the 6—e expan-
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sion has been to rescale in such a way that temperature is
held fixed while various of the other terms in the effective
replicated Hamiltonian become infinite, with certain ra-
tios of them remaining finite. However, it is better to
consider the strength of the random field to be fixed near
to the critical fixed point and allow the temperature to be
renormalized (as has also been done in Ref. 6). The dom-
ination of the quenched disorder over the thermal disorder
then causes the fixed point which controls the critical
behavior in the 6—€ expansion to occur at zero tempera-
ture. A schematic flow diagram is shown in Fig. 1. The
renormalization-group eigenvalue for the temperature T
at the critical fixed point is

Ap=-—2 (1.1)

to all orders in €° however, T is dangerously irrelevant
because, for example, the free energy is proportional to T
times the logarithm of the partition function.? This is the
simplest way of understanding the breakdown of the usual
hyperscaling relation for the specific-heat exponent which
occurs:? In the 6— e expansion, the primary effect of tem-
perature is to modify the hyperscaling relation to be

(d+Arv=2—a. (1.2)

Other than this and related effects,'® the temperature ap-
pears to play an unimportant role and it is convenient to
think of dimensional reduction as relating the transition
at zero temperature as a function of the strength of the
random field to the transition of a pure system in two di-
mensions less as a function of temperature.

In this paper we study in detail the behavior of magnets
in random fields and also random higher-rank anisotro-
pies'*1® for weak disorder near four dimensions. From
the above discussion, it is clear that we should focus our
attention on low temperatures with the expectation that
the effects of the disorder will dominate. In a way analo-
gous to that for pure systems at low temperatures near
two dimensions,'>~17 we will perform a spin-wave expan-
sion about a ferromagnetically ordered state of n-
component spins S’ with a fixed-length constraint

S-S =1. (Here and henceforth all dot products will be in

spin space.) The general Ginzburg-Landau-Wilson Ham-
iltonian we consider is (with no factor of temperature in-
cluded)

PM

<
<

=

FIG. 1. Schematic renormalization-group flow diagram for a

random-field magnet near six dimensions as a function of tem-

perature T and mean-square random-field strength A;. Fer-
romagnetic (FM) and paramagnetic (PM) phases are shown.
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= [ d%[FVS(r)-VS(r)—hi(r)S(r)
—hisisi _piksisisk
.. _h;.ll""ius’.l . Si#__ 1, » (1.3)

with summation on repeated spin indices implied.

In addition to a random field, ki, we have included for
future use random second-rank anisotropy %4 and general
random pth-rank tensor anisotropies each with zero-
expectation and Gaussian correlations

" (r)h)!

A, ) = B,8,8 - BB )

(1.4)

[ ]y denotes averages over the disorder. We will consider
the expansion of correlation and response functions about
the ordered state with all the S(r) aligned in the nth
direction, in powers of the A, and the temperature 7. As
near six dimensions, the temperature is formally irrelevant
and we are thus led to consider expansions in powers of
the A, at T =0. By power counting it can be seen that all
of the A, are marginal in d =4 because of the fixed-
length constraint. This is in contrast to the behavior near
six dimensions where all the random anisotropies with
p>1 are irrelevant since they couple to higher powers of
S than the random field. We will show that formally the
expansions of all correlation functions of the fixed-length
spin model in powers of the A, at T'=0 depend only on
the quantity

A= 3 uA, | (1.5)
p=1

and that this expansion in powers of A is exactly .
equivalent to the expansion in powers of T of the pure
system in two dimensions less. However, we will argue
that there are almost certainly nonperturbative corrections
to the expansion for the random problem which do not
exist for the pure system. Nevertheless, one might expect
that the equivalence of the expansion in powers of A with
the expansion in power of T of the pure system in two di-
mensions less would imply that a 4+ € renormalization-
group expansion for the random system would be essen-
tially equivalent to the pure 2+ ¢ expansion.>~!7 It will

‘be shown, however, that the situation here is rather more

complicated and that the other operators play an impor-
tant role in the renormalization-group flows.

We will construct isotropic momentum-space renor-
malization-group recursion relations for the random
model up to second order (the first nontrivial order) in the
A, which will turn out to couple together all of the A,.
This renormalization-group expansion must, therefore,
contain the whole infinite set of marginal operators A,
since they will all be generated by renormalization of a
Hamiltonian containing initially only A,, i.e., a random
field.

A slice through the flow diagram for d just above 4 is
shown schematically in Fig. 2, which is discussed at the
end ~of Sec. V. Note that there is an invariant surface
A=A* which could be mistaken for a fixed point if the
other variables were ignored.
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FIG. 2. Schematic slice of the renormalization-group flows
in d =44€. The invariant surface A=A *=0(e) is cut by the
dotted line shown.

However, it will be shown that the full renormaliza-
tion-group equations truncated at second order do not
have a singly unstable fixed point in 4+ € dimensions, at
which the A, are uniformly of order e. In fact, the
renormalization-group flows tend to take the effective
Hamiltonian into regimes where nonperturbative effects
are likely to be important. Reconciliation of this apparent
discrepancy with the straightforward perturbative results
will be discussed.

In the light of these results near four dimensions, it is
natural to ask whether similar effects might destroy the
formal dimensional reduction near six dimensions as well.
However, there are two important differences between the
behavior in 6 —€ dimensions and that in 4+ € dimensions.
Firstly, as mentioned previously, the higher-rank anisotro-
pies are all irrelevant near six dimensions so that the
renormalization-group analysis is much simpler. Second-
ly, and crucially, it can be shown (see, e.g., Ref. 2) that
there exists a perturbative fixed point in 6 —e dimensions
in contrast to the case in 4+ € dimensions discussed here.
Once a perturbative fixed point exists, it is reasonable to
believe that the formal perturbative calculations should
correctly yield the asymptotic expansion for the critical
exponents order by order in €. In Sec. VI we briefly dis-
cuss the possible problems with dimensional reduction
near six dimensions.

B. Outline

The organization of the paper is as follows. In Sec. II
the perturbation theory and its possible failure via nonper-
turbative effects are discussed for the simple X-Y (n =2)
case, while in the following section renormalization-group
flow equations are derived and analyzed for this case.

For the general n case, the T =0 perturbation theory is
shown in Sec. IV to be equivalent to the pure model in
two dimensions less by the method of Parisi and Sourlas*
and of Cardy® using supersymmetry. Renormalization-
group equations for the general case are derived and
analyzed in Sec. V and reconciliation with the perturba-
tive results illustrated. Finally, Sec. VI contains discus-
sion of the results and some tentative conclusions, and
Sec. VII presents speculation concerning possible phases
and relation to other work. Details of some of the calcu-

lations and proofs are relegated to the Appendices, along
with a discussion of problems which appear in the general
n case using conventional diagrammatic methods.

II. X-Y MODEL PERTURBATION THEORY

To gain some insight into the more general case, we
first analyze in detail the X-Y (n =2) case, which can be
greatly simplified by the introduction of angle variables
through the transformation

S(r)=(cosb(r), sinf(r)) . (2.1)

If we ignore vortices, which we may do in perturbation
theory, then 6 can be considered to be a single-valued
variable on (— w0, o) and the Hamiltonian, Eq. (1.3), be-
comes

= fddrlg[ve(r)]2

— 3 (g cos[mO(r)] +glsin[mo(r)])
m=1

(2.2)

where we have dropped random terms which do not de-
pend on 6. The g,, are Gaussian m-fold anisotropies dis-
tributed with correlations

[8m (0)g/(1)]ay =T’ 8,u898(r—1') , (2.3)
with the T,, related to the A, by

m +2k
k

R

z ST Aok - 2.4)

In angle variables with no vortices it is immediately ap-:
parent that by the transformation 6’=m 6 any model with
only one I',, nonzero is essentially equivalent (after rede-
fining T and T',,) to any other.?%?!

‘A. Zero-temperature perturbation theory

We first consider perturbation theory for the ground
state, i.e., at zero temperature. In the context of charge-
density waves, Efetov and Larkin®? showed some time ago
that at zero temperature the perturbation expansion of the
two-point angle correlation function for the case with
only I'y nonzero is trivial to all orders in I';. Their result,
which is straightforward to extend to the general case
with all the I',,, nonzero, can be readily proved graphical-
ly.

It is found that the two- pomt function depends only on
the combination of the T,,’s, A= Em It is given
by

[6(@)0(q") .y=8(q+q' N A/g*) , (2.5)

with no corrections proportional to any power of the T,
This result can be generalized to all angle correlation
functions; the conclusion is that all correlation functions
are, to all orders in perturbation theory, simply Gaussian
with a propagator given by Eq. (2.5).

The simplest (though formal) derivation of these results
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is via the method of Parisi and Sourlas.* Since we are in-
terested in zero temperature, we can obtain a generating
function for correlation functions by. summing over all
fields with a constraint that the field configurations ex-
tremize the Hamiltonian (ignoring, for the time being, the
possibility of more than one extremal solution for a given
field configuration). We define

F

)
do(r)

Zgle(n)]= [ {I]DB(r) }5

xexp | [ omem |01, 2.0

where the Jacobian

87

Trin g 86

Jg{0(r)] =exp 2.7

is needed to give each configuration equal weight so that
Z,{0}=1. (2.8)

Introducing an auxiliary field 9 to eliminate the & func-

tions and anticommuting fields ¥ and ¥ to cancel the
Jacobian, we can write*

Z (e} = f DODODY Dypexp

[ ._2’,,+e6] , (2.9
with
L =—i0V0— P~V
+> {—ié\g;‘,’,m cos(m ) +ibgXm sin(m)
m

—P[m2glsin(mO)+m2gkcos(m)]y} ,

(2.10)

Because each Z,{0} is 1, averaged correlation functions
can be obtained from the average Z:

Z{e}=[Z,{e)lw= [ DODODYDY

X exp f [-i@\ﬂe— —é—@z

—P(—Vp+ed

’

(2.11)

where we have dropped the four fermion terms which
vanish because of the anticommutation relation

{¢(r),d(r')} =0. (2.12)

If we integrate out o, Eq. (2.11) just becomes the product
of a free-fermion partition function and that of a free
field with Lagrangian density

L =—(1/2A)(V?0)? ;

derivatives with respect to e give the correlations quoted
above. While this derivation is very formal and has

(2.13)

several potential problems which will be discussed later, it
does correctly reproduce all perturbative results. It will
also work on a lattice (with lattice Laplacians and in-
tegrals replaced by sums), provided the randomness has
no correlations between sites.

B. Finite-temperature perturbation theory

In order to calculate finite-temperature correlation
functions, another formalism is clearly necessary, and the
most convenient is replicas. We will, in particular, be in-
terested in connected correlation functions which vanish
at zero temperature. The replicated effective Hamiltonian
is simply

7= [ Eg(vea)z———nz a}/‘,gQ(Ga—eﬁ), (2.14)

where sums over the replica indices a and S run from 1 to
p, with p to be taken to zero at the end of the calcula-
tion.”> The 2-periodic function Q (8) is given by

Q@)= 3 T,cos(m0) . (2.15)

m=1

An expansion of the second term in Eq. (2.14) in powers
of 0 yields all possible interactions with two replica in-
dices; many of them are related by symmetry or periodici-
ty. We represent the vertex 6,6% as shown in Fig. 3(a),
with the dotted line carrying any momentum and not con-
serving the replica index. It carries a factor 1/77? times

(a) n
—
AN
m
(b)
(c)

FIG. 3. Vertex 6,0F is represented by the graph in (a) where
the dotted line carries a factor 1/7T? times the (n 4+m)th deriva-
tive of Q(6) at =0 and a combinatoric factor. In (b) and (c)
are shown two graphs contributing to the zero-temperature
disconnected correlation functions [8%],,. They are related by
moving a solid line from one end of a dotted line to the other
and cancel each other.
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derivatives of Q at 6=0. Solid lines represent (7/q?)8,5
and so conserve the replica index. The zero-temperature
expansion will just be given by those graphs with / solid
lines, k dotted lines, and no solid closed loops with [ =2k,
i.e., trees connected by dotted lines; for example, Figs. 3(b)
and 3(c).
- The cancellations which yield the trivial perturbation
expansion at 7 =0 arise from the equivalence up to com-
binatoric factors, of graphs like Figs. 3(b) and 3(c), which
differ only by moving one end of a solid line from one end
of a dotted line to the other. (This is why it is crucial that
the dotted line have no momentum dependence, i.e., that
the randomness is uncorrelated.) It can readily be shown
that the tree graphs (zero temperature) can be grouped so
that the equivalent graphs cancel. However, this does not
occur at finite temperature. The simplest example is the
contribution of order Q2T to the disconnected part,
(6,0g) with a=p, of the propagator which represents
[{6)?].,, where the angular brackets, { ), denote thermal
averaging. This is represented by the graphs in Figs.
4(a)—4(c), which, as can explicitly be seen, do not cancel.
In contrast, the connected part [{(8—{0))*)],, of the
propagator which is proportional to 78,5 can be shown to
have no nontrivial corrections at any order in 7 and A.
This follows from the result proved in Appendix A. Oth-
er connected correlation functions, for example,
[€(6—<8))*)1,., will vanish at T =0, but have nontrivial
corrections of order A to their leading low- T behavior.
The correlation functions of e¢’® can be formally ob-
tained at 7' =0 by summing the perturbation expansion or
directly from the Parisi-Sourlas formalism above. In four
dimensions, the resulting [e!®Pe 0] fall off as a
power law with a continuously variable exponent propor-
tional to A. Since the thermal contributions to the corre-
lation functions are nonzero but less divergent, it is tempt-
ing to conclude that the 4D X-Y model has a fixed line at
T =0 (with T irrelevant) for a range of A about zero,
which would be analogous to the 2D pure X-Y model.?*

(a)

(b

(C)

FIG. 4. Graphs which contribute to the leading low-
temperature correction to the disconnected correlation function.
They do not cancel.

In the next section we construct renormalization-group re-
cursion relations and show that the situation is somewhat
more complex.

C. Nonperturbative effects

We have shown that to all orders in perturbation theory
the correlation functions at zero temperature for the X-Y
model ignoring vortices are simply Gaussian. We now
consider possible nonperturbative effects.

From the derivation of the perturbative results via the
formal Parisi-Sourlas tricks, it is clear that a possible
source of failure in the trivial perturbative result is the ex-
istence of many extrema of the Hamiltonian equation
(2.2). This has been suggested® as a possible mechanism
for the breakdown of dimensional reduction for a
random-field ¢* theory near six dimensions; it -corre-
sponds to supersymmetry breaking. However, there are
several advantages of the model under consideration here
as far as showing explicitly that the perturbative results
break down. The first is that the perturbative results here
yield an exact expression for all correlation functions
rather than relating them to unknown correlation func-
tions of a pure model. Second, it is much easier to pro-
duce an argument for many extrema here because of the
periodicity of the random-field terms. Finally, the pertur-
bative result works for a simple lattice model.

For the lattice model with independent Gaussian ran-
dom fields (for simplicity, we consider the case with only
random fields) it is straightforward to see that many ex-
trema of the Hamiltonian arise. Consider a group G of
sites completely surrounding a particular central site S.
There will be some probability,

—CZ2/A,
p~e

(with C a constant), that the random-field magnitudes
g=[g%)?+(g%)*1"? in G and at S will each be larger
than a value Z which we will take to be much larger than
1 (in units in which the nearest-neighbor interaction
strength is 1). Then in the ground state of the system the
phase at each site in G and at S will lie close, 27, to the
preferred value of the phase at that site. If Z is very
large, then the phase at site .S can be changed by close to
27 and a new metastable state found by changing the
phases in G by amounts of order 1/Z. The effect outside
G of the change of the phase at site S can then be arbi-
trarily well screened out for Z large by the stiffness of the
phases in G. Thus there will be several extrema of 2%
differing only locally.

The formal Parisi-Sourlas* calculation will weight both
the ground state and the metastable states equally and the
singly unstable saddle points in between with negative
weights. It is thus clear that, unless there is some miracu-
lous cancellation of these effects, the simple perturbative
result will be incorrect in any glimension for any A, by
amounts of order at least e ' L. (We note that similar
nonperturbative effects can be shown to occur for a
bounded random-field distribution.) Since the pure X-Y
model is exactly Gaussian in spin-wave theory, a precise
statement of the failure of the dimensional reduction

(2.16)
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would be that for the lattice model the truncated four-
point correlation function of the 6’s is nonzero in the limit
of vanishing temperature. This should be amenable to
rigorous proof.

The breakdown of the trivial perturbative result, for,
e.g., [6(q)0(q')].y, can be explicitly demonstrated for a
system consisting of only a small finite number of spins;
in particular, two. The formal Parisi-Sourlas* derivation
of the perturbative result can be carried out for a finite
system; however, one might anticipate problems due to
‘the infinite degeneracy in the absence of the disorder.
These can be remedied by (for example) constraining the
average phase to be zero, which has a negligible effect in
the thermodynamic limit but a large effect in a small sys-
tem.

For two coupled spins with a constraint on the average
phase 8=(6,+6,)/2, the errors of the perturbative result
are exponentially small; they arise from large values of the
random fields which cause the constrained Hamiltonian
to have several extrema. However, if there is no con-
straint on 8, then the Hamiltonian always has many extre-
ma since it is periodic in 8 (with 8, — 8, fixed). It can be
shown, in this case, that the asymptotic expansion of
[(6,—6,)*],, for small A, has a leading term proportional
to A, in agreement with the formal perturbative result,
but then a subdominant term proportional to A}’* (This
drastic breakdown of the perturbative result for this sim-
ple case has been independently found by Villain and
Séméria.?®)

An important question is whether for infinite systems
in various dimensions the formal perturbative result fails
by exponentially small amounts or at some power of the
disorder. We will return to this question in the next sec-
tion. In either case, it is apparent that the perturbative re-
sults should not be taken too literally—especially as far as
summing them up to yield spin-spin correlation functions
as has been done by Dotsenko and Feigelman?®’ in d =3.
Note that the perturbative result yields a spin-spin corre-
lation function falling off more rapidly than an exponen-
tial in d < 3, a result which is almost certainly incorrect.

III. X-Y—MODEL RENORMALIZATION GROUP

In this section we construct a momentum-shell spin-
wave renormalization group which should, in principle, be
valid for small 7 and A. [For notational simplicity we
will use O (A)" (without a subscript) to generically denote
combinations of n A,’s.] Since we would like to be able to
include the effects of temperature, we cannot use the
Parisi-Sourlas* formalism as a starting point, so for con-
venience we use replicas (although use of dynamics in the
manner of DeDominicis®® works equally well). (One
might worry that replica symmetry breaking analogous to
the Almeida-Thouless?® instability for spin glasses could
occur in the presence of random fields or anisotropies.
However, it is straightforward to show that, in the pertur-
bative regime near the ferromagnetic fixed point about
which we will expand, the system is at least locally stable
to replica symmetry breaking.>® We thus need not con-
cern ourselves with this complication here.) Starting with
the effective Hamiltonian

w=[ ﬁgw%)z—ﬁgmea—eﬁ) (2.14)

[with Q given by Eq. (2.15)], it is easy to power count.
Since 0 is periodic, it should not be rescaled. To leading
order in T and A we obtain the differential recursion rela-
tions

dT

dl =(2—-d)T (3.1)
and

90 _ 4

S —(4—d)Q . (3.2)

Thus the whole function Q is marginal in four dimensons.
The other operators which are allowed by symmetry
either include higher gradients (and are, hence, more ir-
relevant) or are of the form

# S Q0. ..,0.), (3.3)
%

ag, ...,
with Q, unchanged under 63— 05+ C for all B and 27
periodic in each of the Og separately. These kinds of
terms arise from non-Gaussian correlations in the ran-
domness and will be generated under renormalization.
However, by power counting we have

9
5” =[d +p(2—d)]Q, (3.4)

and, hence, the couplings o, for p >3 are irrelevant near
four dimensions. In addition, it can readily be shown that
because p must be taken to zero, contributions to one and
two replica index terms from the Q, will contain enough
powers of T so that the 1/77 in Eq. (3.3) will not make
0, dangerously irrelevant.

We thus proceed by keeping only the operators in Eq.
(2.14); the first is clearly needed to make the problem well
defined and we are, at any rate, interested in the effects of
small but finite 7. Coupled recursion relations for tem-
perature and all the coefficients of the Taylor-series ex-
pansion of Q(6) about zero can be derived by usual
graphical expansion methods. By examining the form of
the nonvanishing terms as p—0, we see that d7 /d! will
contain terms of the form 72 and T"*!A™, but no terms
of the form A™. All perturbative fixed points (if any) will
thus be at 7 =0; as we recall, this was also the case near
the upper critical dimension.®

The leading term in the recursion relation for Q is just
of order A? with corrections of order TAZ2, etc. To calcu-
late the order A? term [which may include derivatives of
Q(0) with respect to 6], we can ignore the momentum
dependence of external lines in graphs. Using this simpli-
fication, we can derive a functional recursion relation for
Q in a few lines. This functional recursion relation—
when expanded in 6—generates all the one-loop renormal-
izations of 0%0F vertices or order A2 We divide 6, into
high-momentum, 8_, and low-momentum, 6, parts, and
expand the effective Hamiltonian to second order in the
6z which are to be integrated out. The desired limit of
the external momenta small can be obtained by setting the



31 RANDOM FIELDS, RANDOM ANISOTROPIES, NONLINEAR o MODELS, . . . 7239

momentum of each 65 to zero, so that the linear terms in
6, vanish by momentum conservation. The part of the
Hamiltonian quadratic in 6, has the form

q a,,,, Q"(05—65F)

___f =

Qn 6< 6<)8aﬁ

_2__}__——

x03(q)05(—q) (3.5)

where primes on Q denote derivatives with respect to its
argument; here, 65 —05. Integrating out the 6] yields,
to leading order in @, a term of the form
2052”65 —65)/T, which we ignore since it renormal-
izes Q at order T and a second-order term of the desired
form,

4T2 2[Q“<e< 0512

2 0"(0)Q"(05 —65) f ;1—4 , (3.6)

2T2

as well as irrelevant terms with three replica sums.

In Appendix A we prove that there are no renormaliza-
tions of the temperature. From this and expression equa-
tion (3.6), we find differential recursion relations near four
dimensions,

dT
T _—ar, G.1)

and

220 _(4— 1 (0)+C4(+[Q"(O)F ~Q"(0)0"(0)}

+0(TQ,0%,...), (3.7)

where C;=(27)~¢ times the surface area of the unit d-
dimensional sphere, and we have set d =4 in the second
term anticipating an expansion in e=d —4.

Surprisingly, in contrast to the simple behavior of the
perturbation expansion, the recursion relations even at
zero temperature are nontrivial. There is, however, no in-
consistency. The only parameter on which the T =0 per-
turbation expansion depends is, from Sec. II,

A=—-0Q"(0). (3.8)

By differentiating Eq. (3.7) twice with respect to 6, we
find that

dQ'(0)
dl

Hence A is conserved by the zero-temperature renormali-

=(4—d)Q"(0)+0(Q%) . (3.9)

zation transformation, at least at this order. It is con-
venient to define
Ue)=0"(60)—Q"(0) . (3.10)

The recursion relation (3.7) truncated at second order then

becomes
aaij (4—dYU +5C4(U?)" . (3.11)
Thus U(6), although it does not enter the zero-

temperature perturbation expansion at all, renormalizes
nontrivially and will affect the small but finite-tem-
perature renormalizations and correlation functions.

A. Renormalization-group flows

We now investigate the renormalization-group flows
arising from the truncated Eq. (3.11). The initial condi-
tion on the even function U is that all its Fourier coeffi-
cients are negative (corresponding to positive I',,) and
U(0)=0. From this it is straightforward to show that U
remains positive. By expanding U in a Fourier series it
can be seen that these conditions are preserved by the
flow.

We are primarily interested in possible fixed points of
Eq. (3.11). Nontrivial fixed points cannot exist for
nonzero € since

d ™ T
S uedo=—e [ vowas. (3.12)

We thus restrict our consideration to é=0, where naively,
by Egs. (3.9) and (3.12) and dimensional reduction, one
might expect a fixed line similar to the two-dimensional
pure X-Y model.

B. Flows in d =4

By expanding U about the origin, we can obtain an
autonomous equation for U"'(0):

du’(0)

dl

from which 1t follows that U''(0) diverges for €=0 at a

length scale e’ * with

p__ 1

3C,U;(0)

=—eU"(0)+3C,[U"(0)]?, (3.13)

(3.14)

(where the subscript O denotes the unrenormalized value).
At this scale the function U(8) develops a |6 |3/2 cusp at
the origin and we must consider the effects of higher-
order terms in U in the recursion relation which may
prevent this singularity.

The form of the higher-order terms can be found by a
detailed analysis of the two-loop graphs. The terms con-
tributing to the renormalization of Q at order AY will all
involve a total of 4(N —1) derivatives with respect to 6.
Since there must be at least two derivatives on each Q, we
can always consider the simpler recursion relations of
A=Q"(0), and U(0). At order Q? it can be explicitly
verified that, for purely combinatoric reasons, there is no
renormalization of A. From the arguments in the preced-
ing section we expect this to be true to all orders. Because
of combinatoric cancellations, it can also be shown that
the only surviving term in the U equation has the form

[U®?*uel”. (3.15)
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Because of the larger number of derivatives in the higher-
order terms such as Eq. (3.15), the divergence of U"'(0) at
length scale /* will either be lessened or possibly replaced
by a fixed point in U’(0) which could lead to a fixed-
point function U*(0). In either case, the behavior will be
controlled by the recursion relation for U near =0 when
the derivatives of U at zero are of order 1. We thus can-
not expect to determine the existence or properties of a
fixed-point function from perturbation theory in U.
Furthermore, since there would be no small parameter at
the fixed point, the operators which were irrelevant at the
ferromagnetic fixed point might play a role. In particu-
lar, since the length scale at which the solution to the
truncated flow equation (3.13) diverges

™Yo (0), the nonperturbative effects discussed in Sec.
II might enter at the same scale.

It is worth noting here, however, that if the higher-
order terms in the expansion of the recursion relation in
powers of U have the same form as the first two, in that
they are total derivatives, then the full renormalization
group might conceivably contain a fixed line. The ex-
istence (or lack thereof) of a fixed-point function or a
fixed line may be worth exploring further by an approxi-
mate nonlinear renormalization group.

The simplest and, a priori, the most likely behavior, is
that the system has neither a fixed point nor a fixed line,
but simply scales to a disordered paramagnet. The corre-
lation length, roughly e’*, would then be exponentially
large for small A analogous to the pure two-dimensional
Heisenberg model rather than the pure 2D X-Y model.
However, it is possible that the system could scale to some

kind of spin-glass fixed point—this possibility will be dis-

cussed briefly in Sec. V1.

C. Flowin d =4+€

Formally, in more than four dimensions, all the parts of
U (e.g., all its derivatives at the origin) are irrelevant.
However, the infinite number of operators with the same
negative eigenvalue, —¢€, can cause problems.

Let us consider initially just a random field so that

Uy(0)=A(1—cos) . (3.16)
We expand U about the origin:
U@)= S up(—1)+162 (3.17)

n=1
where we have defined the u,, so that initially they are all
positive. They are just the 2n point vertices in the O’s.
The truncated recursion relation (3.13) leads to recursion
relations for the u,,,
du 2n
dl

n
= —e€ty,+5C4(2n +1)(2n +2) D Uzny2—2kUok »
k=1

(3.18)

all the terms in the sum in Eq. (3.18) are positive if the
u,, are positive, and, hence, all u,, will remain positive.
The solutions to Eq. (3.18) will therefore be bounded
below by the solutions to

scales as .
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dyn _
I =[—€+C4s(2n +1)2n +2)7,1ly, , (3.19)
with
1
y,,(l=0):u2’,,(l =O)=m (3.20)
and
dy=ue " <uyl), (3.21)

as long as the right-hand side of Eq. (3.19) is positive.
For any fixed €, no matter how small A, is, the right-hand
side of Eq. (3.19) will always be positive for sufficiently
large n. The maximum value of u,, will then be greater
than the maximum value of y, from Eq. (3.19), which
yields, for n large enough so that

b Ca2n+102n +2)

>1, (3.22)
" eul’
max max u(zet) D,—1
Uzp >Vn :——_D e . (3.23)
n

Since D, ~n? and u') ~1/(2n), 4T will become arbi-
trarily large for n sufficiently large. This suggests that no
matter how small the initial random-field strength A,, the
higher-order terms in the flow equations for U will be-
come important at sufficiently long length scales.

Thus it is, in principle, possible that, although the dis-
order is formally irrelevant in more than four dimensions,
the ferromagnetic fixed point has a vanishing domain of
attraction in the space of physical initial Hamiltonians.
This is due to the nonuniformity of the truncation of the
recursion relation;>! however, it may also occur within the
full nonlinear renormalization group. If it does occur,
then one should perhaps question whether ferromagnetism
exists even for weak disorder in more than four dimen-
sions. However, it is most likely that the disorder will
only cause nontrivial long-distance behavior of correlation
functions but not destroy the ferromagnetic order entirely.

D. Flows and nonperturbative effects
below four dimensions

In less than four dimensions the disorder will renormal-
ize to be of order 1 on a length scale £,, which is the scale
for crossover from weak to strong disorder. From the
form of the recursion. relations, Eq. (3.2), we have that for
small A

£ ~A1/4=d) (3.24)

This is the length scale at which nonperturbative ef-
fects, in particular, many extrema of the Hamiltonian,
will occur. The behavior on length scales longer than &,
is unclear, and for the actual X-Y model vortices may
cause significant deviations from the spin-wave model
considered here. One can draw some conclusions, howev-
er, concerning the failure of the perturbative results. The
nonperturbative effects will cause many extrema of the
Hamiltonian with a spatial density



—d d/(4—d)
p"’gc ~A »

which is a power law in the strength of the disorder. Thus
in less than four dimensions the perturbative results for
the correlation functions probably fail by a power of the
disorder rather than an exponentially small amount, in
particular, the perturbative result for the spln-spm corre-
lation function: that it decays as e ~CBr* T for d <4 is al-
most certainly incorrect at least in less than three dimen-
sions. On length scales longer than &, the spin-spin corre-
lation function is most unlikely to fall off faster than ex-
ponentially, even in one dimension. Note that at a dis-
tance £, the perturbative correlation function is still of or-
der 1.

We may ask, in general, how the system behaves on
scales larger than £,. The simplest possibility is that it is
just a paramagnet in any d <4 with correlation length &.;
we postpone discussion of more novel possibilities until
the last section.

s(f0)= [ TIPSt DAwexp | [ 155

with the Jacobian given by

527 87
8S;(r)8S;(r')  8S;(r)sA(r’)

J, =det ~ 5

h=ae 2.7 827

SMr)8S;(r')  SA(r)dA(r')
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IV. GENERAL n: ZERO TEMPERATURE
AND SUPERSYMMETRY

We now return to the general n case, which in the
fixed-length limit is just the n-component nonlinear o
model in a random magnetic field and with random pth-
rank anisotropies. Analysis of the zero-temperature per-
turbation expansion is tedious since it is necessary to use
o and 7 fields, and the resulting expressions which arise
from the random anisotropies are rather complicated.
However, to generate the 7'=0 perturbation expansion we
can again use Parisi-Sourlas*—type tricks.??

We would like to minimize the Hamiltonian equation
(1.3) subject to the constraint that S?=1. We thus intro-
duce Lagrange multipliers A(r) and define

=g [ M MO s (e2—1]a9 | (4.1)
Analogously to the X-Y case, we define a generating func-
tion

5.
SA(r)

T {S(r), M)} (4.2)

4.3)

We then introduce auxiliary n-component fields §i to eliminate the first set of  functions in Eq. (4.2) and complex Fer-
mi fields to cancel the Jacobian: an n-component one, ¥;, with its conjugate, 1;, as well as an auxiliary pair, X and X.

The generating function then becomes

Z,{f)= [ DSDS Dy DYDY DX DAS(1—SVexp [ | Lo+ 3 Lh+fS 4.4)
p=1

with the bare “Lagrangian”

Lo=P (V4 MY+ $-SX + XS $+iS-(—V>—1)S , 4.5)
and the pth-rank random anisotropy part given by

m D A . l/}lk ﬁ ll
Lh=|—il8;S, - S;, +Si,8;,S;, *  * S +(u—2) permutations] + 2 X S;, |k (4.6)
I<jksp Vi =1

Since all the A, are independent (correlations will be irrelevant for weak disorder), we can average over each of the h,

separately.

However before doing this it is convenient to formally integrate out the auxiliary fields A, X, and X. ThlS

will result, formally, in three extra 8-function constraints: 8(—iS-S + - V), 8(¢S), and 8(S-1).
dramatically simplify the expressions obtained after averaging over the h,.

These can be used to
After liberal use of these constraints, the

fixed-length constraint, and the Fermi commutation rules, we find that for each p

L e &

In [eXPgﬁ ]av =

4.7)

Combining Eq. (4.7) for each u with ., we finally arrive at the averaged generating function

Z{f

_ fDSD:S'\Dz/JDJS(SZ——1)8(173'5)8(S'¢)8(—i§-S+lZ'¢)exp[f $]+f-S,

(4.8)
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with

L= V+(—i8) VIS +(A/2)(—iS), 4.9)
which, as claimed in the Introduction, only depends on the
combination of the anisotropy strengths A.

We can now define an n-component superfield®>*? with
components given by
Si o) v B(_iSA1/2

¢,E—Zl—ﬂ+9¢,+l/},6+96(~lS,A ) ) (4.10)

with 6 and 0 anticommuting ¢ numbers. We then find

that Eq. (4.8) (at £ =0) is formally equivalent to the su-
persymmetric nonlinear o model,

z= [ pos <I>-<l>—% expt [ d0dod’r &-vi0
@.11)
with
82
V§S=V2+—_— (4.12)
3030

the supersymmetric Laplacian.

From the standard dimensionality reduction* for super-
symmetric models, it follows that the perturbation expan-
sion in powers of A in d dimensions will be the same as
the expansion in powers of T of the pure nonlinear o
model in d —2 dimensions. However, now the result is
much more general than for the ¢* theory in a random
field—here the perturbative dimensional reduction works
in the presence of any combination of independent wth-
rank anisotropies. It is presumably possible to derive this
result directly from a perturbation expansion—however,
this will certainly be far more difficult than for the simple
X-Y case or the ¢* theory.

As for the X-Y case discussed in Sec. II, the
equivalence of the random model at T'=0 near d =4 to
the pure model in two dimensions less is likely to hold
only in perturbation theory, since there will again be many
solutions_of the extremal conditions even for arbitrarily
small A. We now turn to construction of
renormalization-group recursion relations.

V. GENERAL n: REPLICAS
AND RENORMALIZATION GROUP

In order to construct a renormalization group which, in
principle, allows calculation of low but nonzero tempera-
ture properties, we again use replicas.

The replicated effective Hamiltonian is simply

= fﬁg(vsa.VSa)—F‘xzﬁR(Sa'SB)’ (51)

where the function R (X) represents all the anisotropies
and is given by

ROO=3 A" (5.2)
p=1

‘We impose the fixed-length constraint

SaS,=1 (5.3)

for each a from 1 to p. The derivatives of R with respect
to X will be denoted by primes. By analogous arguments
to those in Sec. III, all other operators allowed by symme-
try in the Hamiltonian are irrelevant and, at least to
lowest order, we need not include them.

To expand about a putative ordered ground state with
all the replicas ordered along the same direction, we write,
as usual, 1617

So=(m404) , (5.4)
where 7 is an n — 1 component field and

Op=(1—72)1% . , (5.5

We can then expand R (S,'Sp) about the aligned state
with X,5=S5,'Sg=1 for all a,B. To change variables
from S to m we need to introduce a Jacobian; however,
since it will enter the effective Hamiltonian withouta 1/T
in front, it will not affect the recursion relations to lead-
ing order in T and we may thus. ignore it to the order
desired here.

We perform a momentum-shell renormalization group
by breaking down w, into a slowly varying low-
momentum 75 and a rapidly varying high-momentum
m, and then integrate out the 77 field. We must allow
for a rescaling of the 7 field; the renormalized field will
then be given by (with b the spatial rescaling factor)

TR T) =g (rb) , (5.6

with § to be determined by requiring that, with
Ora=(1—1%)!"?, the theory is rotationally invariant in
spin space.

The conventional method for integrating out the high
momenta is to expand the effective Hamiltonian in
powers of the 7, and then to use graphical methods with
the internal lines representing the 7, which are to be in-
tegrated out and the external lines representing the 75 . In
order to obtain the rotationally invariant Hamiltonian in
terms of the spin operators, the expansion in powers of
the g, must be resummed.

It is not clear or a priori that this resumming will re-
sult in a Hamiltonian of the same form as the original
problem which included only a random field. In Appen-
dix B we show explicitly that terms will be generated
under renormalization which must come from higher-
rank anisotropies in the renormalized Hamiltonian.

Here we will use a different method which is a generali-
zation of that introduced in Sec. III for the X-Y case.
While we will expand in the 7 , we will not expand in the
7y, and thus the resumming does not need to be done.
We first compute the temperature renormalization, which
we note could have been obtained by more conventional
methods.

The renormalization of the temperature to order RT
can be computed straightforwardly from the renormaliza-
tion of the (V,)? term in the effective Hamiltonian. It
only depends on the coefficient (1/T) of the (74 V7y)?
and on the expansion of R (S,Sg) to second order in the
7 fields:



31 RANDOM FIELDS, RANDOM ANISOTROPIES, NONLINEAR o MODELS, . .. 7243

1

L p2pd—21 L R'(1)C,Inb +O(T,RT,R?,.. )] ,
Te - T

(5.7

where we have set d =4 in the second term. The field re-
scaling & can be determined either by requlrmg that the
renormalized coefficient of the (my-Vm,)? term also be
1/Tg, by requiring that the renormalization of a uniform
field in the o and 7 directions be the same, or by requir-
ing (see below) that the disorder terms only depend on
S4Sp; all of these just use the rotational invariance in
spin space and, hence, are clearly equivalent. We obtain

E=1—1R'(1)(n —1)C4lnb +O(T,RT,R?) , (5.8)

whence the differential recursion relation

== d)T+Cyn ~ TR+ O(TA TR, . )
(5.9
which reduces—upon changing variables to angle

variables—to Eq. (3.1) for the X-Y case, n =2.

Obtaining the functional recursion relation for R (X) is
much more complicated since each diagram with external
7< legs and internal 7> 7> propagators can arise from
many different terms in the Taylor-series expansion of
R(X) about X=1. We want to treat all one-loop dia-
grams with arbitrary numbers of external legs. This we
can do by keeping functions of the slowly varying <
which, to the desired order, we can take to be spatially
uniform, i.e., at ¢ =0. We thus expand 5 to second or-
der in the 7> and set the momentum of the 7< to zero,
except for the terms with no 7>. The gradient term just
becomes

(7o Vrg) 1 (rg-Val)?
2 a 1 <\2 a a
> (V) + 2 Toar § (Vmg) —|——————————1__(7T<)2
1 ,  (mg Vg 2 2 2
= |(Vrg Y+ ——5— |+ 0> V> Vr<, 7> (V7 <)?) . (5.10)
T4 1—(m2)?
The second term in Eq. (5.10) can be written in the form
L S V7aV75G apas 5 (5.11)
2T a,B,a,b
where a and b run over spin indices from 1 to n — 1, and the matrix G over a and a is given by
G apab=8ap(8ab —TaaTap) - (5.12)

Expanding R to second order in the 7> we obtain (dropping the linear term which vanishes by the high-low momentum

separation)
EBR(S" -SB)= zR 78w 1= (7?1 1= (75?14 + zﬁwg,,w,;,,ruﬁ,,,, , (5.13)
a a,

where T is of the form
I‘azBab =fab(77¢:’7§ )+5aﬁzgab(77;’777<) . (5.14)

2
In this form, it is straightforward to integrate out the 7> perturbatively, yielding
azﬂl;z T2 ZR rms + 11— (m S 21— (w5 )?]V2) + T2 f ———[Tr GI'GIN)]+0 1;1 I;z, R N (5.15)

where G and T are treated as matrices over @ and a. The order I" term which could have been included in (5.15) renor-
malizes R at order RT and we hence ignore it. Equation (5.15) is not manifestly rotationally invariant. We must expand
the first term to leading order in £—1 (for b near 1) after substituting {7y, for 75, and the resulting expressnon will then
cancel the nonrotationally invariant parts of the second term.

The details of the calculation of Tr(GT'GT') which are rather tedious but straightforward will not be reproduced here.
Note that only the ff and fg terms will contribute to the renormalization of R; the gg terms will involve three replica
sums and hence will renormalize (or generate) irrelevant non-Gaussian correlations in the disorder, as discussed in Sec.
III. The differential functional recursion relation for R is given by

dR (X)

ol "(DR'(X)n —1X+R'(1)R"(X)1—X?)

=(4—d)R +C4{2(n —2)R'()R(X)—R

+2[R')H(n —24XH)+R'X)R"XOXC—X)+5[R"0OP(1—Xx2)?} , (5.16)
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where the first term in the curly brackets comes from the
temperature renormalization equation (5.9) and we have
neglected terms of order RT, R 3 etc. This rather compli-
cated expression simplifies drastically for the X-Y case.
If we substitute Q(0)=R (cos6), then Eq. (5.16) reduces
to the simple recursion relation for Q, Eq. (3.7).

If the Hamiltonian initially includes a random magnetic
field, Ro(X)=AX, all the higher-rank anisotropies will be
generated by the renormalization-group flows. If, on the
other hand, J7 initially contains only second-rank or other
even-rank anisotropy but no odd-rank anisotropies, then
this property will be preserved by the flow as should be
expected from the symmetry S——S of the random
Hamiltonian.

We note that R’(1) plays a special role in the
renormalization-group equations: In particular, { and the
thermal recursion relation only depend on R’(1). From
the definition of R in terms of the A, Eq. (5.2), it is clear
that

R'(1)=A (5.17)

The special role of R’'(1) should thus have been anticipat-
ed.
Furthermore, since T =0 correlation functions only de-
pend on A in perturbation theory, we should expect that
R’(1) will renormalize simply at zero temperature. Dif-
ferentiation of Eq. (5.16) at X =1 yields

dR'(1)

a3l =(4—d)R'(1)+Cy(n —2)[R'(1)]*+O(R?) ,

(5.18)

which is just like the recursion relation for temperature in
two dimensions less.

At this point it is instructive to examine what has gone
wrong with the calculations of Young® for the 4+¢
random-field case and Pelcovits!* for the random-
anisotropy case. Instead of performing a functional
renormalization-group transformation which allows all
possible terms in the Hamiltonian that are allowed by
symmetry to be generated, these authors!* expand the
nonlinear o model in the = fields as done in Appendix B
and use only the renormalization of the (V7,)* and m,mg
terms and a uniform magnetic field to yield the renormal-
ized Hamiltonian.'* This works for the pure nonlinear o
model in 2+ € dimensions!®!” since for that case there is
only one term of the correct dimension allowed by sym-
metry. However, for the random 4+ € problem the renor-
malized coefficient of the 7,mg term need not arise solely
from the expansion in 7’s of a random field (or second-
rank anisotropy), but can come from the expansion of
higher-rank anisotropies, e.g., the (Uaﬂﬁ)zﬂa'ﬁﬁ term from
a random third-rank anisotropy. This difficulty is illus-
trated in Appendix B. It is seen that at least some
higher-rank anisotropies are generated. In principle, it is
possible to derive Eq. (5.16) by evaluating all one-loop
graphs with an arbitrary number of external legs (the X-Y
case in angle variables was originally done this way); how-
ever, the combinatorics involved would be extremely com-
plicated. We note that similar difficulties arising from an

DANIEL S. FISHER 31

infinite number of marginal operators occur in other ran-
dom problems; some of these might be handled by
methods similar to those used here.

A. Fixed points in d =4+€

One might hope that in d =4+-¢€ the functional equa-
tion for R would exhibit a singly unstable fixed point with
R and its derivatives uniformly of order € which could be
found as a fixed point of the truncated equation (5.16).
The uniformity condition on R is important for the same
reasons as for the X-Y case in Sec. III since neglected
terms of order R* will generally contain more derivatives
with respect to X and thus can become important if the
derivatives of R are not all small. In Appendix C we
prove that the truncated equation has no singly unstable
fixed points which have a Taylor-series expansion about
the ordered point X=1. The flows from Eq. (5.16) will
generally go into regimes where nonperturbative effects
cannot be neglected.

How can the absence of a perturbative fixed point of
the full renormalization group be reconciled with the ap-
parent 4+ ¢ fixed points found previously?>!'* What was
essentially found in the earlier calculations was a fixed
point for the special combination A of the anisotropies
which was interpreted as a real fixed point by ignoring all
but one of the A,. In fact, the hyperplane A=A*
=C4€/(n —2), T=0 is an invariant hyperplane of the
full renormalization group, at least at quadratic order in
the A, and probably to all orders. However, at any point
in the physical region of this invariant hyperplane, there
will always be flows within the hyperplane and thus no
fixed points of the full renormalization group. Thus the
putative 4+ ¢ fixed point found previously does not even
exist in the full renormalization group. The flow project-
ed onto a plane of A and one of the A,’s is schematically
illustrated in Fig. 2.

VI. DISCUSSION

We have argued in the bulk of this paper that the
behavior of random-field systems with continuous sym-
metry near four dimensions is rather more complicated
than would be expected from straightforward dimensional
reduction.

By use of supersymmetry we have shown that for
fixed-length spins the formal perturbation expansions of
all zero-temperature correlation functions in powers of the
strengths of the random field and all possible random an-
isotropies only depend on a special linear combination of
them, A. This expansion in powers of A is identical to the
expansion of the pure nonlinear o model in powers of
temperature in two dimensions less. Renormalization-
group recursion relations were constructed which generate
at leading nontrivial order all of the random anisotropies
from a random field, and all of the even-rank anisotropies
from a second-rank anisotropy. The functional renormal-
ization group which includes all of the anisotropies does
not have a singly unstable fixed point in 4+ € dimensions,
although it does _exhibit a zero-temperature invariant hy-
perplane with A=A*=0(e). The temperature is ir-
relevant perturbatively; however, it is argued that the
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‘renormalization-group flows will take the system into a
regime where nonperturbative effects, particularly the ex-
istence of many extrema of the Hamiltonian, will play an
important role and break the perturbative supersymmetry.
It is likely that in this nonperturbative regime, tempera-
ture will become more important.

We conclude that the nonperturbative effects will prob-
ably change the critical behavior in 4+ € dimensions, al-
though there is still likely to be a phase transition from a
ferromagnet to a disordered phase. Unfortunately, due to
the absence of a perturbative fixed point of the full renor-
malization group in 4+€ dimensions, we cannot make
any predictions about the critical behavior (indeed, the
transition could be first order). Thus it is still possible
that the exponents are the same as those of the pure sys-
tems in 2+€ dimensions,'>~17 although there is certainly
little reason to believe this. It might appear that a
renormalization-group argument could still be made to
support dimensional reduction for the zero-temperature
critical behavior by constructing an anisotropic renormali-
zation group which preserves the supersymmetry® but not
the full spatial rotational symmetry. This would, at least
naively, need to contain only the parameter A and would
yield a fixed point in 4+€ dimensions with exponents
obeying dimensional reduction. However, in order to
achieve this it would be necessary to discard all nonsuper-
symmetric couplings. Since the perturbative supersym-
metry is only an approximate symmetry which is broken
by (at least) nonperturbative effects, this is potentially
dangerous. Perhaps the main lesson from the perturbative
renormalization-group flows found in Secs. III and V is
that deviations from supersymmetry are relevant since the
flows take the Hamiltonian into nonperturbative regimes.

Since we have argued that perturbative results near four
dimensions are misleading, we must question the apparent
similarity between the random-field and random-
anisotropy models in this limit. Once the perturbative re-
sults have been discarded, it is likely that, even if both
models have a ferromagnetic to nonferromagnetic transi-
tion in 4+e€ dimensions, the critical behavior will be dif-
ferent. We will return to related questions in the next sec-
tion.

A. Random fields near six dimensions
and dimensional reduction

The calculations discussed in this paper illustrate the
danger of using formal methods to calculate exponents
perturbatively. If a singly unstable perturbative fixed
point had existed in 4+ € dimensions, then its eigenvalues
could have been calculated by formal methods provided
all the important operators were included. Since such a
fixed point does not exist, we are left with a situation
analogous to that before perturbative renormalization-
group methods were understood: It is not at all clear
what sense, if any, can be made of formal divergent per-
turbation expansions such as those discussed in Sec. IV.

We now turn to the question of the behavior of
random-field systems near six dimensions. In contrast to
the behavior near four dimensions, there does exist a per-
turbative fixed point for the random-field ¢* theory in

6—¢ dimensions.? Thus the formal expansions, which
(since random anisotropies are irrelevant) need include
only one marginal operator, should yield the correct ex-
pansions of the exponents. There is one caveat, however,
namely, the possible effects of the dangerous irrelevancy
of temperature have not been analyzed in general.

In a recent paper Klein, Landau, and Perez®? have
proven that for the ¢* theory in a random field, once the
first step of Parisi-Sourlas*—the replacement of thermal
averages by averages of extrema of J#—has been made,
then dimensional reduction follows rigorously, not just
perturbatively. Thus it is clear that if dimensional reduc-
tion breaks down it must do so by the breakdown of the
first step, i.e., because of many extrema of % whose ex-
istence breaks the supersymmetry. Since we have argued
that the many extrema are likely to play an important role
near four dimensions, it is natural to ask what their effect
will be near six dimensions. If the coefficient » of the ¢?
term in the Ginzburg-Landau-Wilson 7 is positive, then
there is a unique extremum. Unfortunately, the fixed-
point value of r in 6—€ dimensions is negative and of or-
der €. If the renormalization-group flows are smooth in
the neighborhood of » =0, as is usually assumed, then it
should be reasonable to extrapolate the flows from » >0
(where the recursion relations are presumably valid) to the
desired region near the fixed point. However, since the
fixed point is at zero temperature, which is inherently
singular in disordered systems, there is reason to doubt
the smoothness of the flows in the vicinity of T'=0,r =0.
This potential problem with the 6 —e expansion is related
to the possible effects of the dangerous irrelevancy of tem-
perature mentioned above. We must thus leave an intri-
guing open question the validity of the 6 —e expansion as
an asymptotic expansion of the exponents.

At this stage it is unclear what is the extent, if any, of
the validity of dimensional reduction. There are at least
three possibilities: (i) The critical exponents could be ex-
actly equal to those of the pure system in two dimensions
less for a nonzero range of dimensions below six, but
differ below some dimension d;. Alternatively, the criti-
cal exponents could differ in any dimension below six; this
could be the result of either (ii) a complete breakdown of
the 6—e€ expansion at some order in € or perhaps more
likely (iii) the presence of different essential singularities
in the exponents as the upper critical dimensions of the
random and pure systems are approached. If d, is be-
tween five and six dimensions, it is not obvious that there
is a real distinction between possibilities (i) and (iii) since
it may be that the continuation in dimensionality is not
uniquely enough defined beyond perturbation theory to
make sense of essential singularities in exponents at criti-
cal dimensions. One of the main conclusions of this paper
is that dimensional reduction is likely to fail for systems
with continuous symmetry as well as for Ising systems.

B. Spherical model limit: n— oo

Although no results for exponents have been derived by
use of the functional renormalization group studied in
Secs. IIT and V, it may be possible to obtain some in a dif-
ferent limit. In the spherical model limit n— oo, it can be
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shown from the results of Appendix C that the structure
of the recursion relations simplifies somewhat. In partic-
ular, in this limit all the uth-rank anisotropies will not be
equally important; naively, their importance will decrease
with increasing . It might thus be possible to study the
effects of just, for example, a random-field and random
second-rank anisotropy in the large-n limit for 4 < d <6.
If the difficulties appearing in this paper in the 4+ € ex-
pansion also appear in the 1/r expansion, it might be pos-
sible to control the latter by introducing just a second-
rank anisotropy at some order in 1/ (rather than all the
anisotropies needed here) into a model which only has
random fields initially. A careful analysis of the 1/n ex-
pansion should shed some additional light on the subject.

C. Infinite sets of marginal operators in other problems

The models considered in this paper are the first exam-
ple of which we are aware of a problem for which an in-
finite number of marginal operators which are not related
by symmetry play an important role. The features of the
models which cause this to occur are the fixed-length spin
constraint together with an extra index on the fields, here
the replica index. These two features both occur generi-
cally for random systems at their lower critical dimen-
sions and perhaps for other systems with complicated or-
der parameters. Thus it is likely that infinite sets of mar-
ginal operators will play an important role in other ran-
dom problems; for example, localization with interactions
near two dimensions. For these problems standard
methods for renormalizing the effective Hamiltonian will
lead to misleading or erroneous results similar to those
discussed in Appendix B for the model studied here. It
should be interesting to investigate other problems for
which an infinite number of operators play a role; in par-
ticular, ones for which the nonuniformity problems en-
countered here can be controlled.

VII. NATURE OF “DISORDERED” PHASES
AND RELATION TO OTHER WORK

In this section we speculate on possible phases which -

may exist for random-field and random-anisotropy sys-
tems. Several of the suggestions in the literature for pos-
sible phases rely on perturbative results of the form dis-
cussed in this paper; we comment on these in light of the
present conclusions concerning the failure of perturbation
theory.

In more than four dimensions, it is likely that, despite
the possible difficulty mentioned in Sec. III, a ferromag-
netic phase exists for weak randomness at low tempera-
tures. As the strength of the randomness increases, the
ferromagnetism may disappear and it ‘is then natural to
ask whether or not the resulting phase is a simple
paramagnet. In less than four dimensions, ferromagne-
tism will be destroyed in the presence of any random field
or anisotropy,”!® however, one can again ask whether for
weak randomness at low temperatures the system is just a
simple paramagnet. In the presence of a random field the
phase diagram is most likely quite simple (even if the crit-
ical behavior is not), with ferromagnetism in d >4 for

weak disorder and low temperatures and simple
paramagnetism elsewhere and for arbitrarily weak disor-
der in d <4.

There are various interesting suggestions in the litera-
ture, however, that spin-glass phases or phases with quasi-
ferromagnetic tendencies exist in systems with random
anisotropy. Although the results of this paper do not bear
directly on these questions since they involve the behavior
of flows away from the ferromagnetic fixed point, it is
nevertheless useful to consider some of the suggestions in
light of the present results. Since these suggestions apply
only to models with random even-rank anisotropies but no
random field, we will use here random anisotropy to mean
random second-rank anisotropy with no random magnetic
field.

Dotsenko and Feigelman®’ have used the weak-disorder
perturbative results discussed in Sec. II to argue that in
three dimensions X-Y magnets with random twofold an-
isotropy will have spin-spin correlation functions which
fall off as simple exponentials; this follows directly from
assuming that the perturbative result of simple Gaussian
phase correlations is correct. In addition, they argue that
the helicity modulus, i.e., the response of the phase to a
long-wavelength perturbation, is nonzero so that the sys-
tem is not simply paramagnetic. From the flows dis-
cussed in Sec. III one can see that nonperturbative effects
should come in at a length scale at which the perturbative
spin-spin correlation function is still of order 1. Thus
there is no reason to believe that the perturbative results
used by Dotsenko and Feigelman?’ are correct in the
long-wavelength regime of interest. This work does, how-
ever, raise an interesting possibility that we will consider
later: the possibility of a phase with a helicity modulus
but no ferromagnetic long-range order.

Another use of perturbative results has been made by
Aharony and Pytte’* who argue that random-anisotropy
magnets between two and four dimensions exhibit an in-
finite susceptibility phase (though no long-range order) at
low temperatures. They calculate the equation of state
perturbatively to first order in the disorder. However,
nonuniformities of the expansion in the small applied
field and magnetization limit cast serious doubts on their
results (this potential problem is alluded to by the authors)
and there appears to be no compelling argument against
mere crossover behavior from weak to strong randomness.

Villain and Fernandez> (VF) have recently performed
an approximate position-space renormalization-group cal-
culation on the X-Y model in a random field (or,
equivalently, random anisotropy) with vortices excluded,
i.e., exactly the model analyzed in Secs. II and III. They
find, for 2 <d <4, a stable zero-temperature fixed point
at a finite value of the randomness which corresponds to a
low-temperature phase which is quasiferromagnetic, i.e.,
with power-law decay of spin-spin correlation functions.

This result is certainly intriguing; however, in one limit
it appears to disagree with the results of this paper: As d
approaches four from below, VF’s fixed point*® ap-
proaches the ferromagnetic fixed point linearly in 4—d.
This is in contrast to the absence of a perturbative fixed
point of the renormalization group of Sec. III. It is not
clear at this stage whether a modification of VF’s results
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_could reconcile this discrepancy.

In two dimensions there are rather compelling argu-
ments?! that a quasiferromagnetic phase exists for the
cos(m@) anisotropy X-Y case with m >1'8. However,
this phase, which is the Kosterlitz-Thouless?* quasior-
dered spin-wave phase, exists for a range of temperatures
away from zero. This is due to the irrelevance in this
range of temperatures of the random cos(m ) anisotropy.
Cardy and Ostlund?! argue that, at least for m > V'8, both
above and below this quasiferromagnetic phase, the sys-
tem is simply paramagnetic. If this is correct, then one
might speculate that (as for X-Y magnets with uniform
sixfold anisotropy) the power-law phase disappears in any
dimension more than two, leaving only paramagnetism
for dimensions between two and four. This is, perhaps, in
contrast to the intuition that order tends to increase with
dimension; however, the level of experience with random
systems is rather low. For cos(m0) anisotropy, with m
much larger than V'8, the Cardy-Ostlund calculations are
no longer compelling and it is possible that when the an-
isotropy becomes relevant at low temperatures the flow is
not to simple paramagnetic behavior—this possibility will
be discussed further below.

A possibility which has been discussed quite extensively
in the literature is spin-glass behavior for n-component

magnets with random anisotropy. Pelcovits et al.'” have -

suggested that in the presence of strong second-rank an-
isotropy in more than four dimensions, the nonferromag-
netic phase at low temperatures is a spin glass with long-
range Edwards-Anderson order.’® 1In less than four di-
mensions this spin-glass phase, which has only short-
range ferromagnetic correlations, is argued to persist all
the way down to zero anisotropy. Schematic phase dia-
grams are shown in Fig. 5. Most of the arguments in

(a)
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(b)

SG
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T

FIG. 5. Candidate phase diagrams in (a) d >4 and (b) d <4
for magnets with random second-rank anisotropy with strength
A,. Ferromagnetic (FM), spin-glass (SG), and paramagnetic
phases are shown. In (b) ferromagnetism only exists on the
jagged line at A,=0.

favor of a spin-glass phase rely on results for the spherical
model limit of an infinite number of components of the

" order parameter.w‘37 Recent work by Sompolinsky and

this author®® demonstrates, however, that it is likely that
the spin-glass phase discussed in the literature is entirely
an artifact of the spherical model limit, and does not exist
at large but finite n.

In more than four dimensions various arguments®® sug-
gest that for all strengths of random second-rank aniso-
tropy the system will be a ferromagnet at low tempera-
ture, resulting in the simple phase diagram shown in Fig.
6(a). This result, which would have been in conflict with
the putative 4+€ zero-temperature fixed point found for
this case by Pelcovits,!* is clearly not ruled out by the ab-
sence of such a fixed point demonstrated in Appendix C.
The apparent occurrence of renormalization-group flows
into the nonperturbative regime suggests, however, that if
a ferromagnet exists for all strengths of the random two-
fold anisotropy in d > 4, it may still have nontrivial corre-
lations at long distances. This question clearly merits fur-
ther study, although the failure of perturbative methods
may make the problem rather difficult.

In less than four dimensions it is possible that this low-
temperature ferromagnetic phase becomes not a paramag-
net but some kind of spin-glass-like phase—perhaps with
algebraic decay of ferromagnetic order. We first consider
the X-Y case. Weak disorder is relevant in the spin-wave
system excluding vortices; however, if Villain and Fernan-
dez®® are correct, the flows may be to a nontrivial zero-
temperature fixed point. We note that this fixed point has
a nonzero Edwards-Anderson’® spin-glass order parame-
ter, gga =[(S)?],, in terms of the spin variables. If
there is a random field, gg, is always nonzero; however,
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FIG. 6. Candidate phase diagrams for (a) random-anisotropy
magnet in d >4 and (b) an X-Y magnet with random m-fold
anisotropy I',, in 2 < d <4. Paramagnetic (PM), ferromagnetic
(FM), and spin-glass—quasiferromagnetic (SG QFM) phases are
shown. In (b) ferromagnetism only exists on the jagged line at
T, =0.
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in the absence of a random field, a nonzero gg, at low
temperatures suggests a phase transition, and would defi-
nitely imply one in the actual X-Y model.

It is possible that for cos(m6) anisotropy with m suffi-
ciently large, vortices are irrelevant at low temperatures in
d <4, so that the spin-glass phase could persist in the ac-
tual X-Y model with vortices. This could even occur in
two dimensions for m >>1'8, although it is certainly
more likely that vortex hyperplanes are irrelevant for
d <4 than that point vortices are irrelevant in d =2.

If this kind of spin-glass phase in which there are no
free vortices on long length scales exists in, say, three di-
mensions, it is possible that it would have power-law fall-
off of ferromagnetic correlations as in the calculations of
Aharony and Pytte®* and Villain and Fernandez.?> These
correlations, which are not present in a conventional spin
glass, would be observable by neutron scattering. In addi-
tion, due to the absence of vortices, the helicity modulus
of such a phase would probably be nonzero. The oc-
currence of power-law decay of ferromagnetic correlations
and a nonzero helicity modulus is often called quasifer-
romagnetism. A possible phase diagram which exhibits a
spin-glass—quasiferromagnetic phase for a random-
anisotropy X-Y model in d <4 is shown in Fig. 6(b).

The question of whether or not ferromagnetism, espe-
cially as manifested in the helicity modulus, can be de-
stroyed without defects (the vortices in the X-Y case) has
been discussed for pure systems by Halperin.?® Defects
are likely to be necessary to destroy the order completely
only for small n; in particular, n <d.?® Thus while a
phase somewhat analogous to that suggested above for the
X-Y case could conceivably exist for the n =3 random
second-rank anisotropy Heisenberg model in three dimen-
sions, such phases are much more unlikely for large n.
Note that only for the X-Y case can large u be an advan-
tage as far as the possibility of suppressing defects: for
n >3 the non-Abelian character of the rotation group im-
plies that any even-rank anisotropy will generate second-
rank anisotropy under renormalization and any odd-rank
anisotropy will generate a random field. This effect
makes a spin-glass phase for n >3 even less likely.

At this stage, it appears that, with the exception of in-
termediate temperatures in the two-dimensional X-Y
model, the existence or lack thereof of quasiferromagne-
tism or spin-glass behavior in the presence of random an-
isotropies must be left as an open question. It may be
possible -to glean some additional information about the
various possibilities by use of a nonperturbative approxi-
mate functional renormalization group (like that original-
ly developed by Wilson*® for pure systems) which reduces
to the perturbative functional renormalization group in-
troduced here for weak-disorder and low temperatures.

Note added. Since an earlier version of this paper was
submitted, Imbrie*! has proved rigorously that for weak
disorder in more than two dimensions the random-field
Ising model has a spontaneous magnetization at zero tem-
perature. For the Ising case, dimensional reduction must
therefore break down in low dimensions. Modified forms
of dimensional reduction which satisfy the condition that
the lower critical dimension is 2 for the Ising case have
been recently proposed by two authors.*>** A recently

studied example of a problem which is more easily
describable in terms of a functional renormalization group
than in terms of a few parameters is critical wetting in
three dimensions.*#

Note added in proof. Very recent work by this author
on a related problem suggests that sense might be made of
nonanalytic fixed points of Eq. (5.16). This will be dis-
cussed in a future paper.
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APPENDIX A

In this appendix we prove that there is no nontrivial re-
normalization of the temperature in the X-Y case for 8-
function-correlated disorder. As in Sec. III it is simple to
work in angle variables. We must consider all graphs
with only one replica index and two external lines which
could renormalize the temperature. All such graphs fall
into one of two categories: either (i) both of the external
lines are attached to one pair of vertices connected by a
dotted line, or (ii) there is a pair of vertices connected by a
dotted line with exactly one external line attached to it.

Graphs in category (i) cannot depend on the external
momentum and hence cannot contribute to the tempera-
ture renormalization. Graphs in category (ii), on the other
hand, can have momentum dependence. However, they
can each be paired with another graph which differs only
by one of the external lines being moved to the other end
of the dotted line to which it is attached. By the invari-
ance of the replicated Hamiltonian under a uniform angu-
lar shift of all the replicas (corresponding to the rotational
invariance of the distribution of the disorder), each of
these pairs of graphs exactly cancel, establishing the
desired result.

APPENDIX B

In this appendix we show how the need for considering
generation of higher-rank anisotropies arises from a con-
ventional graphical expansion for the nonlinear o model
in a random magnetic field with a replicated effective
Hamiltonian given by :

— 1 1

7= [ 57 3 (V82 VS = %R(Sa Sg). (5.1
For the random-field case the bare R is given by
Ro(X)=XA,. We write S, =(1,,0,) and o,=(1—73)!"%,
and then expand in the 7,’s. The effective Hamiltonian
then becomes

= fZ—IT2[V7Ta'V7Ta+(ﬁa'Vﬂa)2+7Tﬁ(7ra'V7ra)2]
a

A
aev=1 ‘% (g T+ +Temp+ %wﬁv“ﬁuom% , (B1)
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(a) (b)

(C) e, d)

(e)

FIG. 7. Vertices for the nonlinear o model in a random mag-
netic field but without higher-rank anisotropies. The slashes
denote gradients. (a) and (b) carry factors 1/7, while (c)—(e)
carry factors A, /T2

where we have dropped terms which vanish when the
number of replicas p goes to zero. As noted in the text, to
the desired order the Jacobian can be ignored. The small
T and A, expansion is most conveniently generated by
considering all the terms but the first to be interactions.

We denote the propagator TSG,,;/q2 by a solid line
which conserves replica index, gradients by slashes, and
non-replica-conserving vertices by dotted lines which
carry factors A,/T2 The vertices in Eq. (B1) are shown
in Fig. 7. Graphs which contain closed loops will vanish
under p—0, and those with more than two parts connect-
ed only by dotted lines will generate irrelevant three or
more replica terms corresponding to correlations in the
randomness. '

If the form of the Hamiltonian with just a random field
were to be preserved under renormalization, it is clear that
no two-, four-, or six-point vertices other than those in
Fig. 7 could be generated and, furthermore, that the coef-
ficients of the renormalized vertices would have to be sim-
ply related.

It is straightforward to see that two-replica vertices
which are not in Fig. 7 are generated with magnitudes of
order A%/Tz, i.e.,, the same magnitude as the desired
O (A?}) renormalization of A;. In Figs. 8(b) and 8(c) the
two diagrams which generate, at this -order, the vertex
shown in Fig. 8(a) are shown; it can be verified straight-
forwardly that the combinatoric factors do not cancel.
This vertex corresponds to a term of the form 77'0,'77',317'(2,
which does not occur in the expansion of the effective
Hamiltonian with only a random field. It will occur,
however, in the expansion of any higher-rank anisotropy;
for example, the expansion of (S, 'S,g)2 contains such a
term. In addition, it can be seen by examining the renor-
malization of the four-point vertices, Figs. 7(a) and 7(d),
the two-point vertex Fig. 7(c), and the propagator, that
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(O) l ......

(b)

(C)

FIG. 8. (a) Vertex which does not occur with just a random
field, but is generated under renormalization by the graphs
shown in (b) and (c).

the renormalized coefficients are inconsistent with having
been obtained from the expansion of a renormalized
SraSrp and (VSga)>.

Both of these problems should lead one to conclude that
other operators of the same dimension are being generat-
ed. These are just the higher-rank anisotropies. However,
it is not clear, without looking at the renormalization of
graphs with arbitrary numbers of external legs, which
combination of higher-rank anisotropies is being generat-
ed since all of these can give rise to similar terms. The
functional renormalization group discussed in the text is
equivalent to examining al/ the one-loop graphs of the
desired order with one or two replica indices.

APPENDIX C

In this appendix we prove that the truncated functional
recursion relation for the general n case (5.16) has no
singly unstable fixed point in d =4+ ¢ with the function
R (X) having a Taylor-series expansion about X =1. It is
convenient to rescale R to eliminate € and C, and change
variables to y =X —1. We thus define

C4R(1+y)
P=——TY ey
€
and rescale / by 4
t=¢€l . (C2)

The recursion relation (5.15) then becomes, after rearrang-
ing terms for later convenience,
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=—P(y)+2(n —2)P(y)P'(0)—5(n — 1)[P'(0)]*+ 5 (n — 1)[P'(y) — P'(0)]*—(n — 1)yP'(y)P’(0)

+ [P’ A2y +y3) +P (W) P'(y)—P'(0)]2y — P'(O)P"(p)y %+ L[ P"(y) [H4p* +4y3 +y*)

+P'(p)P"(y)(3y>+y?) .

We now expand about y =0 (X =1):
P(y)=3 Py*. ‘ (C4)
k

From the grouping of terms in Eq. (C3), it can be seen
that, with the exception of the unimportant constant Py,
the recursion relation for each Pj involves only P; for
I <k. The flow and fixed-point equations can thus be
solved by iteration.

We have
O b tn—2p?
= — n — N
EY: 1 1
) (C5)
8P2 2 1 2
3 =—P,+6PP,+(2n +14)P5+ P71,
and
3P, k—1
—érz—Pk +AkP1Pk+ 2 BijkPjPi for k23 , (C6)
ij=1
where
Ap=2k>—k(n —1)+2n —4 (C7)
and all
By >0. (C8)

We note that the initial condition is that all the deriva-
tives of R at X=0 are positive; this implies that the
derivatives of P(y) at y =0 are also positive. This posi-
tivity of the Py is preserved by the flow because of condi-
tion (C8).

(C3)

T
We now assume that there is a nontrivial fixed point P*
which must have

1
n—2

(P, is just proportional to A). The equation for P, has no
fixed point unless n > 18 and then has two fixed points,
both positive. We have
(n —8)xv'n —2)(n —18)
PF* = 0.
2 (4n +28)(n —2)

The other P; are simply obtained iteratively. Because of
the form of the recursion relations, the eigenvalues of the
linearized operator about the putative fixed point are also
determined recursively. The fixed points with P3* given
by Eq. (C10) have

*__
1=

(C9)

(C10)

Ai=+1,
18 2
M=+ 2222 (C11)
n—2
and
)"k: —1 fork23
n—2

For large k, A, is greater than n —2 and hence both
the fixed points will have A, > O for large k and therefore
be more than singly unstable. Note also that for high k,
P} will be negative and, hence, in the inaccessible unphys-
ical regime. As long as they are initially positive, these
P, will strictly increase.
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