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The influence of electronic correlations on structural and electronic properties of polyacetylene is
studied by adding a Hubbard term (on-site Coulomb coupling U) to the Su-Schrieffer-Heeger Hamil-
tonian. We use the Gutzwiller wave function as an ansatz for the electronic ground state. For weak
electron-phonon coupling (A << 1) and U /(4ty) << 1 (where 4t, is the 7 bandwidth) we obtain analyt-
ical results for the ground-state energy, the amplitude of bond alternation, the effective force con-
stant for the bond-stretching mode, and a mean-field gap parameter A. For intermediate couplings
the energy is minimalized numerically. Our results are applicable for U/(4,) <1 where they agree
surprisingly well with the Monte Carlo calculations of Hirsch. We find strong indications that
everywhere in this region the ground state is dimerized if A>0. For larger U we expect a smooth
crossover to the spin-Peierls phase. For A <0.37 the Hubbard term initially enhances bond alterna-
tion and the dimerization amplitude exhibits a maximum at a finite value of U. For larger values of
A the maximum occurs at U=0 and electronic correlations decrease bond alternation. Using
single-particle parameters as deduced from properties of small organic molecules we compare our
results with empirical data on polyacetylene. Our analysis consistently reproduces the measured
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properties if U is chosen between 7 and 9 eV.

L. INTRODUCTION

Despite the remarkable success of single-particle
models"? in describing electrical, magnetic, and optical
properties of conducting polymers,* there is now accumu-
lating experimental evidence that electron-electron in-
teractions cannot be neglected. For example, Coulomb
correlations appear to be relevant for interpreting triple-
magnetic-resonance experiments* if the observed spin den-
sities are related to neutral solitons. Similar conclusions
have been drawn on the basis of optical measurements in
the infrared, in particular from photoluminescence,’
photo-induced optical absorption,® and photothermal de-
flection spectroscopy.” Nevertheless the importance of
Coulomb correlations has not yet been fully established in
the case of conducting polymers. This is in contrast to
the case of short polyenes, where the relevance of correla-
tion effects seems to be generally accepted.® _

Ovchinnikov and co-workers argued theoretically many
years ago that the Coulomb correlation (and not the bond
alternation) was at the origin of the optical gap in long po-
lyenes.” They proposed that the appropriate model for
these systems was the Hubbard Hamiltonian (with on-site
Coulomb coupling U) and not the Hiickel description,
where the gap is produced by the electron-phonon interac-
tion (characterized by the parameter A). However, using
variational calculations, Ukrainskii®® and Horsch!!
showed that the Peierls instability, which gives rise to
bond alternation, and electron correlation, which produces
localization and antiferromagnetic ordering, are not com-
peting effects. Instead correlation was found to enhance
bond alternation. This at first sight surprising result
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disagrees with mean-field theory,'?~!* according to which

the amplitude of bond alternation is independent of U for
U /4ty <mA/(142L), 41, being the m7-electron bandwidth.
For larger values of U the mean-field ground state has a
different symmetry: bond alternation vanishes and a
spin-density wave appears. The enhancement of dimeriza-
tion due to correlation effects as predicted by variational
calculations!®!! has been confirmed by various methods.
Kivelson and Heim used a perturbation expansion relative
to the mean-field state which is limited to small values of
U." Hirsch performed Monte Carlo calculations both for
small and intermediate values of U.!® He found that,
after an initial increase of bond alternation as a function
of U, there is a maximum for U/4t,~1. Similar results
were obtained by Mazumdar and Dixit using exact finite-
ring calculations together with an analysis of valence-
bond diagrams.!’ '

In this paper we examine the ground-state properties of
a one-dimensional 7-electron system as a function of A
and U. We choose the Gutzwiller ansatz as variational
ground state, which has been already used by Horsch.!!
However, in our approach three parameters are varied:
the correlation parameter 7, the dimerization amplitude
Ay, and the gap parameter A. The latter is responsible for
the exponential decay of the correlation functions.
Horsch assumed the relation A=A, (which holds for
U =0) to remain valid for U > O (which is an unnecessary
restriction). We find that, except for very small values of
A, our variational state with alternating bond order Ays<0
has lower energy than the exact result obtained by Lieb
and Wu'® for Ay=0. For A <0.37 the bond alternation
increases first as a function of U and passes through a
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maximum at a U value which depends on A. For A=0.1
the maximum occurs at U/4t5~1. With increasing A it
moves to lower values of U. For the particular case
A=0.29 where Monte Carlo data are available!® our re-
sults are in good agreement with the numerical simula-
tions in the region U/4t; <1. For larger values of U our
expansion in powers of 1 breaks down. On the other
hand, in the limit U /4¢3 >>1 it is known that the ground
state exhibits a spin-Peierls distortion which has exactly
the same symmetry as the bond alternation induced by the
Peierls instability in the region U/4t5 <1. This indicates
strongly that for A-40 the ground state is always a bond-
ordered state and that no phase transition to a spin-
density-wave state takes place, in contrast to the predic-
tions of mean-field theory.

The paper is organized as follows. The variational pro-
cedure is outlined in Sec. II. In Sec. III analytical results
are derived which are valid for U /4ty <<1. Numerical
results are presented in Sec. IV and shown to compare
favorably with Monte Carlo data in the region U/4t,<1.
The effective force constant related to the bond-stretching
mode is derived in Sec. V. It is found that electron corre-
lation produces a stiffening of the lattice. In Sec. VI it is
shown that an “unbiased” choice of single-particle param-
eters leads to a consistent modeling of polyacetylene if U
is taken to be of the order of 7—9 eV. Part of this materi-
al has been summarized elsewhere.!’

II. VARIATIONAL APPROACH

We consider the following m-electron Hamiltonian:

H=-3 zi(ciLCi+la+ciT+lacia)+UzniTnil » (1

ia i

where c,L creates a 7 electron at site i with spin projection
a and n;,=c;4Cio- The resonance integrals are assumed to
be alternating

ti=to—5(—1)Aq, ()

Ay being proportional to. the dimerization amplitude of
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the lattice, as explained in Table I for both the Hiickel
description' and the Su-Schrieffer-Heeger (SSH) conven-
tion.? The second term in Eq. (1) is the on-site Coulomb
interaction. In principle the long-range part

% 2 Vijnin;
i#j
should also be taken into account, but for simplicity we
assume that these terms are included within an “effective
U.” We construct the ground state using the variational
ansatz

) =e®|0), (3)
where

S=—%n2nnnu (4)
i

and | 0) is the ground state of an effective single-particle
(mean-field-type) Hamiltonian

Ho=—3 [to—+(—1'A]
ia
X (ciTaci+ Ia+CiT+ lacia) . (5)

With this ansatz we have introduced two electronic pa-
rameters: the correlation parameter 77 and the “gap pa-
rameter” A. The latter would be the true gap parameter
for U =0; for U >0 the connection of A to the quasipar-
ticle excitation spectrum remains to be clarified. In order
to determine the two electronic parameters 77,A together
with the lattice parameter A, we have to minimalize the
total energy (per site)

€(n,80,A)=A3/(4mAt))+N " |H |9 /A |¢) ,  (6)

where the first term is the elastic energy associated with
o-bond compression (cf. Table I) and N is the number of
sites. A similar procedure has been used by Horsch,!! but
he assumed the relation A=A, to hold and thus disposed

TABLE 1. Characteristic quantities of a dimerized (CH), chain for the Hiickel and SSH models.
The lattice coordinates of the Htickel model are the bond lengths »;. The SSH parametrization in terms
of displacements u; in chain direction corresponds to the geometry of trans polyacetylene.

Huckel SSH Connection
Dimerization amplitude y=(—1)(r;—r) u=(—1)u u=-—y /V3
. 1 |d’E, 3 d’E
Elastic ener, = 2 2Kqu? Ko=—> 7
gy 2| dr? 7 o °" 4 ar?
di 34
A 2[4 —4 == &
0 dr Y au @ 4 dr
2
2 EL]
N dr 202
d2Ea 77'[()K0
Tty
dr?




31 ~ ELECTRON CORRELATIONS IN POLYACETYLENE

only of two parameters. By varying Ay and A indepen-
dently, one can lower the energy further. Moreover, it ap-
pears that this allows one to produce consistent results
even for the region U/4ty~1 where both the method of
Horsch!! and the perturbation expansion of Kivelson and
Heim!> are no longer valid. Using the linked-cluster
theorem?® and expanding e5 to second order in 7, we
rewrite the electronic energy as

(1 H [9) /0| 9y =(p | H | )
= (0| H |0)—1n(0| {W,H] |0),

+57 0| (W, (W,H]}|0), ,
%)

(WIH |)e=—4t0 Z[1—(= 18] |Pii 1 +37°

where we have introduced the parameter §o=Aq/(2¢y).
Equation (11) is derived in Appendix B. The fact that
only equal-time functions P; and not time-dependent
propagators are involved originates from our static treat-
ment of the lattice. It amounts to assume that quantum
fluctuations due to phonons are negligible. This is expect-
ed to be true if the phonon energies are small with respect
to the “gap” 2A. :

III. THE SMALL-U LIMIT
A. The Hubbard model (A;=0)

In order to compare our approximate ground state with
the exact result for the Hubbard model,'® we first evaluate
the expression (11) for Ag=A=0. In this limit the func-
tions P, , 4 2m +1 have the simple form (see Appendix A)

Puniomir=(—1""1/2m +1) . (12)
The summations can be carried out explicitly and we find

€(1,0,0)= —4to /T4 +U +€core » (13)
where the correlation energy is given by

€corr=— T Un+7" 5 +7 Dton* . (14)
Minimalizing with respect to 7 yields

€corr/to=—K(U /415, (15)

where k=1m>/[9(m*+4)]=0.2484. The exact result has
the same functional form with k=0.2719.2! Therefore

J

3 3
iiPji +1—2 X, Pom PinPmi 11
nm

ZP
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where {A4,B}=AB +BA and W= n;n;. The sub-
script ¢ means that only the connected diagrams have to
be taken into account. Following Horsch we introduce
the correlation functions

PU=<O|C,LC}(1|O> . (8)
Explicit expressions for these functions are derived in Ap-

pendix A, in particular

Pn,n +2m = %Sm,o ’ 9)
Pppi1=[E—8K+(—1)"S(E —K)]/[m(1-8%)], (10)

where §=A/(2¢y) and E,K are the complete elliptic in-
tegrals with argument k =(1—8%)!2. The functions
P, n+2m +1 decrease as exp(—2|m |§) for large m and
6540. Using Wick’s theorem the electronic energy, Eq.
(7), is expressed in terms of P;; as

+U{%N—n2P{} , (1y
ij

f
our variational ground state can account for more than
90% of the correlation energy in the limit U—0. For
comparison we mention the variational calculation of
Ukrainskii'® who finds again Eq. (15) but with x=0.1744,
a considerably smaller value than the exact result.

B. Bond alternation for weak couplings
(A1, U<<4ty)

In the presence of bond alternation (Ay%0) we are not
able to carry out the summations in Eq. (11) analytically.
Therefore we truncate the series by assuming that P;; =0
for | i —j | >3. In the case of the simple Hubbard model
this procedure yields a correlation energy as in Eq. (15)
with

k=m(14+32/7*)?%/[16(1+48 /7*)]=0.2321 .

This corresponds to a reduction in correlation energy of
only 7% relative to the value obtained by performing the
complete summations. This error is expected to diminish
with increasing gap parameter A since these functions de-
crease exponentially with the coherence length
2tg/A=8""'. For §<<1 the correlation function P,, .,
given in Eq. (10) can be approximated as

Pppii~m [1=38HA—3)+(—1)"8(1—A)], (16)

where A=1In(4/8). With this form the truncated summa-
tions yield the following expression for the energy (includ-
ing terms up to order 2).

€(1,80,8)/tg = 85/(mA) — (4/m){1— 38 A— )+ 88(A—1)— 3n’[ap+a 184 A — 1)’ —a,6(A— 3)+a3808(A— 1)1}
+(U/4t5){1—m[bo+b,82(A—1)>—b,8%(A— )]} (17)
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with coefficients aq=++6/7* a,=28/7, a,=+
+15/7%, ay=+—2/7", bo=++8/7% b,=48/7* b,
=16/7* An alternative approach which may yield a

better approximation for very small 8, in particular for
8~ !>5>3, is to sum over the long-range correlations using
the form of Eq. (12) for | i —j | > 3. This ylelds the same
expression, Eq. (17), for the energy with ag=+ +1/277%,
bo=1+, the other coefficients remaining the same as pre-
viously.

The minimalization of the energy with respect to the
three parameters 7,80,8 is carried out in Appendix C. We
find

n=coU/dto=0U, (18)
8=4dexp(—1—1/21), (19)
So=8(1—c; U/, (20

where the renormalized coupling A is given by
A=[AM1—c; 0% +¢,0%1/(1—2c50?) 1)

with coefficients ¢o=1.398, ¢;=0.052, ¢,=0.133,
¢3=0.016. These results are valid if n<<1, §y<<1,
8 << 1 which requires that U/4ty<<1 and A <<1. The
gap parameter 8 satisfies the same BCS-type equation as
for U=0 except that A is replaced by an effective cou-
plmg A which increases with U. It is also worthwhile not-
icing that 8> 8, for U >0. Nevertheless, also the bond-
alternation amplitude 8, increases with U and this effect

DIONYS BAERISWYL AND KAZUMI MAKI 31

becomes more pronounced for smaller A. The energy is
found to be

€min/to= —4/m+ U/4to——27r_1a0(72
—7 1 (1=2¢; U 2)8? (22)

where the third term corresponds to the correlation energy
for 8=0 and the last term is the condensation energy due
to bond alternation. As a consequence of the U depen-
dence of A the condensation energy is strongly enhanced
by correlation effects. In the region where Eq. (22) is
valid there is always a gain in energy due to bond alterna-
tion. Furthermore it turns out that our variational energy
for Ag£0 is lower than the exact result of Lieb and Wul®
for Ag=0 (at least if A is not too small; otherwise the
failure of the Gutzwiller ansatz to reproduce the exact
correlation energy for A=0 becomes relevant). This indi-
cates strongly that the Lieb-Wu ground state is unstable
against bond alternation in the presence of electron-
phonon coupling, at least for U/4t, <1. This presents a
completely different picture from what is predicted by
mean-field theory, according to which a phase transition
to a spin-density-wave state occurs.!>~!* For U /4t <1,

there is bond alternation, but no spin-density wave. From
the numerical analysis (below) as well as the large U re-
sults we will conclude that in the whole region of parame-
ter space (A >0, U >0) the system exhibits bond alterna-
tion and there is no phase transition to a spin-density-
wave state.

IV. NUMERICAL ANALYSIS

So far we have assumed that all three parameters 77, §;, and 8 are much smaller than unity. However our approxima-

tion (i.e., the expansion in powers of 1) requires only 7 to be small.

Therefore it is worthwhile to examine Eq. (11)

without requiring 6 and 8, to be much smaller than 1. We truncate again the summations in Eq. (11) by retaining only
correlation functions P;; with | i —j | <3. The total energy becomes

€(1,80,8) /to = 83/(mA) —4{P; +8,8P, —n*[P;(

-+ 43P} +148°P1P3 —5°P%)

+800P, (1= — P+ 148°P1P3 +38%P3)]}

+(U/4t) {1 —[+ +8(Pt +68°PIP} + 8*P3)]} , / (23)

where
=[m(1—-8%)]"YE —8°K), P,=[n(1—8")]" K —E)
(24)

and E,K are the complete elliptic integrals with
k =(1—8%)!/2, The minimalization with respect to 7 is
easily done analytically, but subsequently the parameters
§p and & have to be optimized numerically. The resulting
parameters 8y, 8, and 1 are shown in Figs. 1-3 for vari-
ous values of A. Both the bond-alternation parameter 8,
(Fig. 1) and the gap parameter 8 (Fig. 2) increase with. U
for small U. However, while § increases monotonically to
the maximum value 1 (the completely localized limit) &,
reaches a maximum at U/4z5~1 and subsequently de-
creases rapidly. One notices that §, remains small (with

[

respect to unity) for all three values of A. Within our ap-
proximation scheme 8, would cross zero for U /Aty ~V'2,
but this is an artifact of our expansion in powers of 7.
Indeed, as shown in Fig. 3, n is larger than 1 in this re-
gion. We believe that after passing the maximum the or-
der parameter decays like U~3/2 due to the spin-Peierls
mechanism.??~?* In Fig. 1 the Monte Carlo data are also
included. It is seen that our results are in surprisingly
good agreement with the numerical simulation even in the
region of the maximum. The small discrepancy at U =0
originates from quantum fluctuations>>?® which have
been neglected in our approach. Quantum effects are ex-
pected to become less important with increasing U due to
the increase of the gap parameter A.

In Fig. 4 our result for the ground-state energy is com-
pared with the Lieb-Wu solution,'®?” which represents the
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u/(at,) 2

0 |

FIG. 1. Amplitude of bond alternation 8y=~A,/(2ty) as a
function of U for three different values of A. Dashed lines indi-
cate the corresponding mean-field (unrestricted Hartree-Fock)
solutions. The circles represent the Monte Carlo result of
Hirsch (Ref. 16) (who used A =0.29).

exact ground state of the Hamiltonian (1) for Ay=0. Our
variational result (with Ay=£0) is seen to have lower ener-
gy than the exact Ay=0 solution if A is not too small. For
very small values of A the condensation energy due to
bond alternation is too small to compensate for our ap-
proximate treatment of the correlation energy (cf. Sec.
III A). Therefore we conclude that the system does exhib-
it bond alternation in the whole region where the present
approximation is applicable, namely, for U/4t,<1. For
U— « the ground state will be of the spin-Peierls type,
i.e., of the same symmetry as the dimerization due to
bond alternation. This strongly. indicates that there is no
phase transition for finite U and that the system always
remains dimerized.

It is worthwhile to emphasize that the analytical results
derived in the preceding section are in close agreement
with the numerical results represented in Figs. 1—4 up to
U/(4ty) ~1. In particular the analytical treatment yields
also a maximum for the bond alternation. According to

0 1 s 1 e T L

u/at,) |

FIG. 2. Gap parameter §=A/2t, as a function of U for
three different values of A.
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A=0.1
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(0] 0.5 U/(41,) |

FIG. 3. Correlation parameter 7 as a function of U.

Eq. (20) the maximum originates from two competing ef-
fects: on the one hand from the increase in 6 which is
dominating for small U, on the other hand from the de-
crease in A/A which becomes dominant when & ap-
proaches saturation. With increasing A the former effect
weakens and the maximum shifts towards lower values of
U. For A>0.37 the maximum occurs at U =0 which
means that U decreases bond alternation for large enough
electron-phonon coupling.

V. SCREENED FORCE CONSTANT

The second derivative of the total energy with respect
to the dimerization parameter yields the effective force
constant associated with the bond stretching mode which
includes the screening effect due to 7 electrons. The ratio
between screened and unscreened force constants is given
by (cf. Table I)

Q3 /wi=+mAdNe/ty)/d 8} . (25)

0.02

Ae/ty

-0.02 |- -1
A=0.29

L 1 41 1 1 1 1 "

o) 0.5 U/(41,) 1

FIG. 4. Energy difference Ae=e(7,80,8)—e(LW) between
the variational result €(1,80,8) for finite bond alternation and,
the exact result e(LW) for vanishing bond alternation.
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For noninteracting electrons (U =0, =0, §=2§;), one ob-
tains from Eq. (17) the usual result

Q% /0d=2A, (26)

which has been used sometimes to determine the un-
screened phonon frequency wq (by taking Q, from the ob-

served Raman lines and adjusting A to reproduce the ob-’

served electronic gap®®). For U>0 we have to find out
how the two electronic parameters 7 and 8 change when
8y is modified. According to the adiabatic approximation
this is accomplished by minimalizing €(%,80,8). with
respect to i and & for fixed §,. This procedure is carried
out in Appendix D for the limit A <<1, U /4ty << 1 with
the following result:

oy 1—2¢,02
Qo/a)0=27\. — A . (27)
1—(2c,—2¢c3+c, /AU?

It implies that the screening effect is reduced by electron
correlation. This picture is fully confirmed by numerical
calculations based on Eq. (23). The resulting curves for
three dlfferent values of A are shown in F1g 5. It is seen
that Qo/wo comes close to 1 when U /(4t,) is of the order
of 1. Above this point the screening factor passes through
a maximum and starts to decrease when U is further
enhanced. This looks like an artifact of our approxima-
tion which is no more valid for U/4t,> 1. Nevertheless,
in the spin-Peierls limit (U— ) we find Q3/wi=%+
when using the expressions for the ground-state energy as
given by Nakano and Fukuyama®* or, more recently, by
Dassen and de Moura?® who include logarithmic correc-
tions.

VI. DISCUSSION AND CONCLUSIONS

The present analysis shows that the Hubbard term
strongly affects the ground-state properties of conjugated
polymers. For U/(4t5)<1 (and A<0.37) U enhances
bond alternation and reduces the screening of elastic
forces. In order to estimate these effects for polyacetylene
we use the parameters of Kakitani*®*! shown in Table IL

2, 2
Q57w

0.5

U/(4ty) I

FIG. 5. Screening factor for the force constant of the bond-
stretching mode.
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TABLE II. Parameters for polyacetylene as derived from
properties of small molecules.

Hiickel model SSH model
t0=2.9 eV 1r=2.9 eV
4t _45 VAT a=3.9 eVA™
dr
d’E, o 2 o _2
) =46 eVA Ky=35 eVA

They give a parameter A~0.1. It has to be noticed that
these parameters are determined from properties of organ-
ic molecules, for instance the frequency of the fully sym-
metric vibrational mode in benzene which does not in-
volve the 7 electrons. The measured bond alternation y in

polyacetylene is of the order of 0.04 to 0.05 A (Refs.

'32 34) which corresponds to 80—(dt/dr)y/t0~0 06 to

0.08. The effective force constant d2e/dy? is related to
the frequency Of the bond-stretching mode €, as
d%/dy*=+MQ} (in the case of the trans isomer), where
M is the mass of a CH unit. If we associate this mode

with the 1470-cm~! Raman line we find d 2¢s/dy =34.5
eV A~'. This gives a screenmg factor Q}/w}~0.75. A
slightly different factor is obtained from the lattice-
dynamical calculations of Mele and Rice if we compare
the observed frequency with their value for the bare fre-
quency wo=1900 cm~!. In this case we find Qo/co0~0 6.
These empirical values for 8, and Qo/a)o are compared
with our predictions in Fig. 6. The width of the hatched

T T T T T T T

O.l - =

2, 2
Qg /wg

| -

o) L " L L 1 " " n
o] 0.5 u/(44,) |

FIG. 6. Comparison of the variational results for the bond-
alternation amplitude SO—AO/(ZIO) the gap parameter
8=A/(2ty) and the screening factor Q3/w? with the correspond-
ing experimental data. Thereby the parameters of Kakitani
(Ref. 30) were used (2,=2.9 eV, A=0.1). The width of the
hatched areas reflects experimental uncertainties.



area reflects the variations in available data. Additional
uncertainty which has not been taken into account comes
from the choice of basic parameters.

The empirical data for 8, and Q3/w}j are reproduced by
our theory using essentially the same values of U, namely,
U /(4t3) ~0.6 to 0.8. This consistency is indeed very en-
couraging. With #5=2.9 eV we have to conclude that the
effective U in polyacetylene is of the order of 7 to 9 eV.
A similar conclusion has been previously reached by
Horsch,*® but his variational result is no more reliable
" quantitatively for these U values. On the other hand our
rather large U values disagree with estimates given by
Kivelson and Heim on the basis of their perturbation ex-
pansion.’> Our result is not too far from the “bare U” of
11.13 eV. This effective U is reduced from its bare value
due to the nonlocal part of the Coulomb interaction.
However, it is not accurately known how to model this

nonlocal part nor is it well established how to incorporate °

this part within an effective Hubbard term. Therefore it
seems to be rather difficult to get a reliable estimate for U
“from first principles.”

Empirical values for the optical gap 2A vary between
1.4 and 1.9 eV. With #,=2.9 eV this gives a parameter 6
between 0.12 and 0.16 which corresponds to
U /(4ty) ~0.6 to 0.7 in our theory (cf. Fig. 6). The con-
nection between the optical gap and our mean-field pa-
rameter 8 is of course somewhat problematic since, on the
one hand, the optical threshold may be dominated by exci-
tonic effects, on the other hand the link between & and the
quasiparticle excitation spectrum has to be clarified. A
study of excited states within the present approach, in
particular singlet and triplet excitons, would be highly
desirable.

Note added in proof. Recently we have included the
nearest-neighbor term V ¥, m;n; . in our analysis. We
find that Eq. (18) is modified to n=coU.y/4t, where
Uep=U —1.216 V. However the effects on & and §, can-
not be simply represented in terms of Ueg.
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APPENDIX A: EVALUATION OF THE CORRELATION
FUNCTIONS P,,,

The mean-field Hamiltonian, Eq. (5), is diagonalized by
the canonical transformation ‘

ena=N"123 exp{i[kn +(—1)"9; ]}
k

X[bka+(’1)naka] > (A1)
where —7/2 <k < /2 and the phase ¥ is determined as

(Ol {Wcltlcl+1d IO> Z%
J
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jl+1Q_]l+ 'jQi+1j):

6639
tan(29; )= — (A /2ty) tank . (A2)
Equation (5) becomes
H0=2Ek(alzaaka_blrabka) s (A3)
ka
where the spectrum Ej is given by
E; =[(2ty) cos?k + A%sin’k]!/? . (A4)

In the ground state |0) the valence band is full,
(OlbkabkaIO)—l and the conduction band is empty,
(0| a},axq|0)=0. The correlation functions defined by
Eq. (8) are then easily obtained as

1 w/2 dk 2ikm 1
Py yom= 27 J—nr2 e = 78m,0 s (A5)
1 72 ik (2m +1)
Pn,n+2m+1= 2 _”/zdke' m+

X [2tgcosk +i(—1)"Asink]/Ey ,

(A6)
from which Egs. (9), (10), and (12) follow.

APPENDIX B: EXPANSION OF THE ENERGY
TO SECOND ORDER IN 7

The correlation functions generated by the expansion in
powers of 7, Eq. (7), can be decomposed according to
Wick’s theorem in terms involving the functions P;; [Eq.
8)] and

Q,-j:-(()]c,-ac;a |O>=8’]-P’J . (B1)
These functions are symmetric, P;=Pj;, Q;=Qj, and
satisfy the sum rules

2 PyPy="Py B2)

i

2 Qii Qi =0Q > (B3)

2 i Qjk = (B4)
Consider first the kinetic energy
(T)=-3 40| eS(Ci'tzci+la+ciT+1acia)ekS [0). . (BS)

ia
Expanding as in Eq. (7) we find
(0] eScihe; 414510,
i 41— 3140 | {Wochei 110} 10D,
+ 500 | (W, (W,chei1a}} [0)e . (BE)

The decomposition in terms of P;; and Q;; gives

(B7)
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O (W, {Wiehcir1a}} 10Ye =3 { 4Pum Qo Pun(Prmi 4 1Qmi +Crmi +1Pmi)

nm

+Pnanm[(QniPmi+l+Pm'Qmi+1)(Qnm —an)
+2(QmiQni+1an _PmiPm'+1Qnm )]
+ P [ (i Prmi 41+ Pri Qomi +1)Prim — Q)

+2(QmiQni+1Qnm —PmiPni+1an )]} . (BS)

Equations (B7) and (B8) are represented by diagrams in Figs. 7(a) and 7(b), respectively. The sum rule (B4) implies that
only the third diagram of Fig. 7(b) gives a finite contribution. Using Egs. (A5) and (B1)—(B4) we find

(J {W’{W’citzci+la}} [0)e=5P;11+2P;} 11 —83 PonPpiPriy1 - (B9)
nm

Collecting Egs. (B5)—(B9) we obtain the kinetic energy as given in Eq. (11). The expansion of the potential energy in
powers of 7 gives

(VY=U[{O| W |0)—n{O0| W?|0).++7n*(0| W?|0).], (B10)
where W=, n;;n;,. The individual terms are obtained as
(0| W |0)=3 Pi=+N, ~ (B11)
i
(0| W?|0), =3 (2P;P;PyQ;+P;Q})=3 Pj , .v (B12)
ij i

(0] W?|0) =3 { 2P;iP;; Py (P;; Qs Qki — QijPjic Pri) + 6P Py Pij Qi Pig Qi
ijk
+ P[0 Qix (Qix — 2P ) — PyjPis (P —2Qui) 1 +(Qyi Py Pri — Py Qe Qi )} - (B13)

Equations (B12) and (B13) are represented diagrammati- ~ 4 —14a5 ' [a;8%A—1?—a8H A —2)+a38:8(A—1)],
cally in Figs. 8(a) and 8(b), respectively. The first dia-

gram of Fig. 8(a) and the first three diagrams of Fig. 8(b) (C2)
are easily seen to yield vanishing contributions by virtue
of the sum rule (B4). But also the last term in Eq. (B13) is B=1+b5'[b;8%A—12—b,8%A—2)]. (C3)

found to be 0. Therefore the potential energy has the

form given in Eq. (11). . . S .
g a The term (C1) is easily minimalized with respect to 7, giv-

ing
APPENDIX C: MINIMALIZATION OF THE ENERGY —

FOR A <<1, U/4ty << 1 n=UB/4, (e

where

The n-dependent terms in Eq. (17) can be written as ~
2 U=(7Tb0/4ao)(U/4t()) . (C5)

;aoAﬂzmboB(U/"'to)’Y] ’ (Cn
where (a)

oo O

A RTTA od oo o) &3

FIG. 7. Diagrammatic representation of the (a) first- and (b) FIG. 8. Diagrammatic representation of the (a) first- and
second-order contributions to the Kinetic energy. second-order contributions to the potential energy.
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For 8 << 1 we obtain Eq. (18). Inserting Eq. (C4) into Eq.
(17) we obtain the following expression for the energy:

€/to=85/(mh)—(4/m)[1 =+ A—2)+8:8(A—1)] .
+(U /4ty)—(2/m)aoU*B*/4 . (C6)

Expanding the last term to second order in § and 8§, we
find

€/to= €o/to+85/(TA)
—(4/m[(1—c, U 2)88(A—1)+c, U284 A—1)

—($—c;08%A—-2)], (7

where
€0/to=—(4/m)+ U /4tg—(2/m)aoU 2, (C8)
and ¢, =7as, c2=a0b0_1b1~%a1, c3=—aohg by

+~a,. The minimalization of Eq. (C7) with respect to 8,
gives

So=2A1—c, UH8(A—1) . (C9)

Inserting this result into Eq. (C7) we obtain '
(e—€0)/to=—(4/m){ [M1—c 0 %) +c, U284 A—1)
— (=028 A-2)} .  (C10)

Minimalizing this expression with respect to 8 we finally
get

A=In4/8)=1+1/(2X), (C11)

where A is given by Eq. (21). Inserting Eq. (Cl11) into
Egs. (C9) and (C10), we obtain Eqgs. (20) and (22).

6641

APPENDIX D: SCREENED FORCE CONSTANT
FOR A «<1, U/4ty <1

We have to minimalize the energy e(7,8,,6) with
respect to 17 and 8 for given §,. For §y<<1, § << 1, the
variation with respect to 7 leads to Eq. (C7) of Appendix
C. Differentiating with respect to 8 we find

(1—c, U8y+2c,U28(A—1)—(1—2¢;02)8=0  (D1)

which represents an implicit equation' for the function
8=258(8y). Differentiating Eq. (D1) with respect to &g
gives '

dd

45, (D2)

=(1—c, U/[1-2¢;02—2¢,0%A—2)] .
Considering Eq. (C7) as a function of § and &, i.e.,
€/to=f(80,8(8y)) we obtain for the second derivative of

the enérgy with respect to §g ‘

8 ds. ﬂ‘ﬁ i

d¥e/ty) 32

ast 082

3508, db, 8% | d&

where we have used the fact that 3f/36=0 at equilibri-
um. The individual terms are

2
9—{:2/7rx , (D4)
382
2 Py
iz—w—‘(l—clUZ)(A—Z), (D5)

35005

2 2 A
gs—éz—477‘1>[2c2U2(A-—2)—1+2c3U2](A—2) .

(D6)
Combining Egs. (D3)—(D6) and using Egs. (C11) and (21),

one obtains indeed the expression (27) for the screening
factor.
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