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Si(L,3VV) and Cu(M, ;VV) Auger intensities from the Cu/Si(111)-7X 7 interface have been mea-
sured in a polar-angle-resolved fashion for various Cu thicknesses. A simple theory of polar-angle-
resolved Auger emission has been developed and used to extract atom-number densities for both Si
and Cu as a function of depth. It is found that significant Si outdiffusion is triggered at 300 K by
Cu coverage in excess of 2 A with characteristic diffusion lengths for Si of ~35% of the overlayer
thickness. Cu diffusion into the substrate, if it occurs at all, is limited to characteristic penetration
depths of 1 to 2 A for all coverages. The increased extent of Si outdiffusion above 2 A is accom-
panied by substantial changes in Cu distribution throughout the interfacial region; at 2 A, the Cu
density increases sharply from interface boundary to surface whereas above 2 A, the Cu density is

constant throughout the interface.

I. INTRODUCTION

Condensation of metal atoms on single-crystal semicon-
ductor surfaces leads to a wide variety of interesting phys-
ical and chemical phenomena.! Ordered layer-by-layer
growth, cluster formation,? interdiffusion,>* and chemical
reaction’ have been observed for different systems. Suc-
cessful observation of these phenomena requires a wide re-
pertoire of experimental probes; no one technique can pro-
vide all the necessary information to unambiguously
model the microscopic development of the interface.

In this paper we address the issue of interdiffusion at a
metal-semiconductor interface. This research was under-
taken because knowledge of the atomic densities of the
substrate and adsorbed material as a function of depth in
the interface region is critical for characterizing interface
properties. Most attempts to obtain such information
have utilized argon-ion sputter profiling.®~!! As dis-
cussed by some of these authors,®® ion-induced surface
damage, preferential sputter rates, implantation of sput-
tered species, depth calibration problems, and poor depth
resolution render the quantitative reliability of this tech-
nique dubious, particularly when applied to ultrathin
overlayers (a few angstroms). In order to overcome these
difficulties, attempts have been made to obtain a better
understanding of the sputtering process™!! and to quanti-
tatively account for the phenomenon of sputter broaden-
ing.

A nondestructive alternative to sputter profiling which
eliminates many of the above problems utilizes the polar-
angle dependence of Auger and photoelectrons emitted
from both the substrate and overlayer. As originally
demonstrated by Fadley and Bergstrom,!? varying the col-
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lection angle relative to the plane of the surface leads to
selective enhancement of bulk and surface signals. Most
such studies to date have utilized core-level photoelectrons
excited by either conventional x-ray sources'® or synchro-
tron radiation.'* One disadvantage of polar-angle
resolved photoemission is that of data acquisition time.
In order to obtain a complete polar intensity profile, a
large number of spectra must be taken over the collection
angle range 0° to 90°. A minimum of nine or ten spectra
would allow a rough polar profile to be constructed, but
20 to 40 spectra would be desirable. Active metal over-
layers will contaminate in the several-hour time span re-
quired to acquire such detailed data by means of photo-
emission.

A closely related yet much faster approach to the prob-
lem involves utilizing the polar-angle dependence of low-
energy core-valence-valence (CVV) Auger-electron intensi-
ty. An excellent spectrum can be obtained in the pulse-
counting N (E) mode in just a few minutes. Moreover,
low incident beam currents (a fraction of a microampere)
can be used to minimize surface damage, and one still ob-
tains very high count rates. In this article we describe the
first use of polar-angle-resolved Auger emission to quanti-
tatively study interdiffusion phenomena at a metal-
semiconductor interface. The Cu/Si(111)-7X7 system
was chosen because interdiffusion of Si into the overlayer
has been observed and qualitatively studied with other
surface analysis tec:hn.iques,l4 including x-ray photoemis-
sion spectroscopy (XPS), ultraviolet photoemission spec-
troscopy (UPS), Auger-electron spectroscopy (AES), and
low-energy electron diffraction (LEED).

This article is organized as follows: Section II describes
the theory of polar-angle-resolved Auger emission as
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developed for this particular application, Sec. III provides
experimental details, Sec. IV presents experimental and
theoretical results, Sec.' V consists of a discussion of the
work, and conclusions are drawn in Sec. VI.

II. THEORY OF POLAR-ANGLE-RESOLVED
AUGER EMISSION FROM INTERMIXED
OVERLAYERS

After an Auger electron has been rejected from an atom
in a solid, it can be (1) inelastically scattered, leading to
signal attenuation, (2) elastically scattered, leading to dif-
fraction effects if the sample is a single crystal, and (3) re-
fracted at the surface-vacuum interface. In this model we
treat the overlayer as a uniform slab with a constant at-
tenuation coefficient and ignore any single-crystal effects.

Figure 1 shows the relevant geometry of our sample-
analyzer arrangement. Auger electrons originating a per-
pendicular distance y from the surface propagate with
internal angle 6’ to refract at the surface and travel to-
ward the analyzer aperture with external angle 6. The
principal factor which governs intensity variations with
depth is inelastic attenuation. Thus, the intensity at a
given depth y will be proportional to exp(—y /Asiné’),
where A is the electron mean free path. In addition, sur-
face refraction will bring about changes in intensity due to
internal reflection and what is effectively an increase in
Auger-electron flux caused by a reduction in the cross sec-
tional area of the Auger-electron beam upon refraction.
These effects add factors of 1— R and siné’ /sin6, respec-
tively, where R is a reflection coefficient for Auger elec-
trons within the sample incident on the surface.” Addi-
tional factors governing the observed intensity are in-
cident electron-beam flux (I,), Auger cross section (o),
sample area irradiated (A4 /sina), solid angle of acceptance
(Q), detector efficiency (D), and emitting atom number
density at depth y [p(y)]. Combining these factors, the
differential intensity brought about by a volume element a
perpendicular distance y from the surface is given by

IoO’A QD ’ sin@’
1(6,p)= | ———— 1—R)—
a6.y) sin’a l( ) sinf PY)
Xexp(—y/Asin€’)dy . (1)
J—— AREA A
R e Jow

APERTURE

L e s m—p————

SAMPLE

FIG. 1. Orientation of the sample with respect to the incident
electron beam and analyzer aperture.
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The propagation angle within the material (6') is relat-
ed to that outside by the conservation of k| rule which
yields
172

E,—V,
L A cosé

Ey

6 =cos™! . ‘ (2)

Ey is the electron kinetic energy inside the material and
Vo is the inner potential. These refraction effects are very
important at the kinetic energies of the CVV Auger tran-
sitions used here (~ 100 eV), particularly at low emission
angles. As shown by Fadley,!* the electron reflection
coefficient can be estimated by treating the interaction of
the electron with the surface as analogous to a particle
penetrating a square well potential of height ¥V, the inner
potential of the material. From this model we get

[1—(1—V,y/E;sin?6')172] |2
| [14+ (1= Vo /Eysin?6")17?]

(3)

With the exception of the cross section, the factors
within the first set of large parentheses in Eq. (1) depend
only on the spectrometer. The factors in the second set of
large parentheses which account for the change in Auger-
clectron flux brought about by surface refraction, can be
combined with the instrument factors and cross section to
yield a function F(0), defined as:

Io0cAQD ing’
FO)="""2 gy S @)
sin’a sin@
This function accounts for everything ' except the

emitting-atom number density in the material and elec-
tron attenuation, and should be essentially constant as
coverage proceeds, provided the inner potential and cross
section do not change substantially. Thus, if F(0) is
evaluated for each component in the interface, it could be
used to deduce atomic densities in the intermixed phase.
For single-crystals of Cu and Si, the inner potentials are
14 and 17 eV, respectively.!®!” Therefore, we take 15 eV
as an approximate value for the Cu-Si interface at all
stages of development. In practice, we find that the cal-
culated intensities are not particularly sensitive to the
choice of ¥V, over the range 14 to 17 eV. Changes in
CVYV Auger cross section for either Cu or Si would result
from valence-band modification upon intermixing and are
revealed by line-shape changes. No such changes have
been observed for the Cu(M, ;V¥) line. The Si(L,;VV)
line does split and broaden at higher Cu coverages due to
p-d rehybridization, but the high degree of p character in
the Si valence states both before and after intermixing
with Cu suggests that this effect causes only a redistribu-
tion of Auger intensity over the multiplet.

For pure samples of either substrate or overlayer ma-
terial, p(y) is simply equal to p, the bulk atom number
density for each material. In this case, Eq. (1) is easily in-
tegrated over y and F(6) can be directly evaluated. The
result is

1(6)
F(O)=—"—. 5
© PpA sinf ®)
Once determined for pure substrate (s) and overlayer (o)
materials, F;(6) and F,(6) will be inserted into integrated
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forms of Eq. (1) appropriate to the interface.

I1(6), and hence F(6), as used in Eq. (5) represent an
average over the 8° polar-angle resolution of our analyzer.
For later use it is desirable to express F(6) in units of per
degree of polar angle. In order to make this adjustment, it
is assumed that for all polar angles except 88°—90° and
0°—2°, 1(0) increases linearly with 6 over all 8° polar-angle
intervals. This approximation is reasonable in light of the
observed behavior of I(8) for both substrate and overlayer
materials (to be discussed in more detail in Sec. IV). It
then suffices simply to divide 1(0) by 8° for each value of
6 prior to evaluating Eq. (5). The fact that I(6) is ob-
served to go through a maximum at §=90° and go to O
for 8 <0° is used to perform a suitable adjustment to ob-
tain an I(0) per degree of polar angle for 6 =88°—90° and
0°—2°.

In order to extract concentration information from the

“interface polar profiles, a particular form of p(y) for both
substrate and overlayer material is assumed. Equation (1)
can then be integrated to yield expressions for I;(0) and
1,(0). For the substrate material,

1,0)=F,0) [ 0°°p3< y)exp(—y /A,sind, )dy 6)

and similarly for the overlayer. The function p(y) con-
tains one to three undetermined parameters which are
chosen to generate the best fit with experiment. The fit-
ting algorithm used is a combination of gradient search
and linearization of the fitting function methods
developed by Marquardt.!® Further details on the exact
choice of p(y) are given in Sec. IV.

Finally, comparison of theoretical results with experi-
mental polar profiles requires that the former, which
come out per degree of polar angle, be integrated over the
finite aperture size of 8°. This task is readily accom-
plished using Simpson’s rule or the trapezoidal rule in the
calculation of I(6).

III. EXPERIMENTAL DETAILS

The system used to perform angle-resolved Auger spec-
troscopy is described in detail elsewhere.! The single-
pass cylindrical mirror analyzer (CMA) with angle-
resolving capability is also used as a LEED I-V detector,
employing a modification first described by McDavid and
Fain.?® Single-crystal wafers of (111)-oriented p-type Si
were cleaned by cycles of Ar-ion sputtering and heating to
800°C. This procedure produced a clean 7 X 7 surface; no
impurities were present as judged by Auger spectra taken
at a surface-enhancing polar angle of 10°.

Evaporation of high-purity Cu was monitored by a
quartz crystal oscillator. Pressures during evaporation
never exceeded 2X 10~ !0 torr and during polar scans were
typically 7—9x 10~!! torr. Complete polar scans from
normal emission to grazing emission were obtained by

taking spectra every 2°. Replicate measurements at fixed;

angles indicated a standard deviation of 3—4 9% of the
value of the mean. The total time required to complete a
full polar scan was about 2 h, and grazing emission Auger
spectra taken at the end of each run showed that the sur-
face was free of contaminants. Polar profiles were ob-
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tained in the (110) azimuthal plane perpendicular to the
surface and in a plane rotated 30° from (110). These were
then averaged to remove as much diffraction modulation
as possible, since our theoretical model ignores single-
crystal effects. For future reference, we define the zero in
¢ as lying in the (110) plane perpendicular to the surface.

4 keV electrons were used to excite the Auger transi-
tions and incident beam currents were typically 0.1—0.5
uA. There was no evidence of electron-induced surface
damage at any point, as judged by reproducible Auger in-
tensities and LEED patterns over several hours of beam
irradiation. Peak intensities were determined by smooth-
ing the spectra, subtracting a linear background, and in-
tegrating. Spectra were then normalized to one another
by dividing by the average number of background counts
on the flat high-energy side of the Si(L, ;¥'V) peak, thus
removing intensity variations brought about by drifts in
the incident beam current.

IV. RESULTS

Figure 2 demonstrates how the Auger spectrum
develops as a function of Cu coverage. Coverages are ex-
pressed in angstroms, and one angstrom of Cu equals 1.1
monolayer (ML) on the Si(111) surface. From 0—-2 A
there is no significant change in the Si(L, ;¥V¥) line shape.
However, above 5 A a triplet develops, indicating substan-
tial modification of the valence states of Si as the normal
sp> hybrid bonds are broken and Si diffuses into the Cu
layer. Similar line shape changes have been observed as a
function of coverage for Pt/Si(111),2! Pd/Si(111),%? and
Cu/Si(111).* Using spectra taken at normal emission,
one can construct a Si(L, 3 V'V) attenuation curve to deter-
mine the extent to which interdiffusion occurs.

Figure 3 shows a plot of In[1(d)/I(0)] versus d, where
d, 1(0), and I(d) are the overlayer thickness, clean sur-

Cu/si(II) 7x7
UNANNEALED
8-48°, $=30°

Si{Lp3vV)

By (A)

Cu( M2'3\/V)

30 50 70 90 1o
Ek (eVv)
FIG. 2. Si(L;3V¥V) and Cu(M;;3VV) Auger spectra as a
function of Cu coverage in units of A. 1 A of Cu equals 1.1
monolayers on Si(111).
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FIG. 3. Attenuation-growth curve for the unannealed Si-Cu
interface. d is the overlayer thickness.

face Si(L,;VV) intensity, and Si(L,;VV) intensity with
overlayer thickness d present, respectively. Each point is
an average of four spectra taken at normal emission and
the standard deviation of each data set is less than 4% of
the mean for that set. Linear behavior with slope —1/A
is expected if the interface is sharp, and the observed posi-
tive deviation from linearity indicates outdiffusion of Si.
The initial slope provides a good estimate of the mean free
path for the Si(L,;VV) electron moving through the
overlayer. In this case, we get 2.840. 5 A. In the evalua-
tion of Eq. (5), we use a value of 3 A. Also shown for
reference is a growth curve for the Cu(M, ;VV) line.

Corresponding LEED data indicate relaxation of
Si(111)-7X7 to a weakening Si(111)-1X 1 pattern for 2
and 5 A coverages, followed by the appearance at 10 A of
a Cu(111)-1X1 pattern rotated 30° with respect to the Si
surface mesh. These results are in good agreement with
those obtained by Ringeisen et al.?

In Figs. 4 and 5 we present polar-angle intensity pro-
files for the Si(L, ;V'V) and Cu(M, ;V'V) Auger intensities
in two symmetry-inequivalent azimuthal planes. The top
profiles in each panel correspond to pure Si (Fig. 4) or Cu
(Fig. 5) and contain the information from which Fy(6)

Si (Lg3VV) INTENSITY vs 8

$=30°
By (A)

- [}
70 50 30 10 90 70 50 30 10
8 (degrees) 8 (degrees)

FIG. 4. Si(L,3VV) polar intensity profile taken in two
symmetry-inequivalent azimuthal planes perpendicular to the
surface. No annealing.
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Cu(Mp3VV) INTENSITY vs 6
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FIG. 5. Cu(M,;VV) polar intensity profile taken in two
symmetry-inequivalent azimuthal planes perpendlcular to the

surface. No annealing.

and F,(6) are evaluated [Eq. (5)]. At a coverage of 60 A,
no Si(L,3VV) signal was present and the LEED I-V
curves were those expected for a Cu(111) single-crystal
surface film. Thus we take this surface as our reference
surface for pure Cu(111).

The diffraction modulation observed in each case is a
sensitive probe of the local structure of the emitting atom
and can be used as a structural fingerprint at other cover-
ages. At 2 A coverage, the diffraction modulation ob-
served for the clean Si(111)-7 X7 surface is weakened but
still present and the Cu profile is essentially featureless.
Coupled with the weak Si(111)-1X1 LEED pattern and
the attenuation curve in Fig. 3, these data suggest that the
Cu layer grows in a weakly ordered layer-by-layer fashion,
up to 2 A. This mode of growth diminishes and gives rise
to reaction and outdiffusion at 5 A, as evidenced by the Si
line-shape change and deviations from linearity of the
Si(L, 3 VV¥) attenuation curve (Fig. 3). By 10 A, the Cu
polar profiles show clear similarities to those of the 60 A
film [pure Cu(111)]. However, a significant amount of Si
remains dispersed throughout the overlayer and the in-
creased Si(L, ;VV) splitting indicates a more substantial
chemical interaction with the Cu, There are no substan-
tive changes between 10 and 20 A, except that the over-
layer is only slightly richer in Cu but poorer in Si by a
factor of 2. At 60 A, the evolution of the overlayer to a
pure Cu(111) film is complete and no Si is present on the
surface.

In the top panels of Figs. 6 and 7, we present average
polar profiles for clean Si(111)-7X7 and a 60 A Cu over-
layer [essentially a pure Cu(111) surface]. Each profile is
an average over two symmetry inequivalent azimuthal
planes (¢=0° and ¢ =30°). As can be seen, such averaging
is not sufficient to remove all the diffraction features.
Therefore, for the purpose of evaluating F,(0) and F,(0),
we effectively smooth out the remaining diffraction
modulation. Then, after adjusting the intensities for 8°
angular resolution as discussed in Sec. II, these curves are
used to evaluate F(0) for Si(L,;¥VV) and Cu(M,;VV)
Auger emission through the use of Eq. (5).

Also shown in Figs. 6 and 7 are the experimental polar
profiles averaged over azimuthal planes at ¢=0° and
¢ =30° compared to those predicted by Eq. (6) for the best
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Si(Lp3VV)
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Si(hnN7x7

501~

30~
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>90u( 13 — EXPT
- —== THEORY |

50
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(a) Clean surface Si(L,;VV) polar profile averaged
over two azimuthal planes, raw data, and smoothed to remove

FIG. 6.

diffraction-induced fine structure. (b) Two-azimuth averaged
experimental and calculated Si(L, ; V'V) polar profiles using Eqgs.
8(a) and 8(b) as a Si atom number density function.

choice of density function. For both Si(L,;¥VV) and
Cu(M, 3 VV) emission calculations, physically plausible
atom number density functions of various forms with one,
two, or three undetermined parameters were tried. For
each function, the fitting routine determined the choice of
parameters which yielded a minimum value of weighted
X2. Turning first to the distribution of Si in the interface,
a linear function and an exponential function were
modeled. The linear function was of the form

po—ald —y), fory<d (7a)
py)=
po, fory>d (7b)
and the exponential function was of the form
(v) poexp[ —a(d —y)], fory<d (8a)
- po, fory>d. : (8b)

Here p, is the bulk atom number density of
Si(5.018 % 102 atoms/A3) d is the overlayer thickness, a
is the undetermined parameter, and y is the perpendicular
distance measured from the surface. For all coverages, it
is found that the exponential function gives a much better
fit to the experimental data than does the linear function;
X? for the exponential function was 1. .5 times lower at 2 A
coverage and 3 times lower at 20 A coverage than the
corresponding linear function values. For both functions,
a mean free path of 3 A was used, as discussed earlier.
The quality of the fit is also reasonably sensitive to the

Cu(Mp 3 VV)

. «+s RAW DATA
gl . . . —— SMOOTHED

Cu(lll).'_

Gou(A) — EXPT
e ~-— THEORY

920 70 50 30 0 o
8 (degrees)

(a) Cu(M,3VV) polar profiles for a 60 A Cu film
[pure Cu(111)] averaged over two azimuthal planes, raw data,
and smoothed to remove diffraction-induced fine structure. (b)

FIG. 7.

Two-azimuth  averaged  experimental and calculated
Cu(M,,3V'V) polar profiles using Eqs. 10(a) and 10(b) for 2,5,
and 10 A coverages and Egs. 9(a) and 9(b) for the 20 A cover-
age.

choice of the undetermined parameter.

The sensitivity of the fit to both the choice of Si density
function and undetermined parameter is illustrated in Fig.
8 for the 5 A coverage. Here we plot experimental and
theoretical Si(L, ;V¥) polar profiles for (1) Eqgs. (8a) and
(8b) with various choices of undetermined parameter (aopt
and a,p +0.1, where a,p is the value of ¢ which mini-
mizes X?), and (2) Egs. (7a) and (7b) with a optimized.
The value of X? resulting from use of the optimized form
of Egs. (7a) and (7b) is twice that which results from us-
ing optimized Egs. (8a) and (8b). Furthermore, if a in
Eqgs. (8a) and (8b) is increased and decreased by 0.1 from
its optimal value of 0.602, X 2 increases by 40% and 75%,
respectively. Therefore, it appears that a unique, physi-
cally reasonable Si density function which yields max-
imum agreement with experiment can be derived from
these data. The best values of a and the predicted Si atom
number densities on the surface are given in Table 1.

From Table 1, it is clear that the calculated surface Si
density is an order of magnitude lower at 2 A than that
for the 5, 10, and 20 A overlayers, mdlcatmg a substan-
tial increase in OutdlfquIOH above 2 A. Moreover, for all
coverages above 2 A, the characteristic penetration depth
(distance into the overlayer by which the Si density has
decayed to 1/e of its bulk value) is approximately 35% of
the overlayer thickness, whereas for 2 A it is only about
20% of the overlayer thickness. These results are
supported by the observed change in Si(L,;VV) line
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FIG. 8. Experlmental and theoretical Si(L,3;VV) polar pro-
files for a 5 A 'Cu coverage illustrating the sensitivity of
the method to the choice of density function and undetermined
parameter. The experimental error representative of a given
Auger intensity is shown by the error bar. The values of un-
weighted X2 (defined as g olLcatc(0) —Iexpi(0)12 /%) are
shown for each theoretical polar profile.

shape above 2 A.

For the Cu distribution calculation, we have used a
linear function which terminates discontinuously at the
Cu-Si interface and a linear function with an exponential
tail into the substrate. In analytical form, the functions
are

ps+ay, fory<d (9a)
ply)=
0, fory>d (9b)
and
ps+ay, fory<d (10a)
PY)I= (ps +a1d)exp[ —ay(y —d)], fory>d . (10b)

Here, p, is the Cu number density at the surface (a free
parameter), d and y are as defined previously, and a; and
a, are undetermined parameters. When necessary, the pa-
rameter a@; was constrained to be O or negative, and less

TABLE 1. Model predictions for surface silicon number den-
sities. psi(y)=poexp[ —a(d —y)].

Surface atom

d () a number density (atoms/ A%
2 2.51 . 3.34x 1074
5 0.602 2.47x1073
10 0.282 3.00% 1073
20 0.143 2.85x 1073
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than or equal in magnitude to p, /d, ensuring that the fit-
ting program would not seek a solution in which the Cu
density increases from surface to interface. This con-
straint is realistic in that the Si density does increase from
surface to interface, and thus, the Cu density is expected
to either decrease or remain constant. The parameter a,
was free to vary. The Cu(M,;V¥) mean free path was
determined by performing a two-parameter fit on the 20
A coverage and employing a linear density function, of the
form p(y)=0.078+a,p, where a; and A were allowed to
vary. The value 0.078 was chosen because values of 0.078

.and 0.079 routinely result from two-parameter fits using

the form p(y)=p;+a,y with a fixed value of A taken
from the universal mean-free-path curve. This calcula-
tion generates a value of 3.6 A for A, which is used in
all subsequent calculations. In general, the X¥? values re-
sulting from the use of Egs. (9a), (9b), (10a), and (10b) are
comparable for all coverages. This agreement is due to
the rather small extent of Cu indiffusion predicted by
Egs. (102) and (10b); characteristic diffusion lengths of
only 1—2 A result for the 2, 5, and 10 A coverages. How-
ever, for a given choice of density function, the fit is quite
sensitive to the choice of py, as illustrated in Fig. 9. Here
we present for a 5 A coverage, experimental and theoreti-
cal polar profiles using (1) Egs. (9a), (9b), (10a), and (10b)
with all parameters optimized, and (2) both functions with
their respective values of p; reduced from optimal num-
bers by 0.01 (a decrease of ~14%). Such reductions in p;
cause X? to be increased by factors of 12 and ‘15 for Eqs.
(9a), (9b), (10a), and (10b), respectively. The high degree
of sensitivity of the fit to p, is not surprising in that a,
converges to zero for both functions, rendering a constant

60"5%  eee oo EXPERIMENT

EQ. 10a8b (Py,a,,0, OPTIMIZED)
—————— EQ. 9a 8b (Py,a, OPTIMIZED)
——o-—o EQ. 10a8b (R, =RIFT-0.01)

—oo— EQ. Sa &b (R =PPT-0.01)

4159.5 —o—o0__o
71.2 90— oo0.

Cu(M,3VV) INTENSITY

SN VUL U U W TN DU S
90 80 70 60 50 40 30 20 10 O

8 (degrees)

FIG. 9. Experimental and theoretical Cu(M,3;¥VV) polar pro-
files for a 5 A Cu coverage illustrating the sensitivity of
the method to the choice of density function and undetermined
parameter. The experimental error representative of a given
Auger intensity is shown by the error bar. The values of un-
weighted X2 (defined as Zgo;’(z,:[lcalc(9)-—Iexp,(9)]2/0§xpt) are
shown for each theoretical polar profile.
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Cu density of p; in the interfacial region.

The goodness of the fit resulting from either Egs. (9a)
and (9b) or (10a) and (10b) makes the choice of Cu density
function considerably less obvious than in the case of Si.
However, the LEED results at low coverage provide a
valuable clue. As mentioned in Sec. IV, a Si(111)-1x1
pattern persists for the first few monolayers of Cu, sug-
gesting an epitaxial growth model. Thus we expect that
the Cu density at the interface boundary should be close
to the Si bulk density. In all cases, Egs. (9a) and (9b)
predict a Cu interface density which is considerably larger
than that of bulk Si. Equations (10a) and (10b) also
predict an interface Cu density which is larger than that
of bulk Si for three of the four coverages, but less than
that generated by Eqs. (9a) and (9b). Thus, we judge Egs.
(10a) and (10b) to be marginally preferable to Eqgs. (9a)
and (9b) in describing the Cu atom number density in the
interfacial region for Cu deposits of 2, 5, and 10 A. The
resulting values of ps, @y, and a, are shown in Table II.
For 2 A, Egs. (10a) and (10b) predlct a sharp decrease
in Cu density from 0.101 atoms/A’ at the surface to
0.0424 atoms/A at the interface. On the other hand, at
5 and 10 A the Cu density is predicted to be constant
throughout the interface with values of 0.0687 and
0.0817 atoms/A?, respectively. For all these coverages,
characteristic diffusion lengths for Cu are predicted to be
only 1-2 A.

95% of a given Auger signal originates within a depth
of 3A [11 A for the Cu(M, ;VV) electron]. Therefore, we
have no sensitivity to the-interface boundary when d is
20 A. Thus, we use Egs. (92) and (9b) to calculate Cu
densities in the top 10—11 A of the overlayer. Here, we
do not constrain a; and a slight Cu density increase is
predicted from surface to interface boundary. Moreover,
the Cu density converges to a value quite close to the bulk
Cu value at the surface, in good agreement with the
LEED results which showed the ordered Cu(111) pattern.

The overall results are best summarized by plotting the
calculated Si and Cu atom number densities as a function
of distance from the interface boundary, as shown in Fig.
10. One striking observation is that the Si surface density
is an order of magnitude smaller and the Cu surface den-
sity is 20% to 30% larger at 2 A than at higher cover-
ages. This result indicates that Cu builds up on the sur-
face prior to the strong Si-Cu interaction, the surface dis-
ruption, and the onset of Si outdiffusion. This interface
therefore exhibits a reaction triggered by Cu coverage in
excess of 2 A but not at lower coverage. A second impor-

TABLE II. Model predictions for Cu atom number densities.
Pculy) =ps+a1y for y <d at all coverages; pcy(y)=0 for y >d
and d =20 A pc“(y)~(ps +ad)exp[ —a,(y —d)] for y >d and
d=2,5,and 10 A. (ps is the surface atom number density.)

d(A) psatoms/ A’) a, (x10%) a;
2 0.101 —2.93 0.667
5 0.0687 0 0.452
10 0.0817 0 0.923
20 0.0793 0.0127
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FIG. 10. Calculated Cu and Si atom number densities vs dis-
tance from the interface boundary. A dashed line signifies an
extrapolatlon since our maximum depth sensitivity is 3A (10 to
11 A).

tant observation is that for the 10 and 20 A, the total
atom number density within the first few angstroms of
the interfacial region exceeds that of either pure Si or pure
Cu but rapidly approaches the bulk Cu value with increas-
ing distance from the interface boundary. This result sug-
gests that the interface is an intermixed Cu-Si phase, with
Cu being the predominant element and Si being dissolved
in the matrix to a decreasing extent as the surface is ap-
proached.

V. DISCUSSION

A. Comparison with other techniques

Interdiffusion at metal-semiconductor interfaces has
been qualitatively studied recently by both angle-resolved
and angle-integrated photoemission.!”3—%2%25 While out-
diffusion of Si is relatively easy to observe by constructing
attenuation curves similar to those in Fig. 3, diffusion of
the metal into the substrate has been observed by compar-
ing the rate of growth of the metal photoemission intensi-
ty with coverage to that expected for a sharp interface®*
and by performing marker experiments.?’> In the latter, a
thin layer of an inert metal is deposited onto the substrate
prior to evaporation of the metal of interest. Assuming
the marker layer does not interfere with interdiffusion, the .
behavior of the substrate to marker intensity ratio with
coverage indicates qualitatively whether or not indiffusion
of the metal is occurring. The advantages of the method
described here is that no marker layer (which may indeed
perturb the interdiffusion process®®) is needed and the
quantitative extent of indiffusion can be obtained.

Other quantitative methods involving polar angle-
resolved x-ray photoemission have been proposed recently.
Specifically, Pijolet and Hollinger have attempted to ex-
tract density information directly from the polar profiles
via a simplex method which minimizes the difference be-
tween theoretical and experimental intensity ratios.?’
However, this approach has proved to possess some seri-
First, the extracted concentrations are ex-
tremely sensitive to the details of the polar profile. Inten-
sity ratio changes on the order of 0.001% make substan-
tial changes in the extracted concentrations. In order to
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remedy the situation, they found that it was necessary to
introduce two physically reasonable constraints on the
concentrations. These consisted of (1) bracketing the con-
centration of each specie between zero and the bulk con-
centration for the pure material and (2) assuming a partic-
ular shape or trend in the density profile. Clearly, once
such constraints are introduced, the method becomes
,quite analogous to what we present here. However, this
“direct-extraction” method requires a number of involved
numerical techniques which necessitate considerable com-
puter time on a large mainframe computer. The method
we introduce is relatively simple and can be run on any of
the powerful microcomputers currently available.

B. The chemical nature of the interface region

The substantial line-shape changes in the Si(L,;VV)
peak clearly demonstrate that, upon interdiffusion, a
strong electronic interaction occurs between Si and Cu.
As the normal sp? hybrid bonds are broken in the Si lat-
tice and outdiffusion occurs, the valence states are modi-
fied and new channels for Auger deexcitation are opened,
thus modifying the Si(L, ; ¥¥) spectrum.?> Although the
details of chemical environment are very difficult to ex-
tract from Auger line-shape analysis, the results presented
here enable us to comment on the stoichiometry of the in-
termixed phase. Above a coverage of 2 A, the Cu density
in the overlayer is constant. However, the Si density
drops very rapidly from interface to surface for all cover-
ages. These results suggest that a copper silicide of fixed
stoichiometry does not form in the intermixed region, as
proposed earlier.* Rather, a Cu lattice which is rich in Si
only near the interface appears to be a better description
(see Fig. 8). This conclusion is consistent with valence-
band photoemission results which show a dominant Cu-
derived 3d feature that shifts from 3.5 eV below the Fer-
mi level at submonolayer coverages to ~2.8 eV at 45
monolayers, indicative of a transition from isolated Cu
atoms to a pure Cu metallic phase.> If Cu diffuses into
the substrate with a characteristic penetration depth of
1—2 A as suggested by the use of Egs. (10a) and (10b), it
probably occupies defect and interstitial sites. This
description of the interface is consistent with the bulk
Cu-Si phase diagram which shows ~2% solubility of Si
in Cu at room temperature, and no' compound formation
at room temperature and Si percent by weight less than
~8%.2%2% The lack of solubility of Cu in Si, however, in-
dicates that the slight indiffusion of Cu suggested here is
the result of microscopic localized phenomena.

Although similar agreement between interface interdif-
fusion results and bulk phase information has been noted
by Brillson et al.® for Al/Si(111)-7X7, agreement for
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Au/Si(111)-7x 7 is lacking. The former is a weakly in-
teracting chemisorption system, consistent with phase
data. The latter, however, strongly interacts with consid-
erable intermixing at room temperature, despite the inert-
ness predicted by the phase diagram. Thus, it appears
that bulk thermodynamic data are not of universal utility
in predicting interface phenomena for noble metals ad-
sorbed on Si single crystals.

VI. CONCLUSIONS

Angle-resolved Auger electron emission has been shown
to be a powerful technique for the study of interdiffusion
at a metal-semiconductor interface. Detailed, quantitative
information on the composition of the interfacial region
can be extracted from the polar-angle intensity profiles by
means of a relatively simple theoretical model. By start-
ing with physically reasonable density functions, a unique
solution to the problem can be found by minimizing the
difference between theory and experiment.

For the Cu/Si(111)-7x7 interface, a Si density func-
tion which decreases exponentially from the bulk Si value
at the interface boundary to the surface is clearly the best
description of the Si atomic distribution. For Cu, the best
agreement between theory and experiment results from a
density function which is constant in the overlayer and ei-
ther terminates discontinuously or decreases exponentially
into the substrate. Both functions generate good agree-
ment with experimental polar profiles and with each other
because the extent of Cu indiffusion is predicted by the
latter to be very slight, i.e., after optimization, the two
functions are quite similar. For both Si and Cu, the quali-
ty of the fit is sensitive to both the choice of density func-
tion and the choice of parameter(s). The primary source
of uncertainty in this study is the diffraction modulation
which is present at all coverages. The neglect of single-
crystal effects in the theoretical model make it necessary
to average over diffraction maxima and minima in fitting
theory to experiment. This difficulty will not be present
when other metal-semiconductor systems lacking long-
range order are investigated in the future.
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