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Neutron scattering, susceptibility, and resistivity measurements have been carried out on
(Erl „Ho„)Rh4B4 for concentrations x =1.0, 0.89, 0.84, and 0.75, which span the "multicritical"
point (x, =0.9) where the magnetic and superconducting phase boundaries meet. For all concentra-
tions studied a transition to long-range ferromagnetic order is observed, with the Ho moments or-
dering along the tetragonal axis. The spins are in fact locked along the c axis by strong crystal-field
anisotropies, yielding Ising-like magnetic behavior in this concentration region. The temperature
dependence of the order parameter is mean-field-like, suggesting that the range of the magnetic in-
teractions is large, and we attribute this behavior to the importance of dipolar interactions. In the
concentration range x &x, where superconductivity is observed, the magnetic transition appears to
be continuous and reversible, and occurs within the nominal superconducting interval
T,2(x) & T & T, l(x). Thus there is some kind of "coexistence" of long-range magnetic order and su-
perconductivity in the samples, but the nature of this coexistence cannot be determined unambigu-
ously. In particular the experimental evidence in this system is not sufficient to decide if there is
true microscopic coexistence, or whether some portions of the sample are ferromagnetic and normal
while other regions are superconducting and paramagnetic (or magneticalIy ordered with a very-
long-wavelength sinusoidal periodicity). Below TM strongly-temperature-dependent small-angle
scattering is observed, characterized by a cross section of the Porod form S(Q) =A (T)/Q, where
A (T) increases monotonically with decreasing temperature. This wave-vector dependence is con-
sistent with the assumption that the scattering originates from domain walls whose widths are large

0
compared to the inverse-Q range explored ( & 300 A). In particular, no oscillatory component to the
magnetization was observed for any concentration or temperature within the experimentally accessi-

o
ble wave-vector range of Q ~ 0.003 A, in contrast to the behavior of ErRh4B4. At the lowest con-
centration studied (75 at. %%uoHo ) th emagnetizatio nwa s foun d tobereduce d in th e temperatur ere-
gion where superconductivity appeared. The magnetic order parameter, however, was still found to
be continuous and reversible.

I. INTRODUCTION

The interplay between superconductivity and magne-
tism has received considerable attention in recent years
since the discovery of ternary rare-earth superconducting
compounds which order magnetically. ' For the case of
ferromagnetic ordering there is strong competition be-
tween the magnetic and superconducting order parame-
ters, which leads to rich and interesting behavior. In the
compounds studied in detail so far, ErRh4B4, '

HoMo6S8, ' and HoMo6Se8, superconductivity sets in at
T, ~ and then they order magnetically at much lower tem-
peratures ( TM « T, t). The competition between the su-
perconductivity and ferromagnetism initially results in a

long-wavelength ( —10 A) oscillatory component to the
magnetization developing in the superconducting state.
For ErRh4B4 and HoMo6S8 this oscillatory magnetic
phase exists only in a limited temperature interval, with
the superconductivity being destroyed (at T, z) and pure
ferromagnetism setting in at sufficiently low tempera-
tures. ' ' ' For HoMo6Ses, on the other hand, this
coexistence state may be indicative of the ground-state
properties.

In the (Er-Ho)Rh4B4 alloy series of interest here, pure
ErRh4B4 becomes superconducting at 8.6 K, and then
reenters the normal conducting phase at 0.7 K as fer-
romagnetism sets in. ' ' In the intervening temperature
range, below —l.2 K, both ferromagnetism and a
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sinusoidal component to the magnetization coexist with
superconductivity. The amplitude of any critical fluctua-
tions is very small in this material, and both the fer-
romagnetic and sinurnagnetic order;-parameters appear to
be "smeared, " with no clear indication of where the mag-
netic phase transition TM is located. One possible inter-
pretation which was advanced to explain this behavior
was that the smearing originated from inhomogeneities in
the polycrystalline specimens, ' but essentially identical
results have been obtained on a single-crystal sample more
recently, and the precise nature of the magnetic-
superconducting state in this material is still not com-
pletely understood. One important experimental point
which has emerged is that the Er magnetic moments are
constrained by crystal-field anisotropies to lie in the
(tetragonal) basal plane, rendering both the magnetic and
superconducting properties highly anisotropic. "'

With the substitution of holmium for erbium, all three
phase boundaries ( T„, T,2, TM ) initially decrease slowly
in temperature with inc'reasing holmium concentration.
Near x -0.25, T,2 and T~ reverse direction and increase
with increasing x, and the boundaries meet at a "mul-
ticritical" point for x, -0.9 and a temperature of about 6
K as shown in Fig. 1.' ' The crystal-field anisotropies
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FIG. 1. Low-temperature phase diagram for the system
(Er& „Ho„)Rh4B4 near the critical concentration (x =0.9)
determined by ac susceptibility measurements (QQ, AQ) and
neutron scattering (). Filled symbols represent data obtained-
from measurements on samples in the powdered form, while
open symbols are data taken on ingots. For the x =0.89 sam-
ple, the transition into the superconducting state is incomplete
before the onset of ferromagnetism. The inset is taken from
Ref. 13 to illustrate the phase diagram for all values of x.
Three distinct regions are labeled: normal paramagnetic (NP),
superconducting paramagnetic (SP), and normal ferromagnetic
(NF).

favor the Ho moments pointing along the c axis, "'
and in fact the anisotropy is sufficiently strong to render
the system Ising-like in the holmium-rich regime as we
shall see below. Hence, the coupling between the Er and
Ho moments in the alloy is very small, and the two types
of ions order essentially independently. The behavior of
the magnetic-phase boundary therefore is dominated by
the holmium moments ordering first with decreasing tem-
perature for x & -0.2S, while the Er moments order first
for x & -0.25.

We have been carrying out a systematic study of the
magnetic and superconducting properties in the
holmium-rich region in an effort to determine the nature
of the competition between magnetic order and supercon-
ductivity in the regime where these two competing ener-
gies are approximately equal. Our original intention was
to observe the change in the sinusoidal magnetization near
x, as a function of concentration, or equivalently as a
function of pressure, but we have not been able to obtain
any evidence for an oscillatory magnetic structure in this
concentration regime. Indeed, the magnetic order always
appears to be ferromagnetic in nature within our experi-
mental resolution, with a temperature interval of coex-
istence. ' ' It is not possible, however, to establish
whether this coexistence is microscopic in nature, i.e.,
whether the same regions in the crystal are both magneti-
cally ordered and superconducting simultaneously, or
whether some regions are superconducting and paramag-
netic (or a very-long-wavelength sinusoidal magnetism),

'

while other regions are ferromagnetic and normal. At in-
termediate x we find a clear suppression of the magnetic
order parameter when superconductivity is present, in
agreement with the behavior observed' at lower concen-
trations (x =0.6), but we find no hysteresis in the magnet-
ization.

In Sec. II we discuss the sample preparation and the ex-
perimental techniques we have used to obtain the resistivi-
ty, susceptibility, crystal-field excitations, and the wave-
vector-dependent magnetization. In Sec. III we first dis-
cuss the behavior of the end compound HoRh484, which
is not superconducting. Crystal-field anisotropies render
this compound a good approximation to a three-
dimensional Ising system, with mean-field behavior. In
particular we present our neutron-diffraction results as a
function of temperature and applied magnetic field; a de-
tailed analysis of the crystal-field effects will be given else-
where. " We will then present our results for x &x„pay-
ing particular attention to the temperature interval where
magnetic order develops. We will compare the present re-
sults with the behavior observed in related systems such as
HoMo6S8 and HoMo6Se8, and discuss how our results ad-
dress the question of the "coexistence of ferromagnetism
and superconductivity" in the context of various theoreti-
cal models that have been advanced. In Sec. IV we sum-
marize our results and conclusions, and discuss possible
directions for new experiments.

II. EXPERIMENTAL PROCEDURES

A. Sample preparation and bulk magnetic measurements

A11 samples used in this study were prepared using the
highest-purity, Ames Laboratory rare-earth metals ( & 15
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ppm of any metallic impurity) together with commercial-
ly supplied rhodium (99.9%, Thiokol Corp. , Alfa Prod-
ucts) and "B isotope obtained from Eagle-Pitcher. The
isotope of boron was used to avoid the very high neutron-
absorption cross section of natural boron. For each sam-
ple, stoichiometric amounts of the necessary elements
were melted together in a Zr-gettered argon arc furnace.
The resulting ingot was turned and remelted at least six
times to promote homogeneity. Mass loss was always less
than 0.1%. Each sample was then sealed in a Ta tube,
which was in turn sealed in a quartz ampoule and an-
nealed for one week at 1200 C followed immediately by
one week at 800'C. No impurity phases were detected by
slow-scan powder x-ray diffraction data, indicating that
any impurity-phase content was below the readily detect-
able limit of 5%.

Neutron diffraction did reveal the presence of some irn-
purity phases, one of which was magnetic (TM —19 K),
but the volume of these phases was —1% or less. Suscep-
tibility, resistivity, and neutron-scattering measurements
were all carried out on identical samples to facilitate com-
parison of results. Low-frequency ( —17 Hz) ac induc-
tance measurements were performed on samples in both
the ingot and powdered form to determine the critical
temperatures. A standard He cryostat was used for ex-
periments above 1.1 K, while a commercial (S. H. E.
Corp. ) 3He-"He dilution refrigerator was employed for
susceptibility experiments down to 20 mK. Electrical
resistivity measurements were done via a four-lead, low-
frequency ac method. Platinum leads (0.002 in. diameter)
were spot welded onto regularly shaped samples with a
rectangular cross section. The thermometry consisted of
germanium resistance thermometers for temperatures
below 30 K and platinum resistance thermometers at
higher temperatures.

B. Neutron-scattering measurements

Even though the "8 isotope was used in preparing the
samples, the materials were still quite absorbing for neu-
trons due to the high-absorption cross section of Rh,
which has only one stable isotope. All the neutron mea-
surements were therefore carried out on powders which
were mounted between thin aluminum plates to utilize
flat-plate geometry. The sample holder was then mounted
in an aluminum sample chamber filled with an atmo-
sphere (STP) of helium to facilitate thermal conduction
between the sample and the cold finger upon which the
sample chamber was mounted. A calibrated Ge resistor
was used to measure the temperature, and in particular to
determine the magnetic transition temperatures in zero
field.

For the field-dependent work the samples were mount-
ed in a flow Dewar, which could then be inserted in a
split-coil superconducting magnet. The magnetic field at
the sample position was perpendicular to the horizontal,
with an adjustable magnitude up to 7 T. The sample tern-
perature in this case was monitored by a GaAs diode sen-
sor.

The diffraction and inelastic scattering measurements
were taken with standard triple-axis neutron spectrome-

dn nuclear
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g cjbje
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where bj is the coherent nuclear-scattering length, cj is
the occupancy of the jth atom located at rj, and the sum
extends over all atoms N' in the unit cell. For the rj of
Rh and 8 we used the coordinates determined by Vanden-
berg and Matthias ' as modified by Moncton et al., along
with the coherent scattering amplitudes bH, ——0.85,
bE, ——0.80, bRh ——0.584, and b~~

——0.61 (all in units of
10 ' cm).

For magnetic Bragg scattering we have a similar type
of expression for the integrated intensity:
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is the neutron-electron dipole coupling constant, (p'& is
the thermal average of the z component of the magnetic
moment at each rare-earth site, f(v) is the value of the
magnetic form factor (Fourier transform of the atomic

ters located at the National Bureau of Standards Research
Reactor. Pyrolytic graphite monochromators, analyzers,
and higher-order filters were employed at a neutron ener-
gy of 14 meV. The angular collimations before and after
the monochromator and analyzer were varied between 10
and 40 min depending on the intensity and resolution re-
quirements of the measurements.

The crystal structure of the ternary rhodium borides is
tetragonal with space group P4z jnmc, which contains
two formula units of RRh4B4 per unit cell ' (R =rare
earth). The rare-earth positions are fixed by symmetry in
the unit cell to (0, 0, —, ) and ( —,', —,, 0), whereas the Rh
and 8 positions have to be determined by detailed crystal-
lographic analysis. Once the chemical structure is known,
the nuclear Bragg cross sections can be calculated and
then can serve to put the magnetic peaks on an absolute
basis.

For our particular case of flat-plate geometry the in-
tegrated intensity from a nuclear-powder diffraction peak
is given by

~
F~(hkl)

~
mt, kite """e

sin (28)
where (hkl) are Miller s indices for the reciprocal-lattice
vector v, t is the thickness of the sample, p is the linear
absorption coefficient, 28 is the scattering angle, and m~kI
is the multiplicity of the reflection. The coefficient C is a
constant that contains the details of the instrument, and
Fz is the nuclear-structure factor for the reflection of in-
terest:
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magnetization density), and r and M are unit vectors in
the direction of r and the magnetization, respectively. Fi-
nally, FM is the magnetic-structure factor analogous to
Eq. (2) but with bj replaced by unity and the sum in the
unit cell taken over magnetic ions only. In the present
simple case F~ ——2 or 0. The angular brackets & ) denote
an average over equivalent reciprocal-lattice vectors and
domain possibilities. In a ferromagnet we can obtain a
simplified comparison by choosing reflections at the same
angular setting. Then

2
ye &p')'f'(~)&1 —(~.M)')
2' C

from which we obtain the desired quantity
r 1/2

1 IM

&1 —(~M)') 1~

(5)

where &p') is in Bohr magnetons p~. The relative field
and temperature dependence of the magnetization can be
directly determined from the measurements, and these
data can in turn be put on an absolute basis with the aid
of the nuclear-scattering intensities.

For the measurements at small wave vectors Q we uti-
lized the small-angle scattering facility at the National
Bureau of Standards (NBS). This instrument employs a
helical velocity selector to determine the desired neutron-
wavelength incident on the sample, usually between 4 and
10 A. The angular distribution of scattered neutrons is
measured with a two-dimensional position-sensitive detec-
tor placed in the vicinity of the forward-beam direction.
In the present case of interest, where the sample is poly-
crystalline and no magnetic field is applied, the scattering
must be symmetrically distributed about Q=O. We thus
obtain the intensity of scattered neutrons as a function of
the magnitude of the wave vector Q. It should be kept in
mind that in this experimental configuration we cannot
obtain information about any possible anisotropic distri-
bution of scattering in the sample, which information can
be obtained only with single-crystal specimens.

scattering measurements confirmed that the crystal-field
ground state is a doublet, with the first excited state at an
energy corresponding to 50 K. Thus, to a good approxi-
mation only the doublet is involved in the magnetic phase
transition.

Our magnetic diffraction pattern for HoRhqB4 is shown
in Fig. 2. Measurements were taken both above (7.00 K)
and below (1.35 K) the magnetic ordering temperature,
and the two data sets were subtracted point by point. In
such a subtraction the nuclear Bragg peaks and incoherent
nuclear scattering cancel (in the absence of any nuclear
spin ordering), along with room background, leaving only
changes in the inelastic magnetic scattering and magnetic
Bragg peaks. The most evident features are the intense
magnetic Bragg reflections such as the I 101 I and I 110I,
whose widths are resolution limited indicating that long-
range ferromagnetic order has been established. In addi-
tion we find no magnetic contribution to the t002I peak,
which shows via Eq (2) . that r M= 1 .for this reflection.
Hence the Ho + moments must point along the e axis.
These conclusions are readily evident directly from the
observed data and are in good agreement with previous
work. ' ' One noteworthy point of Fig. 1 is that the sub-
tracted intensities are negative in between the Bragg
peaks, revealing that there is a reduction in the scattering
when the moments order. This is a necessary consequence
of the sum rules on the magnetic scattering; above TM all
the magnetic scattering is inelastic and diffuse, while in
the fully ordered state most of the magnetic intensity re-
sides in the (purely elastic) Bragg peaks.

To put the magnetic intensities on an absolute basis we
calculated the nuclear cross sections as discussed in Sec.
II B. For the t 101] reflection, for example, we find

=0.2695 b. The measured integrated intensities
above TM and at low temperatures then yield from Eq. (5)
a c-axis magnetic moment of

p'(T=O)=(8. 58+0.34)tug .

We have used the calculated spherical component
&jo) =0.95 for the magnetic form factor for this evalua-
tion since the aspherical component is small for these

III. RESULTS

A. HoRh48g

This compound becomes ferromagnetic at 6.5 K but is
not superconducting at any temperature as indicated in
Fig. 1. The magnetic properties themselves are neverthe-
less quite interesting and we summarize the findings of a
number of studies' ' before presenting our field- and
temperature-dependent diffraction data.

A preliminary study' showed that the tetragonal c axis
is the preferred magnetic direction in the ordered state,
with an (extrapolated) low-temperature moment of 8.7pz.
Subsequent magnetization and specific-heat measure-
ments' ' ' showed that the magnetic properties could be
very well described by an S=—, Ising-like mean-field
model. A detailed crystal-field analysis" using magneti-
zation, specific heat, Mossbauer and inelastic neutron-
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FIG. 2. Magnetic diffraction pattern for HoRh4. 84 taken
with a triple-axis spectrometer set for elastic scattering and an

0
incident neutron wavelength of 2.3509 A. The magnetic contri-
bution is obtained by subtracting the data measured at 7.0 K
from the data at 1.35 K.
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low-angle peaks and the measurements are on a powder.
Our value is in good agreement with the value of
( 8.7+0.3)pz reported by Lander et a/. ' A similar
analysis for the t002I Bragg peak reveals that any or-
dered moment perpendicular to the c axis must be less
than 0.4pz.

The quoted error of 0.34ps in the determination of the
absolute value of the moment is due only to statistical ac-
curacies associated with the I101I magnetic and nuclear
intensities, and in particular does not include any al-
lowance for uncertainties in the calculations of ! F~! . In
the present case, these systematic uncertainties may be
substantial since the calculated ! FN! are small in magni-
tude for the low-angle peaks due to the compensation of
the terms in Eq. (2). To check the accuracy of ! FN! we
therefore carried out a low-temperature (18 K) profile re-
finement for the HoRh4B4 sample. We obtained

xRh ——0.247(1), zRh ——0. 145(1), xB ——0.330(1), and

zn ——0.851(1), which are close to the values obtained for
ErRh&Bq,' the new values yielded ! F~! =0.2584 b with a
resultant moment of 8.40ps. We also tried refining the
occupancies of the Ho, Rh, and B sites to determine the
sensitivity of

~
F~! to them, and obtained the same result

within experimental error. We remark that this latter
procedure also checks for possible discrepancies in the
values of the nuclear-scattering amplitudes, which can
also change ! F~! . Based on this analysis we may esti-
mate a possible additional error of 0.5@~ in the absolute
magnitude of p. The crystal-field model" predicts a
ground-state moment of 10p~, which appears to be out-
side our combined experimental errors. Bulk magnetiza-
tion measurements also indicate" a reduced moment.

The intensity of the t 101I Bragg peak is shown in Fig.
3 as a function of temperature. The phase transition to
the ferromagnetic state occurs at 6.47 K. Note that there
is very little critical scattering associated with the phase
transition, a point to which we will return when we dis-
cuss the small-angle measurements. In addition, the mag-
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FIG. 3. Observed peak intensity, which is a measure of the
square of the magnetization, as a function of temperature for
HoRh484. The inset shows that there is very little critical
scattering associated with this phase transition. The linear
dependence of I vs T in the vicinity of T, (6.47 K) reveals the
mean-field behavior of this transition, and the solid curve is
mean-field theory for S=

2 {see Ref. l7).

netic intensity is very close to linear in the vicinity of TM.
For a three-dimensional ferromagnet we generally would
expect the magnetization to follow a power-law behavior
sufficiently close to the transition, with a critical exponent
p

I=Ipt ~, (7)

where t = 1 —T/T, is the reduced temperature. The ob-
served linearity of the intensity then implies P= —,, the
mean-field result. All the magnetic properties for this
material are in fact well represented by mean-field
theory, ' ' and the solid curve in the figure is just the
mean-field result for S=—,'. A detailed comparison of
such a model with the experimental observations has al-
ready been carried out by Ott et ah. ' We remark that,
from a pragmatic standpoint, the weak critical scattering
and the linear intensity with temperature make it relative-
ly straightforward to determine the magnetic ordering
temperatures for these holmium-rich materials, and this is
an important attribute when comparing the magnetic and
superconducting measurements for x & 1.

Above the magnetic phase transition there is of course
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. FIG. 4. (a) Diffraction data above the magnetic phase transi-
tion in zero applied field. The observed peaks are nuclear in ori-
gin. (b) Induced-moment diffraction data, obtained by subtract-
ing the zero-field data from the data measured in an applied
magnetic field of 5 T.
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Since the intensity is proportional to the square of the
magnetization as indicated in Eq. (3), we would expect the
magnetic intensity near T, to obey a relationship of the
form
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no spontaneously aligned magnetic moment, but a mo-
ment can be induced by applying a magnetic field. Dif-
fraction data are shown in Fig. 4 for a temperature of 8.0
K. In zero field only the nuclear peaks are evident as
shown in Fig. 4(a). Subtracting these data from the
scattering with 5 T applied yields the data shown in Fig.
4(b). It is quite evident that the intensities of the magnet-
ic peaks are much stronger than the nuclear intensities, as
is the case in the ordered magnetic state. For reflections
such as [1021 and [2011 we see that there is no magnetic
intensity, as expected, since F~ ——0. We also remark that
the intensities of the magnetic-impurity peaks (I) depend
on H. Measurements of the temperature dependence of
these intensities (in zero field) show that this magnetic
transition occurs at —19 K.

Figure 5(a) shows in detail that once again there is no

discernible magnetic contribution to I0011-type reflections
so that the magnetization is indeed highly anisotropic as
inferred from bulk magnetization measurements. Thus,
the magnetic field cannot induce an appreciable magnetic
moment perpendicular to the c axis for fields up to 7 T,
within the experimental sensitivity of 0.4pz. The field
dependence of the [101I peak is shown in the bottom half
of Fig. 5, where we see that 7 T is sufficient to nearly sat-
urate the intensity of this reflection. The value of the in-

duced moment is close to the value observed in the or-
dered state at low temperature. We remark that the
present technique has two advantages over conventional.
magnetization measurements in powders. Firstly, infor-
mation about the magnetic anisotropy can be obtained (in
systems with symmetry lower than cubic) both in the or-
dered as well as the paramagnetic state on powdered
specimens. In the fortunate case where the easy magnetic
axis coincides with a unique crystallographic axis the
magnetic structure in fact can be solved completely.
Secondly, the neutrons can distinguish between the mag-
netic properties of the phase of interest and any possible
magnetic impurities which might be present since the
Bragg peaks generally will occur at different scattering
angles. Thus, the measurements are usually easier to in-
terpret. A quantitative analysis of our field-dependent
data will be presented elsewhere. "

B. (Er~ „Ho„)Rh4$4

In this alloy series superconductivity appears for con-
centrations below the "multicritical" point of x, -0.9.
Figure 6 shows the bulk susceptibility and magnetization
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FIG. 5. (a) The [1101 and [002 1 magnetic peaks observed in
an applied field of 5 T. The absence of intensity at the [00l)-
type positions directly reveals the Ising-like magnetic character
of this system. (b) Observed intensity of the [1011 peak as a
function of H at 8.0 K.
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FIG. 6. Observed bulk susceptibility and neutron Bragg-peak
intensity for (Ero»Ho089)Rh4B4. The neutron data reveal a
transition to long-range ferromagnetic order at 5.56 K, which is

in good agreement with the magnetic transition temperature ob-

tained from the bulk susceptibility data extrapolated into the su-

perconducting region (dashed curve).
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data on a sample of x =0.89, which is slightly rich in Er
such that the system is superconducting over a small tem-
perature interval. The susceptibility shows the customary
A,-type anomaly indicative of a ferromagnetic transition
(for an Ising system), except that in the vicinity of T~ the
sample becomes superconducting. The magnetic phase
transition itself is masked in the bulk susceptibility mea-
surements by the diamagnetic response of the supercon-
ducting screening currents. The neutrons, on the other
hand, directly probe the atomic (4f ) magnetization-
through the magnetic contribution to the Bragg reflec-
tions and reveal the transition to long-range magnetic or-
der. The data show that the intensity is linear in the vi-
cinity of TM, indicative of the mean-field behavior of the
holmium system. This linearity allows an accurate deter-
mination of T~ ——5.56 K. This transition temperature
agrees very well with the T~ deduced from the suscepti-
bility measurements when they are extrapolated into the
superconducting region. One noteworthy point is that in
this particular sample the bulk susceptibility has a
minimum at T~, due to the superconductivity, rather
than a maximum. The results of Fig. 6 emphasize the
complementary nature of these two experimental tech-
niques.

Figure 7 shows the scattering at relatively small wave
vectors for this material, taken with a triple-axis spec-
trometer. In more conventional systems a strong peak as
a function of temperature will be evident in data of this
type, but the weak critical scattering produces no such
peak in the wave-vector-dependent susceptibility X(Q) for
this system for this range of Q. This is a further indica-
tion of the mean-field behavior of this material. We will
discuss this behavior in more detail when we present our

60—

50—
~E&0 I6HoQ84} R"4 B4

small-angle scattering data for the x =0.84 compound.
The Bragg-peak intensity and small-angle data show no

influence from the superconductivity, either in terms of a
reduction in the expected magnetization or in terms of
any hysteresis in the magnetization or susceptibility. The
data in fact suggest that magnetic order may coexist with
superconductivity over a limited interval of temperature,
and can be interpreted with the assumption that an inter-
nal magnetization develops in the superconducting state,
with the superconductivity being quenched when the
internal field becomes sufficiently large. The temperature
interval where the coexistence appears to occur, however,
is quite small for this alloy.

At a lower holmium concentration of x =0.84 the tern-
perature interval of superconductivity is larger as shown
in Fig. 8. The top part of the figure shows the measured
resistivity, and the bottom portion the ac susceptibility.
The superconducting transition temperatures derived
from these data are T, &

——5.95 K, and T, 2 4.95 K——. The
I101J Bragg-peak intensity, on the other hand, reveals a
magnetic transition temperature of 5.30 K as shown in
Fig. 9. The magnetic intensity is still linear in the vicinity
of T~, demonstrating the persistence of mean-field
behavior at this lower concentration. We have observed
no evidence for a reduction in the magnetization in the re-
gion where superconductivity is present, nor have we ob-
served any thermal-cycling effects either above or below
T,2, in contrast to the behavior clearly observed for
x =0.6. ' Again our data are consistent with the assump-
tion that an internal magnetization develops in the super-
conducting phase, and increases in amplitude to the point
where the superconductivity is quenched.
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FICx. 7. Small-angle neutron-scattering data taken with a
conventional triple-axis spectrometer for (Erp llHop89)Rh4B4.
The critical fluctuations in the system are quite weak, producing
no observable peak in the wave-vector-dependent susceptibility
X(Q)
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FIG. 8. (a) Resistivity and (b) bulk susceptibility for x =0.84.
The onset of superconductivity occurs at T, I ——5.95 K with a
reentrant transition at 4.95 K.
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sensitive detector shows a very sharply defined phase tran-
sition at (S.32+0.02) K, while the expanded scale reveals
that there are indeed weak critical fluctuations associated
with the transition. The sharp character of the transition
as evidenced in these data precludes the possibility of any
significant inhomogeneities in these samples. We also did
not observe any thermal hysteresis in the intensities.

The magnetic intensity as a function of the magnitude
of the wave vector Q is shown in Fig. 11 for several tem-
peratures. These data have been obtained by subtracting
the scattering at high temperature (10 K) from the intensi-
ty observed at the temperature indicated, and are directly
related to the wave-vector-dependent susceptibility X(Q)
since the inelasticity of the (critical) scattering should be

T {K)
FIG. 9. The j 101 j Bragg-peak intensity for

(Erp &6Hop 84)RhgB4. The transition to long-range magnetic or-
der occurs at 5.30 K, well inside the superconducting interval of
0.495~ T&0.595 K. The magnetic order appears to be fer-
romagnetic in nature within our experimental resolution of
0.003 A

An interesting question in this system is whether there
is an oscillatory magnetization such as has been observed
in the related systems HoMo6Ss and HoMo6Ses (and
ErRh4B4). One possible interpretation of the above re-
sults, for example, would be that the long-range magnetic
order is oscillatory in nature, but with a wavelength A,

which is too long to be resolved with conventional diffrac-
tion (i.e., A, & 300 A). Figure 10 shows some neutron data
taken with the small-angle neutron-scattering (SANS) in-
strument at NBS. A neutron wavelength of 6.25 A was
employed in the "high-resolution" mode. The total in-
tensity measured on the two-dimensional position-
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FIG. 10. Total intensity of the two-dimensional position-
sensitive detector as a function of temperature, showing the
sharp onset of scattering at TM for (Erp &6Hop 84)RhqB4. The ex-
panded scale shows that there is a weak critical component, to
the scattering as well.
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FIG. 11. (a) Intensity of the small-angle scattering at several
wave vectors Q above the magnetic phase transition TM. Note
that there is an indication that the scattering at the smallest
wave vectors is reduced below T, &. (b) Inverse intensity as a
function of Q below TM. The linear behavior indicates that the
scattering originates from variations in the magnetization densi-
ty in real space which are very large compared to I/Q.
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small compared to the incident neutron energy. The top
portion of the figure indicates that above the magnetic
phase transition the critical scattering is quite weak and
the range of the magnetic correlations is short. We re-
mark that in the superconducting state the susceptibility
X(Q) may be modified due to screening of the magnetic
fluctuations by the supercurrents. Such screening
should become important for length scales of the order of
or larger than the London penetration depth iLL, (typically
—10 A) so that the effects of superconductivity on the
paramagnetic fluctuations should be evident for
Q (1/A, l. . For the present system AL, is not known, but
we note that the intensity at the smallest wave vectors
does in fact decrease below T, I rather than increase in in-
tensity as expected when approaching the transition. This
is an important observation because it would be a direct
confirmation of the theoretical foundations on which
most theories of these systems are based. The statistical
uncertainties in the present case are quite large, however,
due to the strong metallurgical scattering from these
powdered specimens. It is also at the small-Q limit of the
spectrometer. Consequently these results can be taken
only as suggestive at present, not definitive.

The data below T~ are shown in the lower half of Fig.
1 1 . We see that the scattering is in good agreement with
the assumption that the intensity obeys a relation of the
Porod form

~( A (T)

where A(T) is a temperature-dependent amplitude. This
general dependence on Q is customary for scattering from
objects whose spatial extent is much larger than the in-
verse wave-vector range of interest. ' Thus, the most
likely interpretation of our data below T~ is that the
scattering originates from domains (or domain walls)
whose average size is much larger than 1/Q-250 A.
Another possibility, however, is that the system has
developed an oscillatory magnetic state, but with a wave-
length which is out of the range of our observations. We
remark that there is no evidence for an oscillatory com-
ponent within the acc'essible range of Q, and there is no
evidence for any thermal-hysteresis effects such as have
been observed in some related systems.

The lowest concentration sample we have studied is
x =0.75, where we observed a T, , of 6.3 K and a reen-
trant transition of 4.1 K. The I 101 I Bragg-peak intensity
is shown in Fig. 12. Below T, 2 there is a temperature in-
terval where the intensity is linear as observed at larger x,
and extrapolating these data to higher temperatures
(dashed line) yields an expected magnetic transition tem-
perature of -4.75 K. In the superconducting region,
however, there is a clear reduction in the intensity as well
as an apparent rounding similar to the "smearing" ob-
served in ErRh484. This "smearing" makes it more diffi-
cult to pinpoint the actual transition temperature, but it is
certainly between 4.6 and 4.7 K. Thus, the observed T~
is well above T, 2 in this case. We also remark that we
have observed no thermal-cycling effects; the data are
completely reproducible on warming and cooling. A simi-
lar reduction in the magnetization has been observed ' at
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FIG. 12. Temperature dependence of the [101I Bragg peak

for x =0.75, showing a clear anomaly in the magnetization in
the region where superconductivity ' exists. However, no hys-
teresis in the magnetization or susceptibility is observed.

x =0.6, but the magnetic transition appeared sharper in
that case, with T~ coinciding with a spike in the heat
capacity suggesting that TM ——T,2 ~ In addition, thermal-
cycling effects were observed in that case, but only below
TQ

IV. DISCUSSION

A. Mean-field behavior of HoRh48q

Our field-dependent measurements demonstrate that
the holmium moments are locked along the (unique)
tetragonal axis so that the magnetic properties at low tem-
peratures should be well described by an Ising Hamiltoni-
an in three spatial dimensions (d =3). For the usual case
of short-range exchange interactions, the upper marginal
dimensionality d ', above which the mean-field descrip-
tion of the critical phenomena is valid, is four. Conse-
quently we might expect conventional critical behavior
with nonclassical exponents. In the low-temperature
ferromagnets of present interest, however, dipolar interac-
tions undoubtedly will be important, and the presence of
such long-range interactions can qualitatively change the
nature of the transition. ' In particular for an Ising fer-
romagnetic with dipole interactions only the upper-
marginal dimensionality is reduced to d =3, in which
case we expect only logarithmic corrections to the mean-
field results. We remark at the outset of this discussion
that it will be difficult to make any detailed comparisons
of our data with theory since we obtain only crystallo-
graphically averaged data on these powders. Rather, we
adopt the more modest goal of discussing the possible ori-
gin of the mean-field-like behavior which has been ob-
served in this system. To this end we wi11 briefly review
the theoretical expectations for Ising dipolar ferromag-
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nets, and then compare the observed behavior with
the experimental data on related systems such as LiTbF4
where detailed observations of the critical phenomena
have been made on single-crystal specimens.

At the marginal dimensionality d =d calculations of
critical phenomena can be carried out very accurately
since they do not have to rely on techniques such as e or
1/n expansions. For a dipolar-coupled Ising ferromagnet
the critical behavior should be given by the mean-field
predictions multiplied by logarithmic factors. ' For ex-
ample, the magnetization is expected to follow

M=Bt'
i

1nt
i

' (9)

(with 8 a critical amplitude) rather than the more cus-
tomary power-law behavior given by Eq. (6) (with P= —,).
In the more general case where both dipolar and exchange
contributions must be considered, we expect a crossover
from three-dimensional Ising to dipolar behavior as the
critical temperature is approached. This crossover occurs
when

(10)

where gp~ is the magnetic moment per spin, a is the (cu-
bic) lattice parameter, J is the (isotropic) exchange con-
stant, and P is the crossover exponent. This crossover in
characteristic behavior will occur for all ferromagnets suf-
ficiently close to the transition, but the dipolar effects
play a much more important role in materials where the
exchange coupling is weak.

These theoretical ideas have been tested in detail for a
number of materials. In LiTbF&, for example, the (anti-
ferromagnetic) exchange interactions are only 25% of the
dipolar contributions (p, =8.9pz ), leading to a fer-
romagnetic phase transition with T, =2.87 K. Of partic-
ular relevance to the present discussion are the following
points. The first is that the neutron-scattering measure-
ments ' determined a critical exponent P=0.45, close to
the mean-field value. Indeed the presence of the logarith-
mic correction terms could only be determined with very
precise measurements. Secondly, the critical fluctua-
tions were found to be very weak in amplitude (and highly
anisotropic).

To estimate the ratio of dipolar-to-exchange energies
for HoRh48q, we first calculate the dipole energy. For
two spins a distance r apart, the energy of interaction is

although the dipole energy alone is certainly not sufficient
to explain the observed transition temperature of 6.5 K.
We thus assume that the additional ferromagnetic energy
needed is of exchange origin. From mean-field theory we
obtain the estimate J=3TM'"'l[5S(S+ 1)]= 1.59 K,
where S= —, and 5= 12 is the (approximate) number of
nearest neighbors. Finally, from Eq. (10) we can then es-
timate the dipolar crossover g as 2.4. We therefore con-
clude that the observed mean-field behavior, at least in the
critical region, originates from the dipolar interactions in
HoRhq84. The same estimate for LiTbF4 gives g —16 so
that dipolar effects completely dominate in this "ideal"
dipolar material. For an exchange-dominated system like
iron, on the other hand, we have g -0.002.

Note that we need to assume a ferromagnetic exchange
interaction for HoRh484 in order to explain the observed
transition temperature, whereas in LiTbF4 the (measured)
exchange is negative. The importance of the exchange in-
teraction in determining T~ is exemplified by the results
for Ho(Rh, „Ir„)484,where TM is found to decrease rap-
idly with increasing x and the magnetic structure becomes
antiferromagnetic for sufficiently large x. The dipolar
interactions for this alloy of course should be independent
of x if we assume that the crystal-field ground state is not
disturbed by the randomness introduced on the Rh sublat-
tice.

One final comment concerns the observed mean-field
behavior for the magnetization of HoRh48& over the full
temperature range as shown in Fig. 3 (and Ref. 17). In
LiTbF4 the comparison is less satisfactory, which opens
the question of the range and nature of the nondipolar in-
teractions in these magnetic superconductors. In the com-
position region below x, the magnetic-superconducting
coupling may be quite long in range as the system tries to
order, since both the exchange as well as the electromag-
netic interactions are coupled, and the length scales for
the superconducting state (the London penetration depth
and the coherence length g) are large. Indeed, for the su-
perconducting transition itself the natural length scales in-
volved lead to mean-field behavior for properties such as
the specific heat. Of course for x &x, the superconduct-
ing state is suppressed, but the propensity to be a super-
conductor is still present and it may be necessary to in-
corporate these energetics (and electronic length scales) to
obtain a full understanding of these systems. Precise mea-
surements on single-crystal specimens will be needed to
unravel the details of these various interactions

E=0.6229Pz

where z is the distance along the Ising axis. The numeri-
cal constant has been chosen such that if p, is in Bohr
magnetons, z and r in angstroms, then E is in degrees
Kelvin. For nearest-neighbor moments in HoRh484 we
have E=—0.00205p, = —0.205 K, assuming that each
moment is 10pz. (For LiTbF4 we have E= —0.533 K.)

To calculate the total magnetic contribution for any par-
ticular spin we sum Eq. (11) over all other spins in the
system, which yields E= —0.859 K. The dipole energy
needed to reverse a spin is then twice this value. Clearly
the dipolar effects will be quite important in this material

A summary of the transition temperatures and ordered
magnetic moments for our samples is given in Table I.
When the magnetic order develops, we see that there is a
region of temperature where superconductivity is main-
tained for x &x„with the interval of coexistence increas-
ing with decreasing x. In comparing the transition tem-
peratures measured with neutrons and bulk measure-
ments, it is clearly essential to take the data on identical
samples. It is also essential to establish the accuracy of
the temperature scales for the two measurements in order
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TABLE I. Measured transition temperatures for the various
alloys investigated. The low-temperature magnetic moment is
calculated per Ho ion, while the average moment at T,2 is calcu-
lated per formula unit so that it is directly related to the mag-
netization density.

1.0
0.89
0.84
0.75

~c1
(K)

5.71
5.95
6.44

Tc2
(K)

5.33
4.95
4.07

6.47
5.56
5.33
4.75

p(T=0)
(p~)

8.58
8.76
7.6
8.3

p(T= T,2)

(pg)

2.2
2.5
3.4

For the sake of this estimate we choose to use the mea-

to effect a reliable comparison. For the pure holmium
compound we found that the magnetic transition deter-
mined from susceptibility agreed with the neutron mea-
surements within the combined experimental errors of
-0.03 K. In addition, the helium bath provides an inter-
national standard for thermometry in this temperature
range. Consequently, we believe our temperature mea-
surements should be accurate on an absolute scale to
about +0.02 K over the entire temperature range of in-
terest. The measured differences between the reentrant
superconducting transitions and the magnetic transition
temperatures, on the other hand, are as large as 0.68 K.
Thus, it is impossible to attribute these large differences in

transition temperatures to discrepancies in thermometry.
Theoretically, coexistence of pure ferromagnetism and

superconducting is not expected to be possible so that we

expect any ordered magnetic state to be nonuniform on
some length scale. In the three related compounds
ErRh4B4, HoMo6S8, and HoMo6Ses, a sinusoidal magnetic
state in fact is found to coexist with superconductivity
with a characteristic wavelength A,M of the magnetic order
parameter of —10 A. In the present alloy one possible
explanation for our experimental results is that A~ is con-
siderably larger than 10 A, and hence is outside our ex-
perimental range. We can make an estimate of q, for the
present system by assuming that the magnetic stiffness
parameter y ~ TM and the (zero-temperature) London
penetration depth A,i '~ 1/T, ~. Then the theoretical rela
tion ' suggests that

1/2

(12)

sured parameters for HoMo6S8 since this material has a
(similar) saturated magnetic moment of p, (0)=9 ps, and
it has the unique crystallographic axis as the preferred
magnetic direction; we have T, I ——1.8 K, TM ——0.7 K, and
q, =0.03 A '. Scaling these values via Eq. (12) then
yields for x-x, a q, -0.005 A ' at low temperatures,
which is just in the range of accessible wave vectors.
However, near T, &

A,L should be strongly temperature
dependent, with 1/A, L, ~O as T~T, 2. Thus, we would
expect the actual q, to be considerably smaller than this
estimate, and hence out of the range of our experimental
limit of -0.003 A . An alternate possibility is that a
vortex lattice has formed spontaneously in the supercon-
ductivity region, with a periodicity which is again beyond
the present limits of measurements. Clearly data at small-
er q could be illuminating. We remark that these oscilla-
tory magnetic states are considerably shorter in wave-
length, and physically are fundamentally different, than
the typical formation of periodic domain walls. '

Finally we compare our results with those at lower hol-
mium concentrations, where a distinct peak in the specific
heat has been observed at T~. As we approach x, the
anomaly in T~ and the spike in C„become smaller, and
they may rapidly reduce in size when TM (x )~T, ~(x ) and
x~x, . This region in (x, T) is characterized by a strong
variation in A,l, which may alter the balance of energies
near x, and produce different physical behavior, particu-
larly with regard to possible modulated magnetic states.
For example, as x ~x, conventional ferromagnetic
domains (where the domain walls are possibly supercon-
ducting" ) and the sinumagnetic-superconducting states
may not be distinct. Present samples and experimental
techniques are not adequate to address these questions at
the moment, but they should prove to be interesting areas
of endeavor in the future.
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