PHYSICAL REVIEW B

VOLUME 31, NUMBER 9

1 MAY 1985

Josephson-junction arrays in transverse magnetic fields:
Ground states and critical currents

Thomas C. Halsey™*
Department of Physics, Harvard University, Cambridge, Massachusetts 02138
(Received 23 July 1984)

Josephson-junction arrays in transverse magnetic fields are most simply described by uniformly
frustrated XY models. Frustration in these models is parametrized by f, the ratio of the magnetic
flux through one cell of the array to the magnetic flux quantum. We propose a quasi-one-
dimensional structure for the ground states of these models, valid for —;' <f< —} The energies and
zero-temperature critical currents for this structure can be calculated exactly. For rational f=p /q,
energies and critical currents are functions of g only; for irrational f, they are independent of f.
Numerical calculations of the ground-state form agree with this quasi-one-dimensional conjecture

for several f in the range % <f< %

I. INTRODUCTION

Rarely in physics does the rationality of a dimension-
less external parameter play any role in determining the
behavior of a system. Josephson-junction arrays in trans-
verse magnetic fields offer an example of just such a sys-
tem, the dimensionless parameter whose rationality plays
a key role being the magnetic flux piercing a unit cell of
the array in units of the magnetic flux quantum. These
arrays are a realization of uniformly frustrated lattice spin
models, and present a host of new problems in statistical
physics. In this study we will focus upon the T =0 prop-
erties of these models in the classical limit, discussing in
particular a conjectural form for the ground state and its
consequences for ground-state energies and T =0 critical
currents.

Consider a two-dimensional square lattice of supercon-
ducting islands in the presence of a magnetic field perpen-
dicular to the plane of the lattice (see Fig. 1). Assume
that each island is proximity coupled to its four nearest
neighbors. The Hamiltonian of this system will be

H=—-J E cos(@,- "ej"'Aij) ,
(ij)
where 6; denotes the phase of the superconducting order
parameter at the ith island or site, and 4;; is proportional
to the line integral of the vector potential A between the
ith and the jth sites,

2e J
Ay=%- [ Aal.

This Hamiltonian is a sum of the Josephson coupling
energies between the neighboring islands; 6; —6; —4;; is
the gauge-invariant phase difference between the super-
conducting order parameter on the ith and on the jth site.
In general, J will be a function of the magnetic field and
of the temperature. We require that

P .

(1.1

(1.2)

i.e., that the directed sum of the 4,; about each plaquette
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be a constant, which is proportional to the magnetic flux
piercing the plaquette in units of the magnetic flux quan-
tum,

2af =2wHa%/®d, , (1.4)

where a is the lattice constant of the array. It is easy to
show that the properties of these Hamiltonians are invari-
ant under f—f +1 and under f— — f; we need therefore
only consider f in the range 0< f < 5.

Throughout the following we will assume that the A4;;
are quenched in by an external magnetic field. This corre-
sponds to taking the limit of infinite London penetration
depth for the array. In this limit the magnetic field must
penetrate the array homogeneously, in contrast to the case
of type-II superconductivity in bulk samples, in which the
magnetic field penetrates entirely within Abrikosov flux
tubes.! In the real systems that have been studied experi-
mentally, the penetration depth is the same order of mag-
nitude as the size of the system; so that taking the limit
Ar— oo is a reasonable approximation.?3

These models are related via a Villain transformation to
a class of lattice plasma models of the form
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FIG. 1. Schematic representation of a square lattice of
Josephson junctions (indicated by crosses). The magnetic field is
perpendicular to the plane of paper.

5728 ©1985 The American Physical Society



31 JOSEPHSON-JUNCTION ARRAYS IN TRANSVERSE MAGNETIC FIELDS: ...

H=—7nJ] 3 [mr+fIGr—rm(r)+f], (15

rr'

with G(r —¢')—>In|r—r'| as |r—r'| > and the
charges m (r) restricted to integral values.* The average
value of the plasma charges over the entire lattice is con-
strained to equal f. g

The continuum version of these arrays is a two-
dimensional superconducting film in a transverse magnet-
ic field. The ground state of this system is a triangular
lattice of logarithmically interacting vortices in the phase
field of the superconducting order parameter.’ It is topo-
logically necessary for these vortices to possess small core
regions in which the film is actually in the normal state.
The positions of these normal cores are gauge invariant.
These vortices should not be confused with the charges of
(1.5), which are defined within a transformed model.

Because most of the surface area of the array is taken
up by normal regions, there are no vortex cores.® The
only physically meaningful quantities are the gauge-
invariant phase differences between the various sites. It is
thus possible, and even convenient, to eschew the discus-
sion of vortices and concentrate instead upon these phase
differences. This will be our strategy.

At the value of f =0 this model is the classical XY
model on a square lattice, a model whose properties are
quite well understood.” At f =+ the model is equivalent
to the fully-frustrated XY model, which was introduced
by Villain and has been studied by Teitel and Jayaprakash
and by this author.®~!° The antiferromagnetic XY model
on a triangular lattice is a variant of this fully-frustrated
XY model; this system has been studied numerically by a
number of investigators.!!

One approach to the model for general f is to linearize
in the superconducting order parameter, allowing its am-
plitude and phase to vary from site to site. In this ap-
proximation, which is a modification of Abrikosov’s
mean-field theory of type-II superconductivity, the array
problem is reduced to the determination of the spectrum
of a tight-binding Bloch electron in a magnetic field. This
problem has been the subject of much recent work, not-
ably that of Hofstadter.”> This question reduces to the
analysis of the properties of Harper’s equation for a wave
function ¢¥(m) defined on the integers,

PY(m +1)+yP(m —1)+[2cos(2rmf —v)—elP(m)=0 .
(1.6)

These properties depend strongly upon the rationality
of f. The application of this linearized approximation to
the physics of superconducting arrays has been pursued
by Rammal et al. and by Shih and Stroud.'>'* However,
since the collective effects in the real arrays occur at tem-
peratures well below the temperature of the resistive tran-
sition in the superconducting islands, fluctuations in the
amplitude of the superconducting order parameter will be
well suppressed in this regime of interest.>* We thus be-
lieve that the linearized approximation is highly unrealis-
tic in the case of the real arrays. Such an approximation
should be more useful in the study of three-dimensional
arrays. :

Teitel and Jayaprakash have conducted an extensive nu-
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merical study of the properties of the model (1.1)."* They
have found the ground state and zero-temperature critical
currents at several low-order rational f, and have also of-
fered interesting speculations on the general behavior of
the model as a function of the rationality of f. They sug-
gest that the zero-temperature critical currents obey a
bound of the form
i(f=p/q) < el )] , %)
fig
where |€y(f)| is the absolute value of the ground-state
energy per site.

There has also been considerable experimental interest
in these arrays. Tinkham et al. and Webb et al. have re-
ported resistance variation as a function of H which
shows some structure at values of H corresponding to
low-order rational values of f.>> Pannetier et al. have re-
ported similar results on the related system of an array of
thin superconducting wires.!® Kimhi et al. have also re-
ported magnetoresistance studies.!’ :

We restrict ourselves to the zero-temperature properties
of the array, and to the classical limit. This corresponds
to assuming that the capacitance of the junctions is infin-
ite. We will explore the consequences of a simple, physi-
cally motivated assumption concerning the nature of the
ground states, namely, that they are quasi one dimensional
in character.

A ground state, or indeed any state, of the array may be
specified by specifying the gauge-invariant phase differ-
ence across every junction of the array. Note, however,
that not every conceivable set of phase differences corre-
sponds to an actual state of the array, as the sum of the
phase differences around each plaquette is constrained by

S (6;—6; — 4;))=2mf (mod2r) . (1.8)
p

The junctions of the array may be uniquely assigned to
“staircases” which run perpendicularly to one of the diag-
onals of the array. These staircases each contain an infin-
ite number of alternately horizontal and vertical bonds
(see Fig. 2). The type of quasi-one-dimensional state to
which we refer is one in which the gauge-invariant phase
differences across all junctions on the same staircase are
identical. To characterize the phase differences across all

FIG. 2. Partition of the junctions of the square lattice into
““staircases.”
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junctions in the array it is necessary in this type of state to
characterize only the phase difference for each staircase.
These states are an array version of the type of striped
phase common to many commensurate-incommensurate
problems. If one assumes that the ground states exhibit
this staircase form, then it is possible to determine their
structure exactly.

These states are local minima of the Hamiltonian for all
values of f, and reduce to the known ground states at
f=0 and at f =%. Their properties are strongly depen-
dent upon the rationality of f. If f is rational, f=p/q,
then the phase differences in these ground states are spa-
tially periodic with a g X g unit cell. If f is irrational, the
phase differences do not possess such a spatial periodicity.
The staircase-state energies can be calculated exactly. For
f =p/q, the energy per site is given by

e(f=p/q)=—(2J /q)csc(7/2q) , (1.9a)
while for irrational f,
e=—4J /7, (1.9b)

which is the limit of (1.9a) as ¢— o0.

This assumption about the form of the ground state can
also be exploited to determine zero-temperature critical
currents. These critical currents are quite anisotropic,
that is, dependent upon direction within the array. In the
diagonal direction perpendicular to the quasi-one-
dimensional modulation, the [I1] lattice direction, the
critical currents have a particularly simple form. For ra-
tional f =p/q,

icl(f =p/q, T:O)=éic“_‘](f=0, T—=0), (1.10a)
while for irrational f,
ie"(T =0)=0, (1.10b)

so that at irrational f it is impossible for current to flow
without dissipation in the array.

We have verified numerically that the actual ground
states are of the staircase form at f=+, 3, 3, and 2.
There are heuristic reasons for believing that the true
ground state may be of the staircase form for numerous f
satisfying + < f < +; we do not, however, believe that the
staircase form gives the true ground state for all such
values of f.

Several effects present in real experimental systems
have been neglected in this analysis. Chief among these
are the finite size of the experimental arrays, their finite
London penetration depth, the finite capacitance of the
junctions, and the inhomogeneity in the coupling con-
stants and in the sizes of the array cells. It is impossible
to fix the magnetic field experimentally to equal any par-
ticular rational value. Therefore these effects may be im-
portant in allowing the observation of experimental conse-
quences of the proximity of the magnetic field to some
low-order rational f.

This paper is organized into four sections and four ap-
pendixes. Section I is the Introduction. Section II is a
discussion of the ground states in the charge model (1.5).
While no calculations are performed, the physical motiva-

tion for the postulation of a quasi-one-dimensional form
for the ground states is developed in detail. In Sec. III the
nature of the ground states of the original phase model
(1.1) is explored. An exact quasi-one-dimensional form
for the putative ground states is derived, and the ground-
state energies (1.9) are calculated for all such states. In
Sec. IV we discuss the critical currents following from
these states, deriving (1.10) and displaying numerical cal-
culations of critical current anisotropies.

Several more technical discussions are relegated to ap-
pendixes. Appendix A examines in detail the relationship
between the charge model (1.5) and the original phase
model (1.1). Appendix A should be read in parallel with
Sec. II. In Appendix B the stability of the states discussed
in Sec. IIl is demonstrated, and certain instabilities
relevant to the critical current discussion of Sec. IV are
displayed. Appendix C discusses some properties of these
quasi-one-dimensional states that may be simply generat-
ed from the continued fraction representation for f. In
Appendix D the details of the numerical calculations are
presented, both of the ground-state verification and of the
calculation of the critical current anisotropy.

II. GROUND STATES OF THE CHARGE MODEL

We will find it instructive to consider the nature of the
ground states of the charge model introduced in Sec. I
above.

This model describes the statistical mechanics of a set
of lattice integral charges interacting logarithmically with
one another and with a constant uniform background
field f. The Hamiltonian is given by (1.5),

H=—7J] 3 [m ) +f1G(r —r)[m(r')+f]

rr
with
G(r—r')=In|r—r'| as |r—r'| > .

The positions of the charges m (r) are the centers of the
plaquettes of the phase model (1.1). The allowed charge
configurations {m(r)} are constrained by global charge
neutrality. This is shown in Appendix A. This condition
can only be satisfied for a finite-volume system if f is ra-
tional, although for f irrational it may be true as a limit-
ing statement as the volume of the system becomes arbi-
trarily large.

As we restrict our attention to the cases where
0<f< %, and to a determination of the ground state of
(1.5), we will assume that it is only necessary to consider
the possibilities m (r)=0,—1. Crudely speaking, the
ground state of (1.5) will be that state which most success-
fully minimizes local charge fluctuations, the state in
which compact regions possess a charge > [m (r)+f]
that as closely approximates zero as possible.

At the value of f = —;— the ground state of this system is
the “checkerboard” state exhibited in Fig. 3. This state is
a square lattice of (— 1) charges with a lattice constant of
V2 X a, where a is the lattice constant of the array. The
density of these charges is thus +, in accordance with the
charge neutrality condition. This state displays a Z, bro-
ken symmetry (here denoted a “chiral” symmetry—in the
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FIG. 3. Section of the f =% charge model ground state
displaying the V2x V2 “checkerboard” structure of —1
charges.

phase model this symmetry is related to the sense of
current circulation about elementary plaquettes) according
to which of the two possible V23X V2 superlattices is
chosen by the charges.

The f =+ state has two distinct sorts of thermal excita-
tions.®? Interstitial-vacancy pairs may be excited from
the V2 X V2 superlattice [see Fig. 4(a)]; these pairs will
interact logarithmically at sufficiently low temperatures.
These interstitial-vacancy pairs do not disrupt the long-

X X X X
X X

X X X
X

X X X

X X X
X

X X X X
X

X X X

(b)

FIG. 4. (a) Interstitial-vacancy pair superimposed on the
=% ground state. (b) Domain wall separating regions of dif-
ferent chirality at f = %
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range chiral ordering of the charge superlattice. Domain
walls may also be excited; these domain walls separate re-
gions of differing chirality [see Fig. 4(b)]. The excitation
of arbitrarily long domain walls will disrupt the long-
range chiral ordering.

These domain walls have a significant and peculiar
property: corners of domain walls possess a net charge of
i%. This is most easily seen by averaging at each vertex
where four plaquettes meet the charge of the neighboring
four sites with the value of the background field f, as in
Fig. 5. At vertices coinciding with the corners of domain
walls, there will be either three charges or one charge on
the neighboring four plaquettes, depending upon the pre-
cise configuration of the domain wall. Thus at these ver-
tices, the average charge will be ++. Along a closed
domain wall these fractional charges must sum to an in-
teger. This is possible because closed domain walls always
possess an even number of corners. These fractional
charges are important in determining the finite-
temperature properties of the f =+ model.!°

In the neighborhood of f=7, in particular for
f =+ —¢€, the ground state should locally appear very
similar to the checkerboard f =5 state. At longer length
scales, however, there must be some breakdown of this
state due to the fact that the average value of m (r) does
not equal — 5, because of the charge neutrality condition.
Thus defects must be introduced into the f =+ state so
that its average density of charges falls below +.

This breakdown of the f =+ state may occur in two
ways (or in some combination of two ways). An appropri-
ate number of the charges in the V2X V2 superlattice
could be removed without a destruction of the long-range
chiral ordering, these vacancies would presumably form
some sort of square or triangular superlattice of their
own. If f=—(m(r)) =+ —e¢, the lattice constant of this
superlattice of vacancies (which is a superlattice on top of
the original f =+Vv2X V2 superlattice) will be of order
€~!72, One such possible superlattice of vacancies is illus-
trated in Fig. 6(a) for the case f = 3.

There is a second possibility. The local checkerboard
structure may be preserved while insuring that
—{m(r)) =+ —e€ by introducing a structure of domains
of alternating chirality. These structures exploit the fact
that domain-wall corners have a net charge of +4 with

1
*+2

1 1
2 *+3

FIG. S; Average charge of the plaquettes surrounding this
vertex is [4(5)+2(—1)]=0.
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FIG. 6. (a) Conceivable form for the f =% ground state: a
“superlattice of vacancies.” (b) Another conceivable form for
the f = % ground state: a striped array of domain walls.

respect to the f =+ state. An appropriately configured
domain wall will thus have net charge per unit length.
The simplest such domain wall is a diagonal domain wall,
inclined at an angle of 45° with respect to the underlying
square lattice (such a domain wall i\jparallel to one of the
simplest lattice vectors of the V2XV2 superlattice).
Such a domain wall is illustrated in Fig. 7. The V2XV2
superlattices have been displaced by an underlying lattice
constant a relative to one another. Restricting ourselves
only to a consideration of such diagonal domain walls,
there are still many possible ways of arranging such walls
relative to one another. The simplest possibility is the ar-
rangement of all walls parallel to one another to form a
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AA

4 X X

FIG. 7. Diagonal domain wall carrying net charge per unit
length.

striped state. This possibility is shown in Fig. 6(b) for the
case of f ==. An advantage of such a striped phase over
other configurations is that since the charge is removed in
+ integral units rather than in integral units, local charge
fluctuations will be less pronounced.

Although it is possible to construct these diagonally
varying quasi-one-dimensional states for any value of f,
this procedure can only be interpreted as an insertion of
defects into the f=+ state for f>+. At f=7, a
domain wall has been introduced between every neighbor-
ing pair of diagonal lines of charges (see Fig. 8). Indeed,
although we find below that the preferred quasi-one-
dimensional states are local minima of the Hamiltonian
(1.1) for all values of f, they do not appear to be global
minima for f <+. The published numerical work of
Teitel and Jayaprakash shows diagonally varying charge
model ground states at f =%, %, %, and %, all values of
f >+, and nondiagonally varying ground states of f =+,

1 1 1 1 3
+, %, and +, all values of f < .!>18

II1. GROUND STATES OF THE PHASE MODEL:
THE STAIRCASE STATE

We have argued above that the ground states in the
charge model (1.5) for glg f g% may have a striped,

X

X
FIG. 8. Striped array of domain walls at f = %
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quasi-one-dimensional character. In this section we ex-
plore the consequences of assuming that the ground states
in the phase model (1.1) have this character (in a sense to
be defined precisely below).

The condition that a particular set of phases {6;} be an
extremum of the Hamiltonian (1.1) implies that

E,Sin(et—Oj:——A,]/)=O Py (3.1)
J

for all i/, where the sum is over nearest neighbors to i.
The sine of the gauge-invariant phase difference across a
Josephson junction is proportional to the supercurrent
flowing through the junction. Equation (3.1) therefore
states that an extremum of the Hamiltonian is a state in
which supercurrent is conserved at every site of the array.
This is Kirchhoff’s law for supercurrent. The currents
flowing in the ground state of f =+ are shown in Fig. 9.
The magnitudes of all of these currents are equal, and cor-
respond to gauge-invariant phase differences of +7/4.}
The arrows indicate the directions in which the currents
flow. It is clear by inspection that current is conserved at
each site.

The relationship between the correlation functions in
the charge model and in the phase model is complicated,
and it is difficult to extract quantitative information from
this relationship. However, it is shown in Appendix A
that the symmetry properties of the ground states of the
two models can be related, so that if the ground state in
the charge model is symmetric about some axis, then the
energies of the junctions, or bonds, in the phase model
ground state must also be symmetric about that axis.

The quasi-one-dimensional states of the charge model
discussed above possess a family of symmetry axes. All
diagonal axes perpendicular to the domain walls are axes
of reflection symmetry of these states, provided that they
are axes of reflection symmetry of the underlying lattice.

Imagine that a diagonal axis of symmetry passes
through a particular site in the phase model, say in the
northeast-southwest direction. Thus, as in Fig. 10(a), we
see that the discussion above implies that the energies of

~ 4 N A
Cd - P Y
A Y AF Y A
<. N~ <. -
- .l - r 2
N
4 A Y A Y
> < > <
. \
A \ A ¢ A
< > < >
A2 A Y A Y
N <. N <.
> - " )

FIG. 9. Orientation of the currents in the f = % ground state.
The magnitudes of all currents are the same.

¥

(b)

FIG. 10. (a) If the dashed line is an axis of reflection symme-
try, then the energies of the N and E bonds must be the same, as
must be the energies of S and W bonds. (b) If current is con-
served at this site, the bond currents must flow in the sense indi-
cated, though the arrows on the NE pair could be reversed with
respect to those on the SW pair.

the bonds to the north and to the east of this site must be
identical to one another, as must be the energies to the
south and to the west of this site. There is no relationship
imposed by this symmetry between the northern and
eastern energies, on the one hand, and the southern and
western energies, on the other. The coupling energies are
proportional to the cosines of gauge-invariant phase
differences across those junctions; the currents flowing are
proportional to the sines of the gauge-invariant phase
differences. Thus the energies determine the magnitudes
but not the signs of the currents.

If the energies of northern and eastern bonds differ
from those of the southern and western bonds, then
current can only be conserved at this site if it is separately
conserved on the northern and eastern bonds considered in
isolation and on the southern and western bonds con-
sidered in isolation. Thus the current entering the site
along the northern bond will be identical to that leaving
the site along the eastern bond, and the, in general dif-
ferent, current entering the site along the southern bond
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will be identical to that leaving the site along the western
bond. This is illustrated in Fig. 10(b). In general, this is
the only possibility that is consistent with both a diagonal
symmetry axis and current conservation, as it can be
shown that (except at f =0, ) there are no configurations
of phases {6;} such that the energies of all bonds in the
lattice are identical.

It is elementary to extend this argument to the entire
lattice using the family of diagonal axes of symmetry.
The conclusion is that quasi-one-dimensional phase model
states that are extrema of the Hamiltonian (1.1) must con-
sist of adjoining staircases of current (see Fig. 11). Each
staircase consists of alternate horizontal and vertical steps;
staircases do not terminate save at the boundaries of the
system. Along each staircase the magnitude and the sign
of the current remain constant. We have not yet intro-
duced any restrictions upon the magnitudes or relative
signs of the currents flowing upon neighboring staircases.

Such a state will automatically conserve current. Each
staircase enters and then leaves a site once. As remarked
above, however, the model (1.1) is defined not in terms of

currents on bonds but in terms of phases on sites. This in- -

troduces a large set of constraints on the possible current
configurations, so that it is not immediately obvious that
such a staircase state could even exist. A simple calcula-
tion shows that staircase states can exist, and determines
the conditions satisfied by currents on neighboring stair-
cases.

We can conveniently choose the Landau gauge for the
A;j. In this gauge the A4;; on all horizontal bonds are
zero, while the A4;; on the vertical bonds are a function
only of horizontal position A4 (m), so that

A(m)=2mfm , (3.2)
satisfying

> Ay=2rf,

P

where horizontal distance is measured in units of the lat-
tice constant a.

Consider two adjacent rows of the square lattice (see
Fig. 12). If these rows are a section of a state of the stair-
case form, then the currents flowing within one row will
be identical to those flowing within the other row, al-

ST

FIG. 11. Staircase form of the current flow. Each staircase
extends to the boundaries of the system in both directions.
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6,+a Gr*a --- §q+c¢
FIG. 12. Phases in two adjacent rows of a staircase state in
Landau gauge.

though displaced by one lattice constant. Because we are
using the Landau gauge, the gauge-invariant phase differ-
ences within the rows are the same as the naive phase
differences. Thus if the phases of the sites in the top row
are 6(m), then the phases of the sites in the bottom row
must be 8(m —1)+a, where a is constant along the entire
bottom row. The staircase form further implies that the
currents on the vertical bonds are the same as the currents
flowing on the appropriate horizontal bonds. Specifically,
this requirement is that

sin[6(m —1)—8(m)]

=sin{6(m)—[6(m —D+4a]-2mfm}, (3.3

or that
(m —1)—0(m)=0(m)—[6(m —1)+a]l—27fm + 27k ,
(3.4)

where k is an integer. This equation has two solutions of
interest,

0(m)—6(m —1)=mfm +a/2 (3.52)

or

O(m)—6(m —)=mfm+a/2—1 . (3.5b)

Choosing the answer so that
—7/2<0(m)—0(m —1)<7/2,

we obtain

6(m)—60(m —1)=mfm +(a/2)—mnint] fm +(a/27)] ,

(3.6)

where nint is the nearest integer function; nint(x) is the
integer part of x +(5). We will discuss in Sec. IV the
justification for requiring that

—7/2<0(m)—8(m —1)<7/2 .

The construction developed above for two rows can be
easily extended to the entire lattice. If the row is indexed
by n then

0(m,n)=0(m +n)—na-+n(n + D f, (3.7)

where the 6(m) are given by (3.6). _

These phase differences 68(m)—6(m —1) can be easily
visualized. If we plot the successive phase differences
6(m)—6(m —1) upon a half-circle with the points at 7/2
and —m/2 identified with one another, then the phase
differences occurring sequentially along this circle as m is
increased are separated by 7 f (see Fig. 13).
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=2
f=5

FIG. 13. Polar plot of the staircase phase differences occur-
ring at =% and at f =%. The integers index the successive
staircases.

We still have the freedom to change the parameter a.
Thus, if we are interested in possible ground states, we
must minimize the energy with respect to . We must
distinguish three cases, according to the nature of f.

A. frational; f =p/q with ¢ =2k +1, kKEN

The staircase form insures that the energy of the entire
lattice per spin will be twice the energy of the bonds
in a single row per spin. The phase differences
6(m) —O(m —1) are invariant under m —m +q by (3.6).
Furthermore, the phase differences that appear for
l<m <q are given by mi/(2k +1)4+a/2 for |i| <k,
where the requirement that | 8(m)—8(m —1)| <7 /2 im-
plies that

la/2| <w/[22k +1)]=7/2q .

Each of these g phase differences occurs exactly once.
Therefore the energy per spin is

q ~ ~
Ea 2 S cos[fim)—bim —1)]
N m=1 .
q
=_%‘]]—m2=1c S 'n'fm—l—%——ﬂ'nint fm+%]
2J & i a
_ v a| 3.8
g 2% 2112 G-y
so that
E@ _ 2| & i a
N g l izkcos 2k +1 )
k i . a
_ izz—ksu] % +1 sm2 .
(3.9)
Since
k i T
25 k4T |7 2k )

and

i=—k

k .
. i
> sin %11 ]—O,

we immediately see that the energy is minimized for
a=0, and, writing the energy per spin as €(f), we have

e(f:p/q,q=2k+1):—£csc£— . (3.10)
9 2q
B. frational, f =p/q with ¢ =2k, kEZ
In this case the phase differences 6(m)—6(m —1) for

1<m <gq are given by mi/2k +a/2, where —k <i <k,
and a/2 < /q to insure, as in subsection A above, that

|6(m)—6(m —1)| <mw/2 .
Thus in this case

E(a)=

2 S cos[Blm)—Bim —1)]
—_ cos[8(m)—O(m —
N q m=1
2J g a . a
= — —_—— t —_—
» mélcos mfm 4+ 5, —main fm+27r
2J kg a
=7 ;=2' cos 2k (3.11)
and
E(a) 2J a
= cos cos—
N T HZ 2
— 2 sin smﬁ} (3.12)
i=—k 2
Since
k—1 .
i T
izz_,kcos % | =20k =1
and
2 sin -1,
i=—k
we see that the energy is minimized for «/2

=1 /4k = /2q, so that again

e(f=p/q, q:2k)=—£csc Iz (3.13)
g 2q
C. firrational, f+#p/q
In this case the phase differences 8(m)—0(m —1) are

not periodic. In the limit of an infinitely large system, the
phase differences generated by (3.6) will occur with a con-
stant density over the interval

—7/2<0(m)—6(m —1)<w/2,

regardless of the value of a. Thus the energy is given by

/2
cfrp/p=—d% [T cos0do=—s . (18)
s —m/2 T
Note that
. 2 T 4
lim |[—csc— |=—,
g—o | g 2q T
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so that (3.14) is a limiting case of (3.10) and (3.13).

Figure 13 displays the phase differences occurring for
the f =—§- and the f =% staircase states. Each point on
these diagrams indexes a set of staircases that are separat-
ed from one another by ¢ horizontal or vertical lattice
spacings. For f=p/q, the phase-difference points are
separated by 7/q; the largest and the most negative phase
differences are separated from the points at 7/2 and
—1/2, respectively, by phases of 7w/2q. If a is varied
from ap,;,, the value that minimizes the energy, all of the

points on these phase diagrams rotate rigidly; the dis- -

tances between the points remains constant. As g— oo,
this pattern approaches a limit in which there is a con-
stant density of points filling the entire half-circle between
—m/2 and 7/2.

The current flowing along a staircase is proportional to
the sine of the gauge-invariant phase difference character-
izing that staircase. These sines of phase differences are
proportional to the projections of the points in the phase
diagram onto the y axis of the diagram. The points in the
minimum-energy staircase-state phase diagrams are “bal-
anced” about the x axis (see Fig. 13), thus the currents
flowing along the different staircases sum to zero, and no
macroscopic current flows in these states.

The energy formulas (3.10), (3.13), and (3.14) are re-
markable. They state that the staircase-state energy is a
function only of the degree of rationality of f. For ration-
al f=p/q, not only is the energy a strong function of g,
but it is not even a weak function of p. At irrational f,
the energy is identically e=—J(4/7), and is not a func-
tion of f at all. The staircase-state energy e(f) is a con-
tinuous function of f at all irrational f, and is a discon-
tinuous function of f at all rational f. The function e(f)
is shown as a function of f for + < f < % in Fig. 14.

While the energies of these structures do not depend
upon p, the structures clearly do depend on p. Recalling

that each point on the phase diagram corresponds to the
)

c(m,n)=c(m +n)

=sin

wf(m +n)+g~'—rrnint

fim +n)+ 2
2

—sin
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4

_F" T l T T ]"‘l T

~/2 1

e(f)

J

FIG. 14. Staircase-state energy e(f) plotted against f for
% <f< % Certain prominent features are identified.

gauge-invariant phase differences occurring along a par-
ticular set of staircases, we see that p determines the or-
dering of the staircases whose phase differences are deter-
mined by g, as in Fig. 13.

In Appendix B we show that the staircase states are not
only extrema of the Hamiltonian (1.1) but are also local
minima of the Hamiltonian for all values of f. We are
only, however, proposing the staircase states as candidates
for the true ground states for f in the range + <f < .

For rational f=p/q, the phase differences on the
bonds are spatially periodic with a g X g unit cell for any
value of a@. One quantity of interest is the current that
flows around any particular plaquette, which we will term
the “circulation” of that plaquette, ¢ (m,n). In a staircase
state this quantity is proportional to

wf(m +n—1)+£—7rnint fim +n——1)+l ” s
2 21

(3.15)

where the (m,n) plaquette is the plaquette bounded by the lattice sites (m,n), (m,n —1), (m —1,n), and (m —1,n —1).

Of particular interest is the sign of this function. The quantity (—1)

™ +"sgn[c(m,n)] is related to the chirality of a pla-

quette as discussed in Sec. II. This quantity is constant in the ground state at f =+, and changes sign on either side of a

domain wall in that model.®~!° The sgn[ ¢ (m,n)] is given by

sgn[c(m,n)]=sgn [ﬂf(m +n)+ %—#hint

fim +n—1)+%

I

=sgn l?Tf——Tr [nint

sgn[c(m,n)]=1-2 [nint fm +n)+5a7;— ]—nint

Flm 4+n)+-2%
2

flm+n—1)+

—_ ﬂ'f(m+n—1)+£—~7rnint f(m—f—n—l)-+—-i }
2 27

(3.16)

o (3.17)




31 JOSEPHSON-JUNCTION ARRAYS IN TRANSVERSE MAGNETIC FIELDS: ...

Thus the quasi-one-dimensional pattern formed by this
function sgn[c(m,n)] is identical to the commensurate
and incommensurate structures discussed by Hubbard and
by Pokrovsky and Uimin in the context of truly one-
dimensional problems.!® These structures can be simply
generated from the continued fraction expansion for f, as
is discussed in further detail in Appendix C.

We have also conducted a numerical investigation of
the ground states of the Hamiltonian (1.1). The procedure
(discussed in detail in Appendix D) was to commence
with a finite-size phase system in a random initial state
and to allow it to develop via a Monte Carlo algorithm.
The characteristic temperature of this algorithm de-
creased exponentially with increasing timestep number.
When sufficiently low temperatures had been reached, the
system was quenched to zero temperature. This pro-
cedure was guaranteed to generate, at the very least, local
minima of the Hamiltonian.

Ground states at f =+, +, =, +, 3, 4,3, 2, and 2
were investigated in this fashion. Numerical studies of
this sort are always limited to finite-size systems; it is

therefore difficult to investigate by this method the

O A

R e et

O A

! | ! | ! L f=2

[ S S A S ‘.5
(c)

1 2
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ground states at high-order rational f. It is easy to
disprove hypotheses concerning the nature of ground
states in this manner; it is necessary only to produce a lo-
cal minimum state with an energy lower than the energy
of the alleged ground state.

Indeed, at the values of f < % investigated it was quite
easy to numerically generate states with energies lower
than that of the staircase state. However, for f>+ no
state was ever generated by this method with energy lower
than that given by (3.10) or by (3.13).! We have, by
another method, succeeded in generating states with ener-
gies lower than the staircase-state. energies at certain
higher-order rational values of f close to 4 and +. These
states, which are modified staircase states, will be dis-
cussed in a se;z)arate study.?°

At f=+, 3, %, and 3 it was possible to generate on a
fair proportion of the runs the staircase state itself. The
staircase states generated at f =+, <, and + are displayed
in Fig. 15. The f =+ ground state is included for com-
parison. Limitations on the computer time available re-
duced the effectiveness of the computer studies for g > 8.
A serious practical problem of these studies is the fact

f=1
S /A /A 3
(b)
s oy I S

’
:
;
\
;
;

7

4
-

e
...s*__-.

#

e e AN e N T

A S I SR S AN f=2
: : ‘ -8

FIG. 15. Staircase-state phases for f = %, +. 3, and & in the Landau gauge (all Aj; are zero on horizontal bonds). The staircase

form can be seen by studying the phases on successive rows.
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that these systems possess a large number of metastable
states with energies within a few percent of the actual
ground-state energy. This problem becomes severe for
larger values of g.

The hypothesis that the ground states are of the stair-
case form was thus corroborated for several f > %, but for
no f < +. One serious drawback of these simulations was
that they were all performed on g Xg cells with periodic
boundary conditions. Since the staircase states are period-
ic with ¢ X g unit cells, the choice of periodic boundary
conditions may have constituted a bias in favor of stair-
case states. However, it seems likely that ground states at
rational f are always periodic with g X g unit cells, regard-
less of whether these ground states are staircase states or
show more complicated configurations.'’

IV. ZERO-TEMPERATURE CRITICAL CURRENTS

The zero-temperature critical current of an array is the
largest macroscopic current that can flow in a state that is
still a metastable state of the array with a Hamiltonian
(1.1). If the array is connected in parallel with a resistor,
then at currents below this critical current no voltage will
develop across the resistor and there will be no dissipation
of energy. If a system possesses a zero-temperature criti-
cal current, then presumably at sufficiently low tempera-
tures the resistance will be zero, although if current flows
some voltage will develop.

We determine T =0 critical currents assuming that
metastable critical-current carrying states are continuous-
ly connected to the ground state. Imagine a two-
parameter family of continuous changes of a state, in-
dexed by 8; and §,, such that at 6;=38,=0 the state is the
ground state. More specifically, we choose the phases in a
finite-size system to be continuous functions of 8; and &,;
{6;}=1{6;(8,,8,)}, such that {6,;(0,0)} are the phases in
the ground state. We further choose the deformations
{6;(81,8,)} so that, with the appropriate boundary condi-
tions, these states are metastable states of the Hamiltonian
(1.1). These states will be current-carrying states. By
varying 8; and 8, we can alter the magnitude and the
direction of the macroscopic current flowing. In general,
there will be some region in the §;-6, plane where this is
possible, including a compact region about the origin.
The points on the boundary of this compact region we
identify as the critical current-carrying states. This as-
sumption concerning the nature of the critical current
states, and also the assumption that all spatially translated
versions of the original ground state {6,(0,0)} can be gen-
erated by the appropriate choice of (8;,8,), are implicit in
the arguments of Teitel and Jayaprakash leading to the
bound discussed in Sec. I, that!’

ic(f=p/q)<%7ql|eo(f)| . 4.1)
We shall examine the critical currents of staircase states
subject to the first assumption above; we assume that the
values of f are chosen so that these are the true ground
states.

The critical currents in different directions can be quite
different. We will consider current-carrying deformations
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of a staircase state oriented in a particular direction, with
all of the staircases running in parallel with the [11] diag-
onal lattice direction. At the end of this section we dis-
cuss those effects stemming from the availability of two
global choices for staircase direction.

A. The [1T] critical current

The staircase state defined by (3.7) is metastable for all
values of a provided that all of the phase differences satis-

fy

m =~ =~ s
-5 <0(m)—0(m —1) < ) (4.2)

with the 8(m)—6(m — 1) given by (3.6),

O0(m)—06(m —1)=ufm +%——7rnint ‘fm +Z

2T

This is proven in Appendix B.
It is easy to understand why the staircase state becomes
unstable if, for any m,

[8(m)—B(m —1) | >—’21 )

The staircase along which the phase difference exceeds
/2 divides the lattice into two regions. If all phases in
one of these regions are rotated by a constant value 3,
while all of the phases in the other region are held fixed,
then only the energies of the bonds making up this stair-
case change. This energy change per unit length of the
staircase is

Ae=— %( {cos[B(m)—B(m —1)+B]
+cos[8(m)—B(m —1)—B]}

—{2cos[B(m)—B8(m —1)1}) (4.3)
or
Ae=+2({cos[Bm)—Bom — D]} [1—cosBl) . @4

If cos[6(m)—6(m —1)]<0, then Ae<O. Thus if
|6(m)—6(m —1)| >w/2 for any staircase, the state is
unstable. In general, if there exist contours which either
close upon themselves or else extend through the entire
lattice such that the average energy of the bonds pierced
by these contours is > 0, then the state will be unstable.

Staircase states with as4ap,;, are states carrying current
in the [11] direction, since choosing as~a,,;, corresponds
to rigidly rotating the phase difference pattern so that it is
no longer “balanced” about the x axis (see the discussion
in Sec. IIT above). Here the parameter (o —a,,;,) plays the
role of one of the & parameters mentioned above. The
maximum current that may be carried will be carried
when | & — @y, | =7/g; this is the threshold of instabili-
ty, where for some m, |8(m)—6(m —1)|=m/2. Only
the staircase corresponding to this m carries net current,
the currents on all other staircases cancel by symmetry
(see Fig. 16). Thus one immediately obtains
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FIG. 16. Phase differences of a staircase state carrying its
maximum current in the [1T] lattice direction.

i F —p /g, T=0)=§ M(f—o, T=0), (4.52)
and for irrational f,
it (fo£p /g, T=0)=0, (4.5b)

since the irrational pattern cannot be rotated at all.

If the T =0 critical current at a value of f is zero, then
presumably at finite temperatures there will be a finite
resistance in the array at that value of f. This should not
be a surprise. Consider a continuum superconducting
film in the presence of a transverse magnetic field. In the
absence of pinning forces a supercurrent could be degrad-
ed by a uniform motion of the vortex lattice in a direction
perpendicular to the supercurrent, so that at finite tem-
peratures this film would also possess a finite resistance.
The more interesting result is that for rational f there can
be superconductivity in the array, even in the absence of
pinning forces. This is a consequence of the existence of
periodic ground states at these values of f.

B. The [11] critical current and other directions

The staircase form of the states can also be exploited to
determine the form of states that carry current in the [11]
direction, the direction perpendicular to the direction of
current flow along staircases. Two successive diagonal
planes of phases oriented perpendicularly to this direction
will form the boundaries of a particular staircase (see Fig.
17). Suppose that the two successive planes of phases are
rotated by different angles such that the angle of rotation
along a single plane is constant and the difference in the
two angles of rotation is y. If the orlgmal gauge—mvarlant

phase difference of the staircase was 8(m)—8(m —1),

then the net current per unit length of the staircase flow-
ing between these two planes will be proportional to

{sin[B(m)—B(m —1)+7y]
m—1)—vl}, (4.6)

i(m=+
—sin[6(m) —6(
or

i(m)=cos[B8(m)—6(m —1)]siny . 4.7)

We immediately obtain a bound on l[” , as this quanti-

ty cannot exceed cos[8(m)—6(m —1)] in magnitude:

5739

)
(1]

A

A
1b—<——fo\

FIG. 17. In the [11] current-carrying states, successive planes
bordering the same staircase undergo relative phase rotation.

ic[“](f =b/q, T=O)gmin(m,cos[§(m)—§(m —1)]

xil"(f =0, T=0), 4.8)
using the results of Sec. III,
" f=p/q, T= 0)<smzz[”]f=0, T =0) (4.92)
and for irrational f, ‘
ii"Wf+£p/q, T=0)=0 (4.9b)

This net current must be the same between every suc-
cessive pair of planes so that current is conserved and the
state is metastable. Thus the relative rotation ¥ must be a
function of m,

1 X
cosB(m)—

y(m)=sin~— (4.10)

B(m —1)

where X is a constant, which determines the magnitude of
the current flowing; X plays the role of the second 8 pa-
rameter discussed above.

The nature of states carrying currents in directions oth-
er than the [11] and [11] directions has been implicitly
determined by the above. Nowhere in the above, except in
the derivation of (4.9a), was it assumed that the phase
differences 6(m)—6(m —1) corresponded to the lowest-
energy staircase state with a=apni,. If a—ay,;, and X are
both not equal to zero, and are sufficiently small, then the
state implicitly determined by (4.10) will be a metastable
state carrying current in a direction intermediate between
the [11] and [11] directions, provided that f is rational.

We thus conclude that the critical current-carrying
states for arbitrarily oriented currents are given by the
limit of metastability of states corresponding to points in
a compact region about the origin, in a plane whose coor-
dinates are @ —ap,;, and X. It is simple to determine nu-
merically the boundary of the metastable region in this
plane, and thus to determine the critical currents in the
various directions. The details of this numerical calcula-
tion are presented in Appendix D. A polar plot of these
critical currents will be reflection symmetric about the
[11] and [11] axes, it is thus only necessary to calculate
these currents for one quadrant between the [11] and [11]
directions. The results of thls calculation are shown (not
to scale) in Fig. 18 forf—— 5 and , and also for f =0.
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FIG. 18. Polar plot of the critical currents calculated for f =0, %, and —;* The relative scale of the diagrams can be obtained from

il =p /) =(1/g)il T £ =0).

We should make several remarks concerning these re-
sults.

(1) At f =1, the two possible diagonal orientations of
the staircases lead to states which are, in fact, identical
(up to translations). Thus the critical current plot in Fig.
18 is symmetric about the [10] axis. :

(2) The critical-current plots are strongly cusped about
the [11] and [11] axes. Although even at f =0 we see
that

ilM(f =0, T=0)=v2il"f=0, T=0), (4.11)

this anisotropy is still more pronounced at other values of
f. Thus, for instance, at f =+ we have

=1 17=0)=1Lil"(fr=0, T=0), 4.12)

in accord with (4.5a), while

i f =1 T=0)=(v2—1)il'"Nf =0, T=0). 4.13)

(3) For f++ and O, there is no symmetry reason
why ic[”:| calculated in this manner need equal ic[“], and
indeed at f =+ and + they are not equal.

A particular sample that has been cooled at zero ap-
plied current will probably possess a complicated
quenched domain structure, and its current characteristics
will be more isotropic than Fig. 18 would suggest. How-
ever, the anisotropy of Fig. 18 suggests that samples
cooled in small applied diagonal currents might develop
“single-domain” states which would then be more aniso-
tropic in their properties.
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APPENDIX A

In this appendix we will display the approximate rela-
tionship between the partition function generated by the
Hamiltonian (1.1) and that generated by the charge model
Hamiltonian (1.5). We will also show the relationship be-
tween the ground-state symmetries of the two models,
which was mentioned in Sec. III. Throughout this discus-
sion we will ignore constants that multiply the partition
function Z or correlation functions:

H=-J 2 COS(O,--Oj——A,-j) )
(ij)

(A1)

with

> d=2xf, (A2)
P)

where the zp indicates the sum over the bonds bordering
the plaquette p, so that

zp= [ IT (d6;)expl —BH (6,}] . (A3)

Let 0; —0;— 4;;=0;;; index the plaquette by p, and write
—pBJ =J'. Then

zu= [ “I}(d(b,-j)IpI [5[ > ¢,~j—27er

Li€p
X exp [J' >, cosgy; ] . (A4)
(ij)
The further transformation of this partition function
follows a well-known approximate technique.* Writing

o[ 2 ¢y—2n/]

Lj€p

< 3

kp=—ao

exp [ikp

Lj€p

performing the integral over the {¢;;} in the saddle-point
approximation, and using the Poisson summation formu-
la, we have

31 JOSEPHSON-JUNCTION ARRAYS IN TRANSVERSE MAGNETIC FIELDS: ... 5741

zW= [ TI1@s) 1
P p

2]

mp -

—1
Xexp |5 3 (8, +—p)

p'i

_277[2 [¢p(mp ‘f)] ] ’
p

(A6)

where the 7 are the elementary lattice vectors X,y.
We now proceed to integrate over the ¢ field, noting
that this integration introduces the constraint

> (m,—f)=0.
P
Thus is obtained

(A7)

exp | —mJ' Y, (m, —f)G (p,p')

pp'

zUH=11 [
™p

X(my—f) |,

with G (p,p’) given for large separations between p,p’ by

G(p,p")=In|p—p'| . (A8)

The expectation value of a bond energy in the original 6
model,

<JCOS(0,‘-—0j—A,-j))g N

can be approximately related to a correlation function in
the intermediate ¢ model (A6)

(cos(6; —0; —4;;)) g <(¢P+;—¢p)2>¢ , (A9)

where the bond ij is the boundary between the plaquette p
and the plaquette p +j, and

2
(B, =81y

J
=Z_1f I1de) 1 i
p m,=—o

(¢ ~—,)?

p+j

Xexp—PBH{¢,,m,} . (A10)

Thus if the ensemble is restricted so that as B— o the
{m,} are fixed to correspond to a particular ground state,
then the expectation value ((¢p +}“¢p )2) will possess the

same spatial symmetries as that configuration of {m,}.
This includes the symmetry of reflection about a diagonal
axis of which use was made in Sec. IIL.

APPENDIX B

Herein we will show that the quasi-one-dimensional
staircase states, which were proposed in Sec. III, are not
only extrema of the Hamiltonian (1.1), as they are by con-
struction, but are also local minima of the energy. We are
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unable at this time to show under what conditions such a
state is a global minimum of the energy.
Recall the Hamiltonian

H=-J 2 cos(Gi —(9] -——A,J ),
{ij)
Suppose the {0;} corresponding to a staircase state are
{6;}={4;}]. Then the staircase state energy will be

E=—J 2 COS(¢i—¢j—A,~j) . (B2)
¢ij) i
The condition for this state to be a local minimum of

the Hamiltonian (B1) is that the matrix of second deriva-
tives

S 4;=2nf. (B
< ,

’E
3¢;0¢;

possess no negative eigenvalues. This matrix will have at
least one zero eigenvalue corresponding to the uniform ro-
tation of all phases {¢;} —{¢; +a}.

Let us consider in more detail this matrix of second
derivatives. The diagonal terms

_YE
a4}
are simply the opposites of the sums of the energies of all

bonds connected to a particular site. The off-diagonal
terms

, (B3)

n

ij

ii

IE ..
s T ————— l
ij P) ¢|' d ¢j ’ :/‘&J
are simply the energies of the bonds ij if i/ and j are
nearest neighbors. Otherwise these terms are zero. This
matrix is thus very sparse.
The staircase form of the states can be exploited to sim-
plify the analysis of this matrix. In particular, imagine
|

that the staircases are, as in the above, oriented parallel to
the [11] lattice direction. The indices i and j used above
can be further indexed by the horizontal and vertical coor-
dinates, (m,n), respectively, of the lattice site to which
they refer. If then the translation (m,n)—(m +p,n —p)
is performed on the entries of this matrix, the matrix will
be unchanged. It follows that any eigenvector can be ex-
pressed in the form

Mi =(m,n))=C(n +m)e*n—m (B4)

or in degenerate linear combinations of such forms.

If we write the cosine of the gauge-invariant phase
difference between the nth and (n +1)th sites of the
m =0 column as a(r), then it is easy to see that the ener-
gy change associated with a displacement of the phases
according to the eigenvector A(i),

SE(Mi))= 3 Mi)3 M;A(j) ,
ij

is proportional to a simple one-dimensional sum

M
8E« 3 {[ali)+ali —1)]eXi)—1f (Kalie (i (i +1)} .

i=1

(BS)

We perform the sum over M terms, which we imagine to
be the size of the system. If f is rational with denomina-
tor g, then we suppose that M =Ngq, where N is a large
integer. We will also impose the boundary condition
¢(M)=c(0); the extent to which this restricts the proof
will be discussed below. All phases have been absorbed
into f(k), which can now be a function of i; we may thus
regard the c (i) as real. f(k) satisfies —1<f(k)<1. We
will choose f(k)>0, and adjust the signs of the c (i) ac-
cordingly.
We wish to prove that there are no solutions to

[ai)+ali —1)]c () —[X(Dali)e (i +1)+X(i —Dali —1)e(i —1))=Aec (i) , ‘ (B6)
with 0 <X(i) < 1, such that A <0. As anticipated above, if X(i)=1, then c=const is a solution with eigenvalue 0.
If A <O, then
atiz) [ G g €920 S g ati— 1) (B7)
c(i) c(i)
. . [
Defining 8(i)y(i)+—~——y(il_l) >6(i)+1. (B9)
cli+1) _

ciy ~ P
we note that [ ,7;=1.

In the case where all a(i)>0, which is the staircase-
state case, we see that the most advantageous case for the
satisfaction of the inequality is all X(i)=1, and all
v(i)>0. Presuming that this is the case, we have
ali —1)
y(i—1)
If a(i)/a(i —1)=8(i), then

a(i)y(i)+ >ali)+a(i—1). (B8)

But it is impossible for this inequality to hold for all i.
If ¥(i)<1, y(i —1)>1 the inequality must fail. Say
y(i)> 1, then it is easy to see that all ¥(j)> 1 and we can-
not have [],y(i)=1. Or suppose y(i —1) <1, then all
v(i) will be <1, and again it is impossible for J],7(i)=1.
Thus there are no {y(i)} for which the inequality holds,
and no negative eigenvalues. It is straightforward to ex-
tend this argument to allow for y(i) <0. This proves the
stability of the staircase states.

The demonstration above requires only that M;; be of
the staircase form and that all @ >0. For rational f, it
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thus also constitutes a proof of the metastability of the
states that carry current in the [11] direction (see Sec. IV),
as long as that current is sufficiently small so that all
a(i)>0. If one or more of the a(i) <0, then, as pointed
out in Sec. IV, the staircase state becomes unstable. Thus
in this case there will be at least one negative eigenvalue to
Mij.

The proof above was restricted to finite-size systems;
periodic boundary conditions were enforced for the varia-
tions allowed. For rational f =p /g we can always choose
the size of the system to be much larger than the ¢ Xg
unit cell of the staircase-state structure. In this case the
requirement of periodic boundary conditions for the al-
lowed eigenvectors is probably not very important, and we
may be confident that the same result would hold for any
boundary condition that does not allow unbounded varia-
tions of the phases at the boundaries of the system. If fis
irrational, there are no finite-size systems larger than the
unit cell, as there is no unit cell. In this case the situation
is more obscure, and the importance of the imposition of
periodic boundary conditions is less clear.

The metastability of the current-carrying states does
not obviate the fact that the zero-current state has the
lowest energy. Any variation of a state that changes the
macroscopic current flowing in that state will necessarily
involve unbounded variations at the boundaries, and has
thus been excluded by the requirement of periodicity.

APPENDIX C

In Sec. III it was shown that the sign of the circulation
of the current about successive plaquettes in the direction
of the quasi-one-dimensional modulation is given by

fim +n)+ 2=

nint
21

sgnc(m,n)=1-2

—nint (ChH

flm+n—1+-2%
2

The positions of the plaquettes that support negative-
current circulation is thus given, as a function of the coor-
dinate m +n, by the continued fraction structure of Hub-
bard and of Pokrovsky and Uimin.!” In this appendix we
will give a description of this structure and apply it to the
staircase states. It will first be necessary to review some
properties of the continued fraction representation of real
numbers.?!

Any real number f can be represented uniquely by a
continued fraction of the form

1 (€2

f=ao+
a1+

1
a,+

q3+...

with ag € Z and a; €N (the positive integers).

If f is rational, then the continued fraction representa-
tion terminates at some a,. If f is irrational, then the
continued fraction representation does not terminate.

A continued fraction representation can be truncated at
level k simply by taking aj ,,— oo, thus obtaining an ap-

proximant to f, which is by construction rational. This
procedure defines a sequence of approximants to f, {fx},

4 1

Uelifi=" - =ao+

a;+

a+
1
ax o+
ak—1+;;

with the following properties.

(1) A particular f} is the best approximant to f of order
q; (with denominator g;).

(2) The error of the approximation alternates sign with
k. Thus if fi —f >0, then f . ;—f <O, and vice versa.

(3) fx 41 can be obtained recursively from f; and f; _,;
with the formula

P+l Ak 41Pk +Pr—1
Gk+1 A 19k+qK—1

frks1= (C3)

with
Pk+1= 0k + 1Pk +Pr—1 and gp 11 =0k 119k + Gk -1 >

p_2=0, P._1=1, q_,=1, g_;=0.

The continued fraction structure is a concrete im-
plementation of this recursion formula. Choose a hor-
izontal sequence of plaquettes from the staircase state dis-
cussed in Sec. III. Because of the quasi-one-dimensional
form of the state, it will be possible to determine the
current circulation of all plaquettes in the lattice from the
values of the circulation in this single row. The row
presents a one-dimensional structure of plaquettes whose
circulation is either positive or negative. This structure is
built up out of substructures in a hierarchical fashion, so
that the kth sequence is constructed by spatially repeating
the (k —1)th sequence a; times and by then appending
the (k —2)th sequence. An example will make this pro-
cedure more clear.

We will display the successive approximants to f =—,52—
(see Fig. 19). The continued fraction representation for
f=qz1is

1

f=0+ ’ a0=0; a, a, (13:2

2+ 1,
2+7
thus
(0)X14+0 0
:*——-————:—-:O
o O)x1+1 1
f=2><(‘0)+1=l
Toax(m+0 T 2
f=2><(1)+o=g
2T 2x(2)+1 5
2X(2)+1 5
fs_____L=__

T2x(5)+2 12

This sequence has the property that a finite series of m
plaquettes includes n plaquettes with negative circulation,
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FIG. 19. At the left are displayed the successive approxi-
mants to f=-5. At the right we show the structure corre-
sponding to that approximant. Open boxes represents pla-
quettes with positive circulation, while shaded boxes represent
plaquettes with negative circulation.

where either

(C4a)

or
(C4b)

In fact, this property can be expressed as the condition
that determines the sequence. Note also that the density
of negative circulation plaquettes will precisely equal f for
f rational, and approach f in the limit of an infinite lat-
tice for f irrational. These negative circulation plaquettes
are the lattice version of vortices.

This procedure is well defined for irrational f; since the
continued fraction representation for irrational f does not
terminate, neither will the recursive procedure.

APPENDIX D

1. Ground states

As discussed in Sec. III, the ground state was shown by
explicit numerical simulation to be of the staircase form
at f=p/q=+, +, <, and +. The simulation was per-
formed on gXg¢ samples with periodic boundary condi-
tions. The imposition of periodic boundary conditions re-
stricts the generality of this numerical work; however,
Teitel and Jayaprakash have conducted simulations of
g X q and of ng X ng systems with periodic boundary con-
ditions and have obtained identical results concerning the
ground-state form.!> We have also investigated various
values of n at f = % and f= %, and can report no varia-
tion in the ground-state form as a function of n. We
suspect that the currents in any ground state for rational f
are periodic with a ¢ X ¢ unit cell. This condition is satis-
fied by a state of the staircase form.

The strategy of the simulation was to allow the state of
the gXgq sample to develop via a finite-temperature
Monte Carlo algorithm while relaxing the temperature ex-
ponentially towards zero. When the system had reached
sufficiently low temperatures it was quenched to zero
temperature, insuring that the final configuration was a
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local minimum of the Hamiltonian.

Each run was performed starting from a random initial
configuration of the phases of the g X g sample. A partic-
ular site / was chosen at random, and the energetically
preferred value for its phase 6; was calculated from the
phases of its neighbors, 6. This preferred phase was ob-
tained by minimizing

E(e,.)=—chos(e,.—ej,—A,-,-r) , (D1)
3
yielding
— z Sin(ej'—Aij')
tangM" = (D2)

J
2 COS(Oj'—A,‘j')
7

The updated phase was chosen from a Gaussian proba-
bility distribution about this preferred value of the phase;
the width of this distribution was proportional to the tem-
perature and decayed exponentially with increasing
timestep number. The most realistic distribution to have
used would have been a Bessel-function distribution

u(6;) « exp[c (T)cos(6; — 8™ ™)] ,

but the Gaussian distribution was more numerically con-
venient. For the last several hundred timesteps of the
simulation the phases were set equal to their preferred
values; this procedure is the equivalent of quenching the
system to zero temperature.

In the larger samples it was necessary to perform runs
of up to 50000 timesteps per site in order to enjoy good
convergence to the ground state. These systems possess a
large number of metastable states with energies differing
by only a few percent from the energy of the ground state.
In the larger samples approximately half the runs generat-
ed the staircase state; the other half generated metastable
states of higher energy.

The generation of any state with a lower energy than
that of the staircase state would have immediately
disproved the hypothesis that, at these values of f, the
ground state has the staircase form. This was not ob-
served in any run. On the other hand, simulations were
also performed at f = %, %, %, and % These simulations
easily generated states with energies lower than the stair-
case energy. While it is impossible to prove beyond a sha-
dow of a doubt that a particular form is the true ground
state by this sort of numerical calculation, these results
are certainly consistent with the assertion that the stair-
case form is the true ground state at f = %, %, %, and %

The situation at higher-order rational f is unclear. Be-
cause of the high density of metastable states alluded to
above, simulations performed at f =-;—, %,, and 1—51 were
unsuccessful in generating the staircase form, although
they were equally unsuccessful in generating states of
lower energies than those calculated for the staircase form
from (3.10). Here our results differ from those of Teitel
and Jayaprakash.'® Also, as pointed out in Sec. III above,
we have successfully generated states with energies lower
than the staircase-state energies at some high-order ration-
al values of £.%°



31 JOSEPHSON-JUNCTION ARRAYS IN TRANSVERSE MAGNETIC FIELDS: ...

2. Critical currents of staircase states

While it was a simple matter to determine the critical
currents of the staircase states in the [11] direction analyt-
ically, in other directions we were obliged to calculate the
critical currents by a numerical method.

Given the form of the current-carrying states discussed
in Sec. IV, this calculation was not difficult. Recall that
the current-carrying states were parametrized by
(@ —@min, X). The line X =0 corresponds to states carrying
current in the [11] direction, along the staircase, and the
line o — a i, =0 corresponded to states carrying current in
the [11] direction, perpendicular to the staircases.

If a—a,;, and X540, then the current will flow in vari-
ous intermediate directions. Because of the reflection
symmetry of the staircase states about the [11] and [11]
axes, it is necessary only to consider the quadrant
o —Qpin, X >0. For all values of a—a,;, and X, the state
that will be generated following the procedure of Sec. IV
will be an extremum of the Hamiltonian (1.1), but for
a—apn;, and X sufficiently large, the states will be unsta-
ble local saddle points of the Hamiltonian. There will
thus be a boundary in the (@ —ap,, X) plane separating
stable from unstable states. The points along this boun-
dary correspond to the critical current-carrying states.
This follows from the assumption, discussed in Sec. IV,
that the critical current-carrying states are continuously
connected to the ground state.

The limit of stability can be determined numerically by
the following procedure. The locally extreme configura-
tion can be generated exactly as a function of a —a,;, and

5745

X. This configuration is used as a starting configuration
for the zero-temperature version of the updating pro-
cedure discussed above. Of course, since this configura-
tion is an extremum of (1.1), in principle the phases
should not change under this updating procedure. In
practice the numerical roundoff error allows a distinction
to be drawn between stable and unstable states, as the
noise in an unstable state is amplified and. leads ultimately
to the decay of the initial configuration, while the stable
states will not suffer such decay. For states near the
threshold of instability, this decay may take several hun-
dred timesteps per spin, if the calculation is performed
with standard single-precision accuracy.

The unit cell of these instabilities can be larger than the
g X q unit cell of the underlying structure. Thus, for in-
stance, the instability at X =0, a —a,;,="m/q discussed in
Sec. IV possesses a 2g X2q unit cell. The calculations
displayed in Sec. IV for f =+ and + were therefore per-
formed for 2¢g X2q and for 3g X 3g samples. No differ-
ence was observed in the results; it is thus probable that
the instability has always a 2¢g X 2q unit cell.

In these calculations twisted boundary conditions were
applied. The amount of the twist was determined by
a—ani, and by X. Thus if the staircase state relaxed into
some complicated nonstaircase configuration, the con-
clusion was that with those exotic boundary conditions
the system did not have a staircase-form ground state.
The states into which' the unstable states relaxed did not
carry significant currents, a fact that is at least consistent
with the assumption that the critical current-carrying
states are continuously connected to the ground state.
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