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Surface states of ternary semiconductor alloys:
Effect of alloy fluctuations in one-dimensional models with realistic atoms

Garnett W. Bryant
McDonnell Douglas Research Laboratories, P.O. Box 516, St. Louis, Missouri 63166

(Received 30 July 1984)

Calculations of the local electronic surface densities of states (DOS) of semi-infinite one-
dimensional chain models for ternary semiconductor alloys are presented to illustrate the effects of
alloy fluctuations on semiconductor surface states. The atoms are modeled with a basis set of s and

p levels which produces the correct level mixing and energy-band dispersion. Alloys with randomly
occupied cation sites are considered. The embedded-cluster approach is employed to incorporate the
alloy effects on states localized near the chain end. The cluster calculations are performed by in-
cluding the contributions from all possible configurations of a cluster at the end of the semi-infinite
chain. These results are compared with results obtained using the coherent-potential approximation
(CPA) and the virtual-crystal approximation (VCA). The CPA is implemented with one self-energy
appropriate for all cation sites in the bulk and different self-energies for each cation site near the
surface. In practice the most accurate CPA results can be obtained by treating only the four cation
sites nearest the surface differently from the bulk. Examples which are typical of the weak and
strong alloy limits are considered. In the first limit the alloy constituents are similar direct-gap
semiconductors. In the strong alloy limit one constituent has an inverted band structure, as HgTe
does, and the other is a normal semiconductor such as CdTe. The cluster calculation for the surface
DOS is sensitive to fluctuations in the environment local to the chain end. In the weak alloy limit,
the surface DOS in the band gap has a bimodal distribution with the peaks located near the energies
of the surface states of the constituents. In the strong alloy limit, the HgTe-like constituent of the
HgCdTe-like alloy has no surface states while the surface states of the CdTe-like constituent lie
above the alloy band gap. As a consequence, the alloy surface DOS has a resonance structure above
the band edge and band tailing below the edge. The CPA reproduces qualitatively the structure of
the cluster calculations. The VCA predicts well-defined surface-state peaks in the band gap. These
peaks are related to the average of the bimodal distribution in the weak alloy limit but cannot be
consistently identified with any resonance structure or band tailing in the strong alloy limit.

J

I. INTRODUCTION

In a random substitutional semiconductor alloy either
the cation sites, or the anion sites, or both are randomly
occupied. The influence of these local fluctuations in oc-
cupation on the electronic states of the alloy should de-
pend on the localization of the states in question. States
localized to a surface or to a defect should be more sensi-
tive to local alloy fluctuations than bulk states in the
valence and conduction bands. As a consequence, the al-
loy effects should be more dramatic for surface and defect
states. To illustrate the effects of alloy fluctuations on the
surface states, we have performed a series of calculations
using simple semi-infinite one-dimensional chain models
to represent ternary semiconductor alloys with randomly
occupied cation sites. The alloy effects are incorporated
by using the embedded-cluster approximation. In this ap-
proach the contributions from all possible configurations
of a cluster of sites at the end, of the semi-infinite chain
are included. The results of these calculations are com-
pared with results obtained using the virtual-crystal ap-
proximation (VCA) and the coherent-potential approxi-
mation (CPA) to illustrate the capabilities of these effec-
tive medium approaches.

This paper reports on calculations done using realistic
multistate model atoms for the anions and cations. Basis
sets of s and p levels are used to produce semiconductor
band structures for the pure constituents which have the
correct energy dispersion, the correct admixture of atomic
s and p states, and localized surface states in the band
gaps. A semi-infinite one-dimensional chain of alternat-
ing anion and randomly occupied cation sites is used to
model the alloy. The surface is represented by the free
end of the chain. A tight-binding Hamiltonian is used to
describe the atomic levels and the coupling between
nearest-neighbor atoms.

A single state per atom model was used previously' by
the author to study the effects of alloy fluctuations on
surface states and to assess the sensitivity of the effects to
the localization of the states. For this simple model, the
surface electronic density of states (DOS) tended to
separate into DOS appropriate for the individual alloy
constituents. This narrowing of the surface bands was
also observed in other work on alloy surface states. ' The
results also indicated that the more localized the states
were to the surface, the more important it was that local
fluctuations in site occupation near the surface be incor-
porated, either in the CPA or the embedded-cluster ap-
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proach, to account for the alloy effects.
Although the results of this work are suggestive, the

surface states of the pure constituents in the single state
per atom model are not localized surface states. Instead
they are resonances occurring at the band edges. Howev-
er, in the multistate model the surface states of the pure
constituents are localized to the surface region and their
energies do occur in the band gap. Thus the multistate
model should better illustrate the alloy effects on semicon-
ductor surface states.

The embedded-cluster approach is no more difficult to
implement for realistic model atoms than for the simple
mode1 atoms provided that one-dimensional chains are
used to model the alloy. In the embedded-cluster ap-
proach a finite cluster of sites at the end of the chain is
treated exactly and the alloy effects are. incorporated by
including the contributions from all possible configura-
tions of the cluster. Either the VCA or the CPA is used
at the sites not in the cluster to incorporate the bulk alloy
effects. By choosing a sufficiently large cluster, the states
localized to the surface region are unaffected by alloy
fluctuations in the bulk and thus are insensitive to the
choice made for the bulk effective medium. . By including
all alloy configurations of the cluster, a complete descrip-
tion of the alloy effects on states localized near the surface
is obtained. The embedded-cluster approach has been
used to study the bulk electronic DOS of binary alloys,
the phonon spectra of one-dimensional model alloys,
and the alloy broadening at impurity levels in one-
dimensional binary alloys. ' '

The CPA for realistic atoms can be imp1emented just as
it was implemented for the simple model Hamiltonians. '

In the CPA the alloy is modeled by an effective medium
in which a complex self-energy is assigned to each ran-
domly occupied site. The self-energy at a given site is ad-
justed self-consistently to reproduce the average scattering
at that site due to the possible occupations at that site. ' '
In the bulk of a ternary semiconductor alloy all of the
randomly occupied sites are equivalent so the same self-
energy can be used for each randomly occupied bulk site.
The CPA has been successfully applied to the study of
bulk states in many ternary semiconductor alloys. '

A surface or defect breaks the translational symmetry
and the self-energy becomes a function of position relative
to the surface or defect. As a consequence, near a surface
a self-consistent self-energy must be found for each plane
of equivalent sites. Moreover, the self-energy for a given
plane depends on the self-energies of the other planes, be-
cause these other self-energies determine the carrier prop-
agation through the alloy. Berk was the first to apply the
CPA to the study of the surface states of a cleaved alloy
surface. He tested several methods of decoupling the
equations used to determine the self-energies of sites in
different planes parallel to the surface. Berk found that
the self-energy for the surface plane differed from the
bulk self-energy, but that the self-energies for other planes
were nearly identical to the bulk self-energy. This healing
of the self-energy after one plane motivated his surface-
bulk approximation. In this approach the bulk self-energy
was used for sites in all planes except for the surface and a
different self-energy was used for the surface. Others '

have also used the surface-bulk approximation introduced
by Berk. In addition the CPA has been used ' to study
a randomly occupied monolayer on an ordered substrate.
In this case only the surface self-energy need be found.
Although the VCA has been used to study realistic semi-
conductor alloy surface states, ' no use of the CPA has
been made for this purpose.

Alloy effects should be stronger for surface states in
one-dimensional chains and for adsorbate and defect lev-
els than for three-dimensional surface states because the
DOS of localized states is sensitive to the number of sites
sampled by the states. Two conditions determine the
number of sites sampled by a state: the localization of the
state and the coordination number of the lattice. For ex-
ample, surface states in three-dimensional systems are ex-
tended parallel to the surface and can average over fluc-
tuations in occupation in these directions. Surface states
in one-dimensional chains and adsorbate and defect levels
are localized in every direction and average over fewer
sites. In addition, the coordination number is larger in
three-dimensional systems, providing more sites for sam-
pling in these systems. The self-energy should heal slowly
in systems where the states sample few sites. In fact, the
healing occurred after three layers for our previous one-
dimensional calculations' rather than after the first layer
as found by Berk for three-dimensional models.

The slower healing expected f'or the cases we consider is
incorporated by using the natural extension of Berk's
surface-bulk approximation. A multisurface approxima-
tion in which the self-energy is allowed to differ from the
bulk self-energy for as many sites away from the surface
as is necessary to account for the slower healing has been
employed.

In Sec. II a description of the calculations is given.
First, the model Hamiltonian is introduced. The
Green's-function formalism is employed to implement the
CPA and to determine the bulk and surface DOS. A
real-space renormalization procedure is used to evaluate
the Green s function. This procedure is described in de-
tail. The results found using the VCA, the CPA, and the
embedded-cluster approach are presented and compared
in Sec. III. Two examples are discussed. In the first one,
the alloy constituents have the direct-gap semiconductor
band structure with nearly identical gaps so that the alloy
effects should be small. In the other example one constit-
uent is like HgTe with an inverted band structure and the
other is like CdTe with a normal band structure. The al-
loy effects on surface states are more severe in this case.
Conclusions are presented in Sec. IV.

II. THEORY

A. The model

The model Hamiltonian used in our calculations is a
nearest-neighbor tight-binding Hamiltonian analogous to
the sp s model of Vogl, Hjalmarson, and Dow. ' The
Hamiltonian is used to model both semiconductors with
finite-energy band gaps, such as GaAs and CdTe, and
zero-gap semiconductors, such as HgTe. Specifically, in
our model each atom has an s state and two p states. The
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heavy-hole and light-hole valence bands of the normal
semiconductor band structure a d

'
d fare enved from the two

anion p levels and the lowest conduction band
'

derived
from the cation s level. FFor the zero-gap semiconductor,
this light-hole band has positive effective mass and be-
comes the lowest conduction band in the inverted band
structure. In addition to these st t tha es, e anion also has
an excited s level. The s* state is included so that the
normal semiconductor (i.e., CdTe) and the zero- a semi-

( gTe) have direct gaps in our model. One
could also consi
stud

nsi er indirect-gap semiconductors. I th'n is

t r
y we restrict our attention to direct-i ec -gap semiconduc-

ors and refer to those with a finite d
mal. " The ani

ini e irect gap as "nor-
ma. " The anion p state responsible for the split-off
valence band, the analogous cation p state, and the s* ca-
tion state are ignored since they do not 1't '

1 ff
t e upper valence bands and the lowest conduction band.
The atomic levels and the bands of normal- and zero-gap
semiconductors that result fro th 1 hownm ese evels are shown
schematically in Fig. I.

With this basis the Hamiltonian matrix for an infinite
chain has the block-tridiagonal form )

Normal

15

s

—10—

—15—
F

Inverted

a

15

10—

&LP

s — 0

X

0

S.

s

——10

The 3 3 diagonal submatrix H, and the 4&4 dia
submatrix H are h

e lag onal
, are the Hamiltonians for the constituent ca-

tion and anion, respectively:

E~ 0 0

0 Ep

0 E,

X

FIG. 1. Norm al and inverted band structure. The atomic en-

ergy levels responsible for the bands are indicated h
e. e anion {a) and cation {c) s and doubl de en-

erate levels are ssbown. The band structures were obtained us-
ing the parameters in Table I. E =0 65 V fe or the normal

structure and E = —1.6 eV for the inverted structure.

Ep 0 0 0

0 Ep 0 0

0

0 0 0 E~

0 Es 0 P1 iP2 0 0
—iP2 P1 0 0

S1 0 S2 S'
(3a)

The labelin of th
'

g the atomic energy levels indicates the
order of the basis states in E s. (1)—(2).qs. — . In a real com-

'g - o e and heavy-holepound semiconductor the li ht-hole
valence states are derived from th

p
m e anion p states with to-

tal angular momentum j = —'. Th e p states in our model
are analo ous to hg these states and are ordered with
and —,', respectively, provided that the chain direction is
treated similarly to the X direction in a crystal.

The off-diagonal matrices T and T
res ective

an T«and their
p

'
e adjoints provide the coupling bet

adjacent atoms,
e ween states on

P1 —iP2 —S1

iP2 P1 0

0 0 Sp (3b)

0 0

The cou lin P
the same

'
p

'
g, 1, etween p states on adjacent ta oms wit

arne j, is different from the coupling, P2, between

to t e anion p3/2 state but not to the anionpes S tot
tt A lt th b dd dferive rom the p3~2 state is

more strongly repelled by the cation s b d d b
e ig t-hole band. The band derived from the anion



SURFACE STATES OF TERNARY SEMICONDUCTOR ALLOYS: 5169

E, =(1 x)E, ,
+xE—,, (4)

In the CPA the cation s level energy at site i is replaced
by a self-energy X;(co) which depends on the site i and en-

ergy co. In the bulk all cation sites are equivalent and the
self-energy is independent of site. However, X is site
dependent near a surface or a defect.

B. The Green's function and the renormalization approach

Using the Green's function,

p1~2 state is flatter and is the heavy-hole band. No other
couplings to p states are needed to obtain qualitatively
correct band structures. The cation s state couples to
both anion s states as well as to the anion p3/p state. As
mentioned before, the coupling, 8*, of the cation s state
to the s* anion state is needed to insure that the band
gaps occur at I .

The alloy disorder is assumed to arise from randomly
occupied cation sites. Thus the results are relevant to al-
loys such as In& „Ga„As and Hg& „Cd„Te. Further-
more, only diagonal disorder is considered and, in particu-
lar, only the cation s level is different for the two cations.
The assumption of only s state disorder was made to sim-
plify the calculations. However, the assumption is a
reasonable first approximation for many semiconductor
alloys because the largest differences in energy levels often
occur for the s states. The assumption of no off-
diagonal disorder was also made to simplify the calcula-
tions. However, for realistic systems, one often has suffi-
cient freedom in choosing the tight-binding parameters
that the differences in the off-diagonal matrix elements of
the alloy constituents can be minimized. '

For an alloy of the form C& C2 A the s orbital ener-

gies at the cation are E, and E,, with probabilities 1 —x
I

and x, respectively. Both the VCA and the CPA replace
the true Hamiltonian [Eqs. (1)—(3)] with an effective
medium to describe the alloy. In the VCA the random ca-
tion s level is replaced by the average value

sites is so large that the effective interaction is unimpor-
tant. In that limit, the site diagonal Green s function for
a site i is the inverse of co —H;, where H; is the effective
Hamiltonian for site i.

Alloy effects can be included approximately using the
renormalization approach ' by averaging the renormal-
ized matrix elements to account for the alloy effects of the
eliminated atoms. However, in this paper the renormali-
zation approach is used only as a calculational tool em-
ployed to reduce the effort needed to evaluate the Green's
function. The alloy effects are incorporated by using ei-
ther the VCA or the CPA as an effective medium or by
implementing the embedded-cluster approach.

For a semi-infinite chain of atoms with the surface site
at site 1 and the Hamiltonian written in block-tridiagonal
fol m,

&2i ~z T23

T34

T43 H4

0

the equations for the Green's function are (1 is the unit
matrix and G,J is the submatrix of the Green's function
which connects sites i and j),

(~ H1)G11 ——T12621 ——1,
T21G11+(to H2)G21 T23G31

(co H1)G13 —T—12G23 ——0,
T21G13+(~ H2)G23 T23G33

T32G23+(~ H3 )G33 T34G43

43G33+(co H4)G43 T4—sGs3 =0,

G(co) =(co H)—
the density of states of level n; at site i is

When the first two equations are solved to eliminate
site 2, the new renormalized equation is

T12(~ H2) T21]G11

(9a)

provided that co has a small, positive, imaginary part.
A renormalization approach has been used to

evaluate the Green's function. In this approach alternate
sites on the chain are eliminated and the equations for the
Green's function are used to define a new effective Hamil-
tonian with renormalized diagonal elements for the
remaining sites and renormalized interactions between the
remaining adjacent sites. This decimation procedure is re-
peated until the separation between remaining adjacent

T12(~o H2 ) T23G33
—1 (9b)

Sites 2 and 4 can be eliminated from the last three equa-
tions to obtain

Site 2 can be eliminated from the next two equations
yielding,

[~ H1 T12(~ H2) T21]G13
—1

T32(~ H2 ) T21G13 + [~ H3 T32(~ H2) 23 T34(~ H4 ) T43 ]G33 34(o1 H4 ) 4s s3
—1 —1 —1 —1 (9c)
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Other equations for the decimated chain are derived simi-
larly. By inspection, the renormalized Hamiltonian H is
given by the block matrices:

H1 H1———T12 (cp —Hp) ' T21,

H3 =H3 T32(CO H2) T23 T34(p2 H4) T43

(10a)

( lob)

T13 = 12( — 2) 23
—1

T31 —T32 (co H2 ) —T21
—1

(10c)

(10d)

where the even sites have been eliminated. Equations
(10a) and (10b) are different because the site at the chain
end interacts with only one neighbor. Also,

T31(&) = T13(& ) .

If all of the sites to be eliminated in a decimation step
are equivalent and all of the bulk sites to remain are
equivalent, i.e.,

H2 ——H4 ——H6 ——.

T1p H1 T12 0

T21 H2

0

(12)

The Green's function 6' for the new chain is found using
the Green's function for the old chain. The site-diagonal
Green's function for the new surface atom at site 0 is

additional renormalizations require inversions of matrices
that are only 3X3.

When X decimations are performed, 2 —1 sites are re-
moved between remaining sites. Typically we perform 18
decimations of the effective cation chain. In this case
262 143 cations are removed between remaining sites.
This number is sufficient to guarantee convergence of the
procedure in the cases considered.

To consider a chain terminated by an anion or to con-
sider a chain terminated by a cluster of atoms which are
treated differently from the bulk, one must be able to add
additional atoms to a cation terminated chain. Consider
the effect of adding another atom to the chain defined by
the Hamiltonian of Eq. (7). The new Hamiltonian is

r

Hp Tp1

H3 ——H5 ——H7 ——. -- Gpp =(co Hp Tp1—G11T—1p) (13)

12 34 56

23 45 67

then the same renormalization can be applied to all bulk
sites and all of the remaining bulk sites will be equivalent
after the decimation. Thus, for the surface site

and the site-diagonal Green's function at site 1 becomes

G'11 ——(G11' —T1p(co —Hp) 'Tp, ) (14)

Using this prescription, extra atoms can be added itera-
tively to the chain.

H1 H1 —T12(co—H——2) T21
—1

and for all bulk sites

Hbulk H3 H3 T12(p1 H2) T21
=1

T32(co H2 ) T23
—1

The coupling between sites is

T13 T35

= T12(co—HP) 'T23

and similarly

T31 T53

—T32 (co H2 ) T21——1

(1 la)

(1 lb)

(1 lc)

(1 ld)

C. Implementation of the embedded-cluster approach

To implement the embedded-cluster approach the re-
normalization method is first used to determine the
Green s function for a semi-infinite chain. The VCA or
CPA is used to describe the alloy effects of the chain.
Then a cluster of atoms is added to the end of the chain
using the iterative procedure discussed in the preceding
section. Each added atom is treated exactly by using the
original unrenormalized site Hamiltonian [Eqs. (2)—(3)] to
describe the atom. The DOS are obtained by including
the contributions for all possible cluster configurations.
Site occupation is assumed to be random for each cation
site.

D. Implementation of the CPA

To study cation terminated chains, the renormalization
procedure is first applied to eliminate all anions, leaving a
chain of cations with effective cation-cation interactions.
This renormalization procedure is then applied repeatedly
to the effective cation chain until so many sites have been
removed that the effective interaction between remaining
sites is negligible. Then the site-diagonal Green s function
at the surface cation is obtained by inverting co —H1 and
the bulk cation site-diagonal Green s function is obtained
by inverting co —Hb„1k. One benefit of eliminating the
anions and working with effective cation chains is that all

To implement the multisurface CPA in which the self-
energies for the cation s levels at sites near the surface are
different from the bulk self-energy, the renormalization
approach is first used to determine the Green's function
for a semi-infinite chain using the bulk self-energy for
each cation s level. Then a cluster of atoms is added to
the chain. Each cation in the cluster is described using a
self-energy for the s level different from the bulk self-
energy.

The CPA for the bulk cation sites is implemented by
adjusting the bulk self-energy for a cation s level, Xb, un-
til Xb produces the same multiple scattering of an electron
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with energy co at a bulk cation site as is due to alloy Auc-
tuations in the s level at that site. The t matrix for
scattering from the s level at a bulk cation site that is oc-
cupied by cation i and embedded in the effective medium
is

E, X—b(co)

1 —[E, Xb—(co)]G (co,Xb)
(15)

where G (co,Xb) is the diagonal Green's function for a
bulk cation s level in an alloy described by the CPA effec-
tive medium. The t matrix is a scalar because only one
level undergoes alloy fluctuations.

In principle, Xb is adjusted so that the average scatter-
ing due to alloy fluctuations at a site embedded in the ef-
fective medium vanishes:

(1 x)t, +—xt, =0 . (16)

The self-consistent determination of Xb is usually done by
iterating Eqs. (15) and (16), starting with an initial guess
for Xb How. ever, there is no guarantee that the standard
iterative procedures will be stable or converge to the
correct solution.

In practice we use the iterative average f-matrix ap-
proximation scheme (IATA) of Chen to obtain the CPA
self-energies. In the ATA an effective medium, XJ(co),
for the s level at each cation site j is defined. Then the
multiple scattering from the s leve1 at site j due to a ca-
tion of type i at the site j is

E, —XJ(co)
t~=

1 [E, —XJ(co—)]G'(, co, {Xk(co)I )
(17)

then the ATA for the new self-energy at site j, XJ-, that
describes the old effective medium Xq plus the effect of
alloy fluctuations not included in XJ is3

X (co) =X.(co)+ (tj) /[1+ (tJ)GJ(co, {X„(co)I)] . (18)

Obviously, if Eq. (18) can be iterated to self-consistency so
that XJ ——XJ, then (tj) =0 and XJ is the CPA self-energy.
As Chen has shown and our experience confirms, iteration
of Eq. (18) leads to. the CPA self-energies. The conver-
gence is rapid except near band edges, but even there the
iteration always converges to the CPA solution.

The CPA is implemented by first finding Xb, assuming
that Xb is the same for each bulk site. With use of Xb for
the bulk, the site-dependent X; near the surface are then

where GJ(co, {Xk(co)I } is the diagonal Green's function of
the s level at site j for an electron moving in the effective
medium defined by the {Xk(co) J. If (tj) denotes the alloy
averaged t matrix,

found using Eq. (18). The set of equations for the X; in
the surface region is iterated simultaneously even though
each GJ depends on all {Xk]. No trouble was encoun-
tered obtaining self-consistent solutions in the surface re-
gion. With use of Xb as an initial guess for the X;, the
convergence for the X; in the surface region is often faster
than for Xb. Surface regions with up to eight cations
treated differently from the bulk were considered. There
was no indication that any difficulty would arise if the
surface region included more sites.

III. RESULTS

The effects of alloy fluctuations on surface states are
presented for two model alloys. One alloy is a mixture of
two similar normal compound semiconductors, as in
In& Ga As, while the other is a mixture of two dissimi-
lar compound semiconductors, as in Hg& Cd Te. The
first choice illustrates the limit when the alloy effects
should be small and the second, when the alloy effects
should be large. The parameters used to describe the bancl
structure of the constituent compound semiconductors are
listed in Table I. The same value of each parameter ex-
cept E, is used for each constituent. Thus all alloy ef-

C

fects arise from variations in E, . By varying E, between
C C—1.8 and 0.65 eV, one can obtain compounds with band

structures ranging from the inverted structure of HgTe to
the normal structure of CdTe with a band gap of 1.558
eV. This parametrization was modified from the one used
by Hass et al. to model HgTe and CdTe. The crossover
from inverted to normal structure occurs when
E, = —1.39 eV. The parameters were chosen so that the

C

valence-band edge of each constituent is the same and de-
fines the zero of energy.

For the first model alloy E, was chosen to be 0.65 eV
C

for one component and 0.5275 eV for the other. The first
choice gives a compound semiconductor with the same
band gap, 1.558 eV, as CdTe, while the second choice
gives a compound which is almost CdTe with a band gap
of 1.466 eV. The band structure of the two compounds is
shown in Fig. 1. The differences are not noticeable on the
scale of the figure.

Attempts were originally made to model the second al-
loy using E, = —1.8 eV for the HgTe-like component and

E, =0.65 eV for the CdTe-like component. Although the
resulting band gaps were correct for Hg Te and CdTe, the
alloy effects of the mixture were too large. In fact, the
conduction band separated into HgTe and CdTe bands.
This separation does not happen in real Hg& Cd Te al-
loys. Instead, another choice was made for the E, that

C

reduced the alloy effects by reducing the difference be-
tween the E, . The use of E, = —1.6 eV provides a com-

TABLE I. Tight-binding parameters (in eV) used in this work. Except for E, , the same value of
C

each parameter is used for every constituent compound semiconductor.

4.8107 0.9167

a

—9.0
a

10.5 1.05 2.0 2.0 2.25 1.5
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e CPA and VCA alloy conduction-band edges and the VCA surface-state energies for cation and anion terminated

chains as a function of the cation s energy levels and x, the concentration of cation 2.

Cation 1

E, (eV)

Cation 2

Conduction-band edge (eV)

VCA CPA Cation Anion

VCA surface state (eV)

0.5275
0.5275
0.5275
0.5275
0.5275

0.65
0.65
0.65
0.65
0.65

0.0
0.2
0.5
0.8
1.0

1.466
1.483
1.513
1.541
1.558

1.466
1.474
1.495
1.523
1.558

1.381
1.400
1.429
1.456
1.475

0.562
0.565
0.569
0.573
0.576

—1.6
—1.6
—1.6
—1.6

—0.3063
—0.3063
—0.3063
—0.3063

0.2
0.5
0.8
1.0

0.04
0.33
0.63
0.83

0.13
0.33
0.83

0.035
0.30
0.57
0.76

0.26
0.38
0.44

pound with an inverted structure, while use of
E, = —0.3063 eV provides a direct-gap semiconductor

with a gap of 0.83 eV. The cation levels were chosen so
that the band gap occurs in the alloy first for x =0.2 as in
real Hg& „Cd„Te. The inverted band structure for
E, = —1.6 eV is shown in Fig. 1.

C

The conduction-band edges predicted by the CPA and
by the VCA, and the VCA alloy surface-state energies for
cation and anion terminated chains are listed in Table II.
Results are presented for the constituent coinpounds and
for alloys with a 50-50 mixture and a 20-80 mixture. The
band edges predicted by the VCA and by the CPA differ
by less than 0.02 eV when the constituents are similar.
The surface-state energies of like constituents are also
similar. The surface state on a cation terminated chain
shifts by 0.094 eV as x changes from 0.0 to 1.0. The sur-
face state on the anion terminated chain shifts only 0.014
eV because the state is anion derived. In contrast, the
CPA predicts substantial additional band-gap narrowing
for the Hgl Cd„Te alloy. In this case the surface states
exist when x =1.0, but not when the gap closes. More-
over, the VCA surface state of the anion terminated chain
moves out of the gap when x =0.2 even though the band
gap is still finite in the VCA.

Figures 2—10 present the results for the surface DOS of
cation and anion terminated chains. In every case the sur-
face DOS is taken to be the contribution from all states on
the cation and anion pair closest to the chain end. In
practice, the major contribution to the surface DOS is
made by the atom on the surface site. The DOS is deter-
mined by evaluating the Green's function at energies with
a small imaginary part (0.001 eV), which broadens the
DOS. The imaginary part is chosen small so that it does
not add appreciably to the alloy broadening or qualitative-
ly change the structure in the DOS. Small changes in this
imaginary part do change peak heights in the DOS. The
same imaginary part is used for each DOS so that com-
parisons of different DOS will be meaningful.

Figures 2—4 show the surface DOS near the
conduction-band edge of a cation terminated chain when
the alloy is a mixture of CdTe and "almost" CdTe. Ar-
rows at the top of each figure indicate the locations of

surface states (SS) and conduction-band edges (CB) for
CdTe (cation 2) and almost CdTe (cation 1). The concen-
tration of CdTe is given by x. The solid curve in each fig-
ure is the cluster calculation found using a CPA bulk and
six cation-amon pairs in the cluster. The short-dashed
curve is the CPA calculation which treats the four cations
closest to the surface differently from the bulk. The
long-dashed curve gives the VCA conduction band and
the location of the VCA surface state.

The surface DOS of a cation terminated chain is atomic
in character in the gap. The DOS has a bimodal distribu-
tion with the peaks occurring close to the surface-state en-
ergies of the constituents. The dominant peak of the pair
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l I
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14.0— I ~
J ~

~ I

x=0.2
Cation surface

10.0—
0
CI 6 0~

2.0—

0 5

0
1.30 1.35 1.40 1.45

E (eV)
1.50 1.55

FIG. 2. Surface density of states of a cation terminated'
chain. E, =0.5275 and 0.65 eV for cations 1 and 2. Each con-

C

stituent has a normal band structure. The concentration of ca-
tion 2 is x =0.2. The, solid curve is the cluster calculation using
six cations in the cluster and a CPA bulk. The long-dashed
curve indicates the VCA conduction-band edge and the location
of the VCA surface state. The short-dashed curve shows the
CPA calculation using four cations in the surface region. The
surface states (SS) and conduction-band edges (CB) of the con-
stituents are indicated by arrows.
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FIG. 3. Surface density of states of a cation terminated chain
for x =0.5. The constituents and curves are the same as in

Fig. 2.

no feature in the cluster surface DOS is reproduced by the
VCA.

The surface DOS of anion terminated chains are not
shown, but they also exhibit a bimodal distribution with
peaks near the constituent surface-state energies and peak
heights correlated to the alloy composition. The width of
the anion surface-state band is an order of magnitude
smaller than the width of the cation surface-state band,
because the anion surface-state energies of the constituents
differ by only 0.014 eV. The CPA and cluster DOS are
again nearly identical with the cluster DOS being slightly
broader. The appearance of the bimodal distribution for
the anion terminated chain was unexpected since the
anion-derived valence bands are insensitive to the alloy
fluctuations. This distribution indicates that alloy effects
are more severe for localized states than for extended
states.

The surface states of the cation terminated chain are
derived from the cation s level with a weak admixture of
those anion levels whi. ch couple to the cation s level. At
the peak in the surface DOS the states are 80% cation s,
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Q 60
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Cation surface

CBi
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1I IJ

l ll

I

I
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2.0—

is associated with the surface state of the predominant ca-
tion in the alloy. The CPA and the cluster calculations
predict qualitatively similar DOS, both with bimodal dis-
tributions and with similar variations as a function of
composition. The CPA also correctly predicts the struc-
ture of each peak that is correlated to the occupancy of
the cation next to the surface cation. The width of the
CPA surface-state band is slightly narrower than that
predicted by the cluster calculation. However, both calcu-
lations predict the same band edge for the dominant peak.
The states in the surface-state band are well localized to
the chain end because the cluster calculations do not
change significantly when the cluster size is increased or a
VCA bulk is used rather than a CPA bulk. The VCA
predicts a single discrete surface state, whose broadening
is determined by the choice of the imaginary energy used
to evaluate the Green's function. The VCA surface state
lies between the peaks in the bimodal structure. However,
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FIG. 4. Surface density of states of a cation terminated chain
for x =0.8. The constituents and curves are the same as in

Fig. 2.

FIG. 5. Surface density of states of a cation terminated
chain. Cation 1 has an inverted band structure and E, = —1.6

C

eV. Cation 2 has the normal band structure, E, = —0.3063 eV,
C

and concentration x =0.8. The solid curves show the cluster
calculations using six cations in the cluster and a CPA or VCA
bulk (in the respective halves of the figure). The dashed curves
are the CPA calculation with four surface cations and the VCA
calculation in the respective halves.
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FKJ. 6. Surface density of states for an anion terminated
chain with x =0.8. The constituents and curves are the same as
in Fig. 5.

FIG. 7. Surface density of states for a cation terminated
chain with x =0.5. The constituents and curves are the same as
in Fig. 5. CacpA indicates the CPA conduction-band edge.

10% anion s, 6% anion s*, and 4% anion p3/p The sur-
face states of the anion terminated chain are derived pri-
marily from the anion p&/2 state (62%), which produces
the heavy-hole band and is the most easily localized level,
the anion p3/2 state (24%), the cation s level (6%), and
the cation p&/2 level (4%). These percentages do not
change much for different alloy compositions.

The surface DOS of the Hg1 Cd Te-like alloy are
shown in Figs. 5—10. Results for cation and anion ter-
minated surfaces and for x =0.2, 0.5, and 0.8 are includ-
ed (x is the concentration of the CdTe-like constituent).
The results for the anion terminated chains are shown be-
cause the alloy effects on such chains are much greater for
HgCdTe-like alloys than they were for the first alloy con-
sidered. The alloy effects in HgCdTe-like alloys are larger
because the anion derived bands can be either normal or
inverted depending on the cation environment in the
HgCdTe alloys. The alloy effects are sufficiently strong
in the HgCdTe alloys to induce a large CPA band-gap
bowing (see Table II). Because the CPA and the VCA
conduction bands differ by so much, cluster calculations
have been done using both the CPA and the VCA for the
bulk. In contrast, the VCA, CPA, and cluster valence
bands are nearly identical near the band gap. As a result,
only the cluster valence band is shown when x =0.5 and
0.8.

The CPA and VCA cluster calculations are very similar
especially when x =0.5 and 0.8. Both show states below
the CPA conduction-band edge with comparable structure
and onsets. Above the CPA band edge the CPA cluster
calculation predicts a continuous DOS with structure re-
sulting from surface resonances. The VCA cluster calcu-
lation, has distinct peaks below the VCA band edge. How-
ever, when these peaks are smoothed, the resulting struc-
ture can be identified with structure in the CPA cluster
calculation. When x =0.2, the CPA band gap is closed.
In the analogous VCA cluster calculations, additional
states appear below the VCA band edge, substantially
reducing the gap but not completely closing it. The simi-
larity of the two cluster calculations, especially between
the CPA and VCA band edges where the VCA calculation
predicts only discrete localized states, indicates that the
CPA should provide a better description of the bulk
conduction-band states and their effect on the surface
DOS for this model alloy.

Hg Te-like chains have no band gap and thus no surface
states. However, pure CdTe chains do have surface states.
These states lie above the CPA band edges for x (0.8.
The cluster calculations of localized states are sensitive to
the local environment near the surface and reflect the
atomic character of the end of the chain. Thus the reso-
nance structure observed. above the band gap in Figs. 5—8
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FIG. 10. Surface density of states for an anion terminated
chain with x =0.2. The constituents and curves are the same as
in Fig. 5.
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FIG. 8. Surface density of states for an anion terminated
chain with x =0.5. The constituents and curves are the same as
in Fig. 5.

can be interpreted as CdTe surface states resonant with
the CPA conduction band.

One would expect the VCA to predict discrete surface
states located at average energies which depend on x. The
VCA surface DOS does have narrow surface-state peaks
below the conduction-band edge when x =0.5 and 0.8.
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Cation surface
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0 0.1 0
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FIG. 9. Surface density of states for a cation terminated
chain with x =0.2. The constituents and curves are the same as
in Fig. 5.

When x =0.2, this peak occurs just below the
conduction-band edge for a cation terminated chain and
has moved out of the gap for an anion terminated chain.
These VCA surface states occur well above the CPA band
edge in each case and cannot be consistently identified
with any sharp structure in the CPA or VCA cluster cal-
culations.

On the other hand, the CPA calculations, with four ca-
tions in the surface region, are qualitatively similar to the
two cluster calculations. The CPA predicts surface states
in the band gap near the band edge as predicted by the
cluster calculations. The shape of the CPA surface DOS
is similar to a smoothed cluster surface DOS, especially
when x =0.8, except that the CPA band tailing extends
slightly less into the gap. This difference in width also
occurred for the surface-state bands of the first alloy con-
sidered. The CPA is unable to reproduce the detail of the
resonance structure above the band edge. However, when
the resonance structure is smoothed, the qualitative agree-
ment between the CPA and the cluster calculations is
good. This observation, that the CPA more reliably
predicts the details of the surface DOS for localized levels
than for extended resonance states, was also true in our
previous calculations. ' When x =0.2 and the CPA gap
vanishes, no surface states exist. In this case the CPA
cluster calculation and the CPA calculation agree almost
exactly.

The surface states of the HgCdTe alloys are similar in
makeup to those for alloys made from normal semicon-
ductors. The surface states of a cation terminated chain
are derived from cation s levels and the anion states, pri-
marily p3/2 and s, that couple to it. For x =0.8 the per-
centages are 63, 28, and 9, respectively; and for x =0.5
they are 69, 17, and 14, respectively. The surface states of
anion terminated chains are derived from anion p &i&

states (67%) and cation s (20%) and pii2 (13%) states.
In our previous work' reliable results were obtained

when the CPA calculations were done with three or four
cations in the surface region. Our present calculations
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show that using three or four cations is still sufficient for
more realistic models. For example, when the surface
DOS of an alloy made from two normal constituents with
x =0.8 (see Fig. 4) is calculated using only one surface ca-
tion, two sharp peaks occur in the DOS near 1.42 and
1.465 eV. When two surface cations are used, the lower
peak shifts to slightly higher energy and a low-energy
shoulder appears. The upper peak also shifts to higher
energy and a third peak appears at 1.45 eV. As the num-
ber of cations used increases, this third peak broadens into
the plateau seen in Fig. 4 and the other two sharp peaks
broaden. When more than four surface cations are used,
the peaks and the total width of the surface band broaden
slightly, but the improvement in the DOS does not merit
the extra effort used to obtain it.

IV. SUMMARY AND CONCLUSIONS

We have assessed the effects of alloy fluctuations on the
surface states of ternary semiconductor alloys by perform-
ing embedded-cluster calculations. The ability of the
VCA and multisurface CPA to incorporate these alloy ef-
fects has also been tested. The calculations were per-
formed for model one-dimensional semi-infinite chains of
alternating anion and randomly occupied cation sites,
each atom described by a set of realistic levels. The model
is simple but it allows one to gain the insight needed to
model real systems.

Despite the inherent alloy broadening, the surface DOS
of the one-dimensional alloys considered here retain much
of the atomic character of the surface DOS of their indi-
vidual constituents. This is similar to the narrowing of
the surface DOS manifested by previous work. The re-
sults show that the surface states are sensitive to the local
environment near the surface even when the alloy effects
on the extended states are small.

As a result of the diagonal disorder, the alloy made
from two similar normal semiconductors has a bimodal
surface DOS, with the peaks correlated to the surface
states of the alloy constituents. The bimodal distribution
occurs not only for the cation terminated chain, where the
surface site is a randomly occupied cation site, but also
for anion terminated chains where the randomly occupied
site is the neighbor of the surface site. The CPA provides
a reliable approximation for the DOS. It correctly repro-
duces the shape and width of the bimodal distribution for
both cation and anion chains. The VCA predicts a nar-
row surface-state peak located at an average energy of the
bimodal distribution. Similar bimodal distributions occur
for the DOS of the more localized deep valence-band
states in Hg& ~Cd~ Te. ' ' Cluster calculations' ' of al-
loy broadening of impurity levels also show DOS which
are sensitive to the local environment.

The surface states of the CdTe-like constituent of a
HgCdTe-like alloy occur well above the CPA band edge
for most alloy compositions, while the Hg Te constituent
has no surface states. Because the alloy surface states are
sensitive to the local environment, the alloy surface DOS
has resonance structure above the CPA band edge, sub-
stantial band tailing below the edge, but no surface-state
band that is well separated from the bulk states. The al-
loy effects are substantial for anion terminated chains as

well as cation terminated chains even though the valence
band of extended states is unaffected by the alloy fluctua-
tions. This observation is further evidence of the sensi-
tivity of the surface states to the local environment and
thus to alloy fluctuations.

The VCA predicts a narrow surface-state peak which is
not correlated to any structure in the cluster DOS. In
contrast the CPA incorporates the effects of fluctuations
in the local environment and reproduces the band tailing
of surface states into the gap. The CPA works equally
well for both chain terminations. The similarity of the
cluster calculations done using either the CPA or the
VCA for the bulk, especially in the region below the VCA
band edge, indicates that the CPA also gives a much
better description of the conduction band for this model
alloy.

In practice, only the four cations nearest the surface
need to be treated differently from the bulk cation to ob-
tain the information available in a multisurface CPA cal-
culation. The use of more sites only broadens the alloy
DOS slightly.

Only diagonal disorder in the cation s level has been in-
cluded in our model. When off-diagonal disorder is in-
cluded, the resulting disorder in the hopping terms of the
Hamiltonian should directly affect the widths of the DOS.
In addition, the strength of the hopping determines how
localized a surface state is to the surface. Thus the sensi-
tivity of the surface state to alloy fluctuations near the
surface, which depends on this localization, should also be
affected by hopping disorder.

Systems with anion disorder have not been considered.
However, several comments can be made about the possi-
ble effects of anion disorder. Our results indicate that for
normal semiconductors the states localized to a cation
surface are predominantly cation s states, while there is
substantial mixing of anion p levels in states localized to
anion surfaces. Thus the surface states at anion surfaces
of alloys with anion disorder- may be more sensitive to
off-diagonal disorder than other surface states are. In ad-
dition, the states localized to an anion surface are derived
from valence-band states. These band states have larger
effective masses than the conduction-band states have and
should be more localized. Thus states localized to anion
surfaces of alloys with anion disorder may be more sensi-
tive to local fluctuations in site occupation than are states
localized to cation surfaces of alloys with cation disorder.
The magnitude of the anion disorder effects on the sur-
face states will depend on the scale of the anion p level
disorder. Detailed calculations for alloys with anion dis-
order should be carried out before quantitative statements
about the relative importance of cation and anion disorder
are made.

The calculations have been performed for one-
dimensional-model systems so that the Green's functions
could be obtained simply and the cluster averages done
easily. However, there are limitations to one-dimensional
models which should be kept in mind when extrapolating
to three-dimensional systems. As discussed in the Intro-
duction, the sensitivity of the surface DOS to the local en-

vironment is determined, in part, by the number of sites
that the localized surface states sample. In three-
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dimensional systems the states sample more sites so the
alloy effects should be less severe, the states will be less
sensitive to the local environment, and there will be less
alloy broadening.

The surface of a three-dimensional system can be con-
structed by coupling together an array of chains, all ex-
tending perpendicular from the surface. For a normal
semiconductor the coupling between chains broadens the
surface state of a single chain into a surface-state band.
For an alloy, the coupling between chains will broaden the
individual peaks of the bimodal surface X)OS of a single
chain into bands. The actual shape of the DOS will de-
pend on the energy separation between peaks, the extent
of the banding, and the amount of alloy broadening.
When the alloy is a mixture of constituents which have
surface states that are well separated in energy and have
little dispersion across the surface Brillouin zone, the sur-
face DOS of the alloy should be bimodal. When the con-

stituents have surface states which are close in energy and
vary substantially in energy across the surface Brillouin
zone, the bimodal character of the DOS will be lost.

Our calculations have shown that the atomic character
of the surface DOS is maintained when a one-dimensional
alloy is formed by mixing its constituents, despite the in-
herent alloy broadening. The banding which occurs when
the system becomes three dimensional may or may not
destroy this atomic character of the surface DOS.
Whether this occurs for a particular three-dimensional
system will depend on the details of the system and must
be determined by specific calculations for that system.
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