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The effect of substitutional impurities on a half-occupied linear chain with Peierls instability is
studied within a single-impurity approach. The change in energy due to the presence of impurities
is calculated analytically assuming them to be independent. The evolution of the order parameter at
T=0 K versus impurity concentration is investigated, showing an abrupt drop to zero and the possi-
bility of metastable solutions. The approximation is tested by analyzing the effects of pair interac-
tion on the single-impurity results. Finally, the finite-temperature case is investigated by consider-
ing the evolution of the transition temperature with impurity concentration.

I. INTRODUCTION

The presence of impurities has important effects on sys-
tems with Peierls instabilities,! altering the static, dynam-
ic, and transport properties of both chainlike?® and layer
compounds.* In general, impurities weaken the Peierls in-
stability smearing out the transition between the normal
and distorted phases. This destructive mechanism of im-
purities has been studied theoretically under various dif-
ferent points of view.>~

In this paper we study the problem of substitutional im-
purities in a half-occupied linear chain with Peierls insta-
bility.!> We use a local approach,'® analyzing exactly the
change in energy due to a single impurity in a system with
a spatially uniform distortion. In this approximation, the
effect of N impurities is assumed to be N times that of an
isolated impurity, neglecting mutual interaction. This ap-
proximation provides exact results in the limit of small
concentration of impurities, its main shortcomings being
the imposed condition of spatial uniformity of the order
parameter and the neglect of the electron-electron interac-
tion in the model Hamiltonian.

The paper is organized as follows: In Sec. II we estab-
lish the model and obtain the change in energy due to a
single impurity at zero temperature. In Sec. III we con-
sider the evolution of the order parameter with impurity
concentration, showing a discontinuous drop to zero and
the possibility of metastable states. In Sec. IV we test the
single-impurity results by considering the interaction be-
tween pairs of impurities, and we show that it has small
influence on the single-impurity results. In Sec. V we
consider the finite-temperature case and analyze the tran-
sition temperature versus impurity concentration. In Sec.
VI we summarize our work.

II. FORMALISM

We consider a half-occupied linear chain of orbitals
described by the following model Hamiltonian;!!'!2

HozEe(k)c;ck+A2c;+Qck+—2TA2 (1)
k k

where c,:r (c) creates (destroys) an electron with wave
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number k and energy €(k), A is the order parameter (or
gap), and A is the electron-phonon coupling. The first
term in (1) is the band-structure term, the second term
represents the Peierls instability mechanism with Q corre-
sponding to the perfect nesting wave number for the half-
occupied band (i.e., Q =2kp), and the third term is the re-
storing elastic energy. It has to be pointed out that the
electron-electron interaction is not included in H,, this
has important consequences as it will be discussed below.
This Hamiltonian can be rewritten in the following local
version:

Hy=3, V(c,TciH—{—H.c.)—\\-AEcI,cm
i m
, —AZC,,C,,+—A2 )

where V is the hopping parameter between nearest-
neighbor sites and ¢; (¢;) runs over odd (even) sites, show-
ing clearly the dimerized nature of the system which may
be seen as a chain of alternating sites with orbital energy
A and — A, respectively.

The presence of substitutional impurities is modeled by
the addition of the following term to the Hamiltonian H:

1mp 2 ecaca ’ 3)

where a runs over the impurity sites, which are taken to
be distributed at random. From (3) we see that the impur-
ity shifts by € the corresponding orbital level. In this pa-
per we will explicitly consider the case of negative ¢, al-
though the analysis is exactly the same for a positive €.
Within the scheme of the single-impurity approach, we
have to analyze how the impurity perturbs the system.
The change in electronic energy can be written as'

E
U=LIm [ In(1—eg)dE @)
77' - 00

where g =(a | (E —Hy)"!|a) is the diagonal matrix ele-
ment of the resolvent (Green’s operator) corresponding to
the unperturbed Hamiltonian taken at the site of the im-
purity, and Ep is the Fermi level. We have to consider
the two possible kinds of sites in the dimerized chain and
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we design by g, and g; the Green’s-function elements
corresponding to sites with orbital energy —A and +A,
respectively (A being positive).

From (4) we can see that the change in energy due to a
simple impurity is the integral of a phase shift of the per-
turbing potential. In order to evaluate (4) we should know
the position of the localized states which appear with the
impurity. These localized states satisfy the condition:!’

1
. —Re(g)=0. (5)

This condition is illustrated in Figs. 1 and 2 in which the
detailed form of g, and g, is shown. The unperturbed
spectrum!? shows the characteristic two bands with a gap
of magnitude 2A separating the occupied and unoccupied
parts. We see that there is only one localized state with
energy E; below the H, spectrum if the impurity substi-
tutes a site of kind |. On the other hand, if the impurity
is placed on a site of kind 1, two localized states appear
with energies E; (below the spectrum) and E, (within the
gap). The position of the localized states together with
the form of the spectrum of the unperturbed Hamiltonian
is analyzed in the Appendix. It should be pointed out that
the localized state within the gap (E,) “comes” from the
upper band (see Fig. 2) and it remains unoccupied at zero
temperature provided that the impurity does not carry any
extra charge. In this case the Fermi level is always below
this state.

Using Eq. (4), we obtain for the change in energy when
the impurity is on site | the following expression:

U=E —Ey+Ip, (6)

where E, = — (14 A2)!/2 is the lower edge of the spectrum
in units of the half-bandwidth (4¥2=1); these units will
be used in the rest of the paper. I is the integral (4) in
the lower band:

1 —A
I=+—Im [, "In(1—eg,)dE . )

A similar expression can be obtained for U,:
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FIG. 1. Real ( ) and imaginary (— — —) parts of the
Green’s function g, for order parameter A=0.5 (half-bandwidth
units). The condition for the appearance of the localized state
and its position ( E) are also illustrated.
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FIG. 2. Same as Fig. 1 for the Green’s function g, and its lo-
calized states (E, and E3).

U,=E;s—E,+1I, (®)
with
n="2tm [ *in(1—eg,)dE ©)
1=—Im [ In(1—eg; .

Bearing in mind that the impurity has the same probabili-
ty of presence in both kinds of sites, the total energy
change due to the presence of one impurity can be written
as

=(U,+U,)=+(E,—Ey+E;—Ey+Io+1,) . (10

At this point, we will simplify the expression (10) using
the symmetry of the unperturbed spectrum and a sum
rule. Looking at Figs. 1 and 2, we observe that I, and I,
are related to each other: I is the integral of In(1—eg,)
in the upper band and vice versa. On the other hand, if
the spectrum is completely occupied, the change in energy
is simply the change in the trace of the Hamiltonian,
which in this case is €. Using this sum rule and the sym-
metry previously indicated, we can write

e=E\—Ey,+Iy+1,, (11a)

€=E3—Eb+E2‘—A+Il+IO . (11b)

Equations (11) provide us with a relation between the
three localized states and also allow us to write Eq. (10) in
a simpler way:

U=+(e+E;—Ep) . (12)

The simple expression (12) is the change in energy due to
a single impurity (after taking into account the two possi-
ble choices of site) when the impurity does not modify the
electronic content of the system.

III. ORDER PARAMETER

Our basic assumption is to consider the effect of N im-
purities as if they were independent (infinitely apart from
each other), so that, the total energy (per site) of the sys-
tem can be expressed as

F=Fy+xU, (13)
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where x is the concentration (per site) of impurities, U is
given by (12) and F, is the energy of the unperturbed
Hamiltonian, given by (see Appendix)
1 ., 1 E(k)
Fo= 20 A T k
where k=(1+A2)"1/2 and E(k) is the complete elliptic
integral of the second kind.®

In Fig. 3 we can see a plot of the total energy F versus
the order parameter A for various concentrations and a
given set of parameters. We observe that the minimum
energy position shifts downward with the increase of im-
purity concentration and eventually disappears. We can
also see that the order parameter drops to zero abruptly
and the minimum in the total energy can be above the en-
ergy of the nondimerized (A =0) lattice giving rise to hys-
teresis in the order parameter. This behavior is shown in
Fig. 4 where we have plotted the order parameter versus
impurity concentration for the same set of parameters.
The abrupt drop to zero and the hysteresis are clearly
shown. It should be pointed out that the discontinuous
drop to zero of the order parameter is a consequence of
the behavior of the first derivative of U versus A, which
does not vanish at A=0. The linear behavior of the order
parameter in the vicinity of x=0 is also found when the
disorder is treated in a mean-field approximation'! (al-
though the slope is different), while the discontinuous
drop to zero and the hysteresis are novel features associat-
ed with the single-impurity approach.

Leaving aside the problem of the validity of the previ-
ous results beyond the noninteracting impurities approxi-
mation, this approach is indeed correct in the limit x —0.
In this limit we can analyze the evolution of the order pa-
rameter versus impurity concentration. The stability con-
dition reads as follows:

(14)

dF _dFy, du

—=—+x—2=0. 1

dh —da T¥aa =0 (13
Equation (15) implies that, in the limit x —0, the order
parameter decreases linearly with the impurity concentra-
tion

-4x10™

FIG. 3. Total energy versus order parameter for various im-
purity concentrations (x=0, 0.005, 0.01, 0.015, 0.02, 0.025) with
A=0.85 and e= —6.

A=Ay—mx , (16)

where A, is the order parameter in absence of impurities
and m is given by
dU/dA

B TRy (17
d’Fo/d A

A=A,

From (12) and (14) we can obtain an explicit expression
for m. With the results of the Appendix, we can write the
following expression for m in the limit Ay—O:

dE;
dA

T €

A0:—2— 62+1 )

o
m= > (18)

The value of m versus € is plotted in Fig. 5. We see a
quadratic behavior near the origin and a saturation!! for
large €. The quadratic behavior corresponds to the Born
approximation for the scattering by impurities while the
saturation implies that, once the impurity is sufficiently
different from the host lattice, a further increase of the
perturbing potential is completely irrelevant. In analogy
with the theory of magnetic impurities!” in superconduc-
tors, m can be thought of as the breaking parameter (per
impurity) of the Peierls instability.

IV. PAIR APPROXIMATION

In this section we test the validity of the single-
impurity (i.e., noninteracting impurities) approximation,
considering the interaction between impurities. We re-
strict ourselves to the case of pairs of impurities. In other
words, we consider each impurity added to the system as
experiencing the field of another impurity at a given dis-
tance. Therefore, we compute the change in electronic en-
ergy of the system when adding an impurity in the pres-
ence of a previous one. The expression (4) for the change
in energy remains valid, but in this case, g is the diagonal
matrix element at the impurity site of the Green’s opera-
tor of the system with one impurity at a distance n of the
site where we include the new impurity. The change in
energy per impurity in this approximation, U, is obtained
by averaging over the distribution of distances corre-
sponding to a given concentration of impurities:

u=S P,U,, (19)
n=1

where U, is the energy per impurity when two impurities
are at a distance n and P, is the probability corresponding
to that separation:

P,=x(1—x)""1, (20)

Once U is known, the problem is, as in the preceding
section, to minimize the total energy, which is also given

by

F=Fy+xU . 1)

In this case, unlike the preceding section, U also depends
on the impurity concentration through Egs. (19) and (20).
We have therefore evaluated numerically the change in
energy U for the value e=—6 which corresponds to a
strong perturbing impurity (see Fig. 5). In practice, we
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FIG. 4. Order parameter versus impurity concentration with
A=0.85 and €= —6. The dotted vertical lines indicate the con-
centration at which the energy minimum passes from absolute
to local minimum (first dotted vertical line) and the concentra-
tion at which this local minimum disappears (second dotted
vertical line).

have calculated the correction to the single-impurity ener-
gy up to 20 lattice site distances in Eq. (19). For larger
distances, the corrections to the single-impurity value are
negligibly small. The order parameter obtained by
minimization of Eq. (21) is shown in Fig. 6 for various
values of A. The corresponding values for the single-
impurity approach are also shown for the sake of compar-
ison. We observe small changes in the order parameter as
compared with the single-impurity case, and the discon-
tinuous drop to zero is preserved in the pair approxima-
tion. The same applies to the appearance of a local
minimum with energy higher than the nondimerized
chain (hysteresis) as can be seen in Fig. 7, which is the
corresponding version of Fig. 4 in the pair approximation.
The origin of the small influence of the impurity interac-
tion on the single-impurity results comes from the fact
that the correction is a weakly dependent function of the
order parameter, although the correction itself is far from

/2

i 1 1 1 L

0 2 4 3

FIG. 5. Absolute value of the slope of the order parameter
versus impurity concentration at x=0 plotted against the inten-
sity of the impurity potential.
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being negligible. We conclude that the single-impurity
approach can be considered as a good approximation in
the studied case of strong perturbing potential.

V. FINITE-TEMPERATURE RESULTS

The single-impurity approach can be used to analyze
the finite-temperature situation without taking into ac-
count the phonon entropy. In this case, we have to calcu-
late the change in the free energy when adding a single
impurity and from this result we can study the change in
the transition temperature with impurity concentration.
The change in free energy due to a single impurity can be
written as follows:'®

vn=—4 [ epEn(1+e~PaE , 22)

where B=1/kT and 8p(E) is the change in the density of
states due to the impurity:'*

8p(E):—;Imiln(l——eg) , (23)
where g represents the diagonal matrix element of the un-
perturbed Hamiltonian in the site of the impurity.

In expression (22) it has been implicitly assumed that
the Fermi level remains at the unperturbed energy (1 =0).
This is true in the limit of small concentration of impuri-
ties (x —0) and finite temperature. The reason is that at
small concentration, the condition that fixes the Fermi
level is dominated by the unperturbed spectrum, so it
remains at u=0. It also requires the temperature not to
be too low because, in that case, the Fermi level would be
dominated by the position of the localized state in the gap
(which should be unoccupied in the limit T'—0 K).

Performing a partial integration in (22) and taking into
account that the total change in the integrated density of
states is zero, we can write the following expression for U:

U=L1m [ "7 dE f(B)n(1—eg) 24)
= . eg),

FIG. 6. Order parameter versus impurity concentration for
various values of A (0.7, 0.85, 0.95, 1.05) comparing the single-
impurity results ( ) and the pair approximation (— — —).
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FIG. 7. Same as in Fig. 4 in the pair approximation.

where f (E) is the Fermi-Dirac occupation factor.
Taking into account the two possible choices of site, the
total energy can be written as

U=+(U,+U,), (25

where U, (U,) is calculated from (24) with the use of g,
We can carry out an analysis completely similar to that
of the zero-temperature case and making use of the sym-
metry of the unperturbed spectrum we arrive at the fol-
lowing expression for U:
=3le—(E|—E))]
—BE, —BE,
P PR

__352)

—BA
+Lln (1+e (14+e 1+e )

2B | (14e )1 4e P2y (1 4e

It is easily shown that Eq. (26) reduces to expression (12)
in the limit T—O0 (provided E, >0 and therefore the cor-
responding localized state is unoccupied in that limit).
The total free energy (per site) of the system with a con-
centration x of impurities can be written as follows:

(26)

where F, represents the free energy of the unperturbed
system. The equilibrium position corresponds to the
minimization of F versus the order parameter which can
be easily performed using the expression of F, (Ref. 12)
and U [Eq. (26)]. The first comment concerns the nature
of the transition, which remains continuous as in the un-
perturbed case. This relies on the fact that the first
derivative of the impurity contribution versus the order
parameter vanishes at A=0.

We now focus our attention on the evolution of the
transition temperature (7,) versus impurity concentra-
tion. The stability condition is

dF _dFy,  du

da = aa TYaa % @8)
We can write!? (in the limit A << 1)

dFy, A A 2.28

dA——k—ﬂln T (29)
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Expanding U in powers of A and taking into account that
the first derivative vanishes, we can write

dU "
JA ~UjA (30)
with
2
Ui = d(i . 31
dA A=0

Using (29) and (30) in (28) we arrive at the following solu-
tion for the transition temperature:

—aUg'x

kT,=2.28¢ "™ ¢ ~kTo(1—7U{x) , (32)

where kT;=2.28¢ ~"/* is the transition temperature for
the unperturbed system.!> From (32) we observe that the
transition temperature decreases linearly with the impuri-
ty concentration in the limit of small concentration. We
can analyze the slope of this decrease by noting that, in
the limit of small T,, we can approximate U in the fol-
lowing way (see the Appendix): :

yr B €
0="5

_— . (33)
2 (€+1)
Therefore, we can write the following expression for the
transition temperature (with k7" << 1):
2
T €
kT=kTy—————x .
° 2 (@417

It is interesting to note that in the limit e—0, this expres-
sion becomes identical to that of the order parameter
versus concentration at 7=0 K, so that the ratio A/kT,
remains at the value obtained in absence of impurities.
This is also the behavior obtained in the case of magnetic
impurities in superconductors stressing the analogy be-
tween the two problems.!’

(34)

VI. SUMMARY

The problem of impurities in a linear chain of atoms
with Peierls instability has been studied within the frame-
work of a single-impurity approach. In this model, the ef-
fect of N impurities is approximated by simply adding the
change due to a single impurity introduced in a system
with a spatially uniform Peierls distortion. This approxi-
mation yields exact results in the limit of small concentra-
tions of impurities. The presence of impurities always
tends to destroy the instability. We have studied this de-
crease of the order parameter in terms of the perturbing
potential. Interesting aspects of the evolution of the order
parameter with impurity concentration are the abrupt
drop to zero and the possibility of metastable states. The
single-impurity results have been tested by explicitly con-
sidering the interaction between pairs of impurities in the
limit of strong perturbing potential. The single-impurity
results are scarcely affected by the inclusion of pair in-
teraction. Finally, we have studied the problem at finite
temperature in the limit of a very small concentration of
impurities. We have shown that the transition remains
continuous and the transition temperature decreases with
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impurity concentration. This decrease has been analyzed
in terms of the perturbing potential showing that, in the
limit of small perturbing potential, it is the same as that
of the order parameter versus impurity concentration at
zero temperature.

Before we conclude, we comment on the two main
shortcomings of this model calculation, namely the
neglect of (i) the electron-electron interaction and (ii) the
phonon entropy at T40.

(i) The electron-electron interaction weakens the forma-
tion of the Peierls gap.!~2! If the electron-electron in-
teraction is included via a Hubbard-type Hamiltonian,
complex ground states with magnetic order can take

" place,?® making the analysis very complicated in a nonuni-
form system. Nevertheless, there are regions in the phase
diagram® where the ground state is a pure charge-
density-wave (CDW) state. In this case the main effect of
the electron-electron interaction is to reduce the charge

|
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fluctuations and therefore the above reported values of A
should be smaller, in general, and the analytic expression
(14) would no longer be valid.

(ii) In the calculation of T, we have neglected the con-
tribution of the phonon entropy since in our mode we
have only considered the destruction of the CDW due to
the weakening of the electron coherence. This is a limita-
tion of the model?* and therefore the calculated critical
temperature can only be considered as an approximated
one.

APPENDIX

We give in this Appendix the expressions for the unper-
turbed Green’s function, the total energy in absence of im-
purities, and the position and derivatives of the localized
states. The real and imaginary part of the diagonal ele-
ment of the Green’s operator in a site of kind | are given
by the following expressions (see Fig. 1):

—172
_ [—f:i—%mz_y_n] , —ow <E<—(1+A%)172
—172
BFE 1 1a2-E?) , —A<E <A
Reg (E)= A—E
ALE —1/2
+ 2 A2 2172
——(E*—A"—1 , (1+A%)/“<E <
A_E (E ) ] + o
0 otherwise ,
(A1)
—172
— | EERaear-EY |, —(4A<E<-a
Img,(E)= —172
! _EHR (LAY, A<E <(14AH)2
E—A
0 otherwise ,
|
where A is the gap in the spectrum and the energy E is ) oP
measured in units of the half-bandwidth. dE, 9A
The corresponding expressions for g, are the symmetric dA 9P
and antisymmetric versions of g, (see Fig. 2). The condi- 3E
tion (5) for the appearance of localized states gives the fol- !
lowing equation for E; (see Fig. 1): (A3)
2
3’P P | dE, d’P | | dE,
- 3 2 -
P(AE))=a3E1+aEi+a,E1+ao=0 (A2) &E, aaz T [aA dE; | dA T |3E? || dA
with dA? P
oE,

a3:1, az——‘A, al=(—62—A2—1),

ag=Ae’*—A—A%.

The first and second derivatives of E; versus the order
parameter are [from (A2)]

Applying Eq. (5) to g;, we obtain the following equation
for E, and E; (see Fig. 2):

Q(A,E)=b3E3+b,E*+b,E +by=0, (A4)
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where E represents both E, and Ej3, and the coefficients
are given by

b3=1, b2:—A, b1:—€2—1—A2 ,
bo=—A(e—1)+A%.

The first and second derivatives of E, and E; versus the
order parameter are given by expression (A3) with P(A,E)
substituted for by Q(A,E). Explicit expressions for the
first derivative of the localized states for A=0 are the fol-
lowing:

dE, —e?

dA Ja_o €41~

dE, 1—¢? (AS5)
dA a0 14€°

dA oo €+1°

The electronic energy of the unperturbed Hamiltonian at
T=0K is given by
(1442172

1=— [, Ep(E)E , (A6)
where p(E), the total density of states, has the following
expression:
1 E
T (1+A2—E2)1/2(E2—A2)1/2 :
The integral (A6) can be calculated exactly'® with the fol-
lowing result:
1 E(k
T k
where E(k) is the complete elliptic integral of the second

kind. The total energy of the unperturbed Hamiltonian is
obtained by adding to (A8) the elastic term
1 1 E(k)
Fo=—A2——=2" A9
YN T k (A9)
Expanding E(k) in the vicinity of A—0,!® we obtain the
following expression for the total energy and its deriva-
tives:

plE)= (A7)

k=(1+A%"172 (A8)

1 ,, A? 4
~——A2— = 2In|— 0
F, ZLA 4 |2 A +1] , (A10)
dFy, A A, |4
o A A4 All
7 N N (Al

d’F,
dAa?

Lln

1 1
AT

+—. (A12)
T

4
A

Finally, we consider the single-impurity change in energy
at finite temperature. The first derivative of expression
(26) versus the order parameter can be written as follows:

U'=+5(Ey—E)+5[f(E)E| +f(Ey)E5 +f(E3)E} ]

— 5 [2f (Ep)Ep +f(A)], (A13)

where the prime means derivative versus A and f(E) is
the Fermi-Dirac factor. Using the expressions for the
corresponding derivatives, it can be shown that U’ van-
ishes at A=0. When the temperature is small compared
with the half-bandwidth, we can approximate (A13) in the
following way:

U'~+(E}

—Ep)++f(E)ES — L F(A), (A14)

where we have made use of the relation (11) between the
three localized states. The second derivative of U is, from
(A14), ’

U'~5(E{ —Ey )+ f(E;(E})++f(E))ES —Lf(A),
(A15)

where the double prime means second derivative versus
order parameter and f’(E) is the first derivative versus en-
ergy of the Fermi-Dirac factor:

— BeBE

"(E)= .
SE) (1+4ePEy?

(A16)

Using expression (A5) for E5 and the fact that E; =
[Eq. (A3)], we obtain for U” in the limit A=0:

2
U'A=0)=Uy =SB —E+ B € (A17)
02 b 2 (e€241)?
In the limit of low temperature, the second term. of the
right-hand side of (A17) becomes dominant and we obtain
for U" expression (33) of Sec. V:

. B é
U =7m (A18)
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