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Crossover functions are obtained to three-loop order in an expansion around dimension d =4 for
the ¢* theory. Expressions for the internal energy, susceptibility, and correlation length are given
for the general n-component system in zero magnetic field and above the critical temperature. The
full Helmholtz free energy, magnetization equation of state, and susceptibility are given for the
Ising-like n =1 case. Corrected values for the critical amplitude ratios as well as for the correction-
to-scaling amplitude ratios are given to three-loop order.

I. INTRODUCTION

In this work, we extend earlier work! ™3 on crossover
functions for thermodynamic functions in the critical re-
gion. These are obtained by a match point applied to the
results of a conventional perturbation-theory expansion of
the functions in question. Match-point methods were in-
troduced by Nelson* as a simplification of the differential
generator approach to nonlinear. renormalization-group
equations.’ As such, they appeared to be limited to first-
order, one-loop calculations. However, Bruce and Wal-
lace® showed that the same match-point idea could be
used with field-theoretic perturbation methods and could
thereby be carried out to any desired order. Applications
of the approach also have been made by Theumann.’

The method introduced in Ref. 6 utilizes a perturbation
expansion calculated with a smooth cutoff, discarding ef-
fects which are only important when the correlation
length approaches the effective cutoff distance (which
models physical quantities such as the mean intermolecu-
lar spacing of a fluid or lattice spacing of a magnet). In
that limit, relatively simple renormalization-group equa-
tions apply and can be solved to give a renormalized
theory with a different “mass” or correlation length. By
reducing the renormalized correlation length to a size
comparable to the cutoff distance, a manageable perturba-
tion theory is obtained, with the singularities resummed
into crossover functions. In Ref. 1 it was pointed out that
the choice of match point needs to be carefully considered
to resum the series in the most effective way. For exam-
ple, for n-component systems, the spherical model gives
an exact result in the large-n limit which can be used as a
guide for selecting a match point. The smooth cutoff ap-
proach was used by Refs. 1—3 (utilizing, as does Ref. 6,
the diagrams calculated by Nickel®), but varied the
match-point values for each function of interest in an at-
tempt to capture the best result to two-loop order. At
three loops, this procedure could again have been fol-
lowed, but it was found to be convenient to use dimen-
sional regularization® of the theory and choose the precise
values of the renormalization factors to simplify the
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match-point values for the functions of interest. Techni-
cal details are given in Appendix A.

The crossover functions calculated by any of the
match-point variants described above incorporate the
asymptotic critical behavior and provide a resummation
of the Wegner expansion'® (of a limited number of
Wegner correction-to-scaling operators, here one). Thus,
in applications where the convergence of the Wegner ex-
pansion is in doubt (that is, where the critical region is ap-
parently small), crossover functions are necessary. Far
out from the critical region they must fail, due to the ap-
proximations made in the evaluation of the perturbation
theory. These may be phenomenologically repaired to
some degree; cf. Ref. 11.

Beyond giving a crossover form to the quantities of in-
terest, the result of the present work also extends to higher
order in the € expansion (at n=1) values for the asymp-
totic critical ratios T'y /I'¢ and (H M§™'/T¢)—1/8.12
We prov1de corrected values for previously published ra-
tios E§ /E5, RE,™>' a /a;” and a}t/af."® We con-
firm the results for a3 /a; (Ref. 15) and the asymptotic
equation of state given by Wallace and Zia.!®

In Sec. II the results for the general n-component
model are given for the internal energy, susceptibility, and
correlation length in zero magnetic field, above the criti-
cal temperature. This particular choice is governed by the
relations between their diagrammatic expansions, which
allow a single match point to be useful for all three. Sec-
tion III gives the complete Helmholtz free energy for the
Ising-type n=1 system. Crossover functions as well as a
parametric representation of the free energy including the
first Wegner correction. The related single-component
models of the Sak compressible-ferromagnet model!’ (the
Fisher-renormalization®!® counterpart of the Ising model)
and the asymmetric fluid model® will be discussed else-
where. Appendix A describes the renormalization method
employed in more detail, contrasting the smooth cutoff
and dimensionally regularized approaches, and provides
the formalism for the solution of the renormalization-
group equations. Appendix B derives the transformation
equations for parametric models under change of the pa-
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rameters governing the temperature variable ¢.

II. RESULTS FOR n-COMPONENT SYSTEMS

For all the calculations of this work, we use the Wilson
Hamiltonian in d dimensions for an n-component spin
field:

H= [ d%|5t¢¥x)++ | Ve(x)|?

+ 1;,3 |62x) | 2—h-¢(x) | . 2.1)

The parameter ¢ is proportional to the reduced tempera-
ture difference (T —T,)/T,, and h is the magnetic field.
All initial evaluation of diagrams is performed without a
cutoff, using dimensional regularization. The theory is
made finite at 4 —d=0 by making scale changes in ¢, M,
and u, and by adding a constant (proportional to 2) to
the Helmholtz free energy 4 (M,t). (Note that we are al-
ways treating the reduced Helmholtz free energy
A /kgT.) The rescaled or (initially) renormalized quanti-
ties are given by

t—>Z,(u , (2.2a)
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M?*2Z,,(u)m?, (2.2b)
ug=AuZ,(u) , (2.2¢)
A—A ++Cu)?Ac. (2.2d)

The parameter A is introduced to render u dimension-
less. There is a relatively large amount of freedom in the
choice of the Z’s and C(u). Each acceptable choice must
make each perturbation diagram finite for fixed nonzero
mass and d=4. It is convenient to choose them so that
the diagrams for the internal energy E, susceptibility [X ~!
is given by the value of the two-point vertex function
I',(k) at zero wave vector k=0], and correlation length &
[obtained by £2¢~'=aI,/3(k*)|,._,] are individually
zero at unit mass for all d. Any remaining freedom is
used to simplify the four-point vertex function I'y. The
diagram expansions for the internal energy, the two-point
function, and the four-point function are given in Fig. 1.
For convenience, a factor of (S /2)F, where L is the num-
ber of loops and S is defined by

S =T(1++e)(1— Le)2!=97—42 /(T 1d) ,

is taken out of each diagram (the factor of 2% is included
in the combinatorial factor for the diagram in question).
This corresponds to making the transformations
u—2u /S with uA4 and uM? fixed. Note that this differs

e (- 22u8+ Fonanr O + (22)° [§ Qﬂ

2
I,= t+ k2 + n;Z u:o_%g_u8+ -g—(n+2)2u2© + (____n;Z) u? {:§+ WJ}
- £ (n+2)0? e—u(n+2)é—u§u
S 3 1 &2

2
_ n+8 2 n~+6n+20 4 2 &
L= u- S ©+.___9__®+ 9(5n+22)@ + 9(n+2)(n+8)

—%(n+2)(n2+6n+20)&— % (n+2)2(n+8) [& + %% +%}

n3+8n%+24n +48

—5% (n+2)(5n+22) [é} . f\\;}

>7 O

-5 (3n2+22n456) [@ + O<Oi| - 2 (n?+20n+60) [O::O + 4 @J
——287‘(5n+22)A—%(3n2+22n+56) [@ + —%— ©}

= AL

FIG. 1. Diagram expansions of the internal energy E, two-point function I',, and four-point function I'y.
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TABLE I. Renormalization constants.

2
z—142F2E 2E2 (42001~ 2d1) 4 20,6] | &
(n +2)? }
[ } n+ (1+4d6)+2>(n +8)[d3+6(e2—2e1)]] {—Z—]
2
8 u n’4+6n+20 4(5n +22) 4(n+2)e€ | |y
Z,=1+0F5 % - — u
TRt ( 9 7 9 e
n3+8n%+4+24n +48 4 2 dy dg 4 )
+[ 27 - 7(3n +22n +56) |dy+ 3 6 +-2—7(5n +22)5(3)e
3
32 4 4(n +2)(n +8) u
— 24 (n -1 (2 DR TERARTO) (30, — u
81 (n Ydge+ 27 (n*4+20n 4+60)d; — 27 (3e;—ej)e p
2 2(2e,— 3
Zn=14 20 420, 0 220200 (o gy
9 € 27 62
2 2 g
Cluy=14 27221y e J(2d6+n+2){ J
from the value of S given in Ref. 13 by the inclusion of
the factor of I'(1+5€)I'(1—+¢). This change of scale in
A needs to be taken into account in the two-scale univer-
sality factor. The renormalization constants obtained
under this constraint are given in Table I and the values It}

of the renormalized diagrams are given in Fig. 2; the coef-
ficients c;, d;, and e; are listed in Table II. The leading
term of each (determined by c¢;) is, of course, the value as
given by dimensional regularization.

The redundancy of A leads to the renormalization-
group equation:

{AdA+B(u)d,+[2—1/v(w)]td, — +1(u)Mdy } A

2 —€
__nBu)t°A 23
2

Similar equations apply for the various correlation func-
tions.!” The functions appearing in Eq. (2.3) are deter-
mined by the renormalization factor, as described in Ap-
pendix A. Explicit expressions are given in Table III for
the n-component system. Whenever they are written
without an argument, the critical value is to be under-
stood. Having rescaled the Hamiltonian in this discrete
manner via the renormalization constants [Eqgs. (2.2)] in
order to make it finite at d=4, we may now solve Eq.
(2.3) by the method of characteristics to study the
behavior under more delicate scale changes. This is, in
fact, formally equivalent to choosing a different set of Z’s
and a different value of C. However, we can allow the
renormalization-group equation to choose these factors
because of the existence of the fixed point u =u* [at
which B(u)=0].'® Using a reference value of unity for A,

€

<2 (1K 2€ + 37 + d)

€2

k2 (c k3 -2¢,k 24 dpk ™ + dg)

g0~

P
cak %+ e (1~ ) kB (I-§)K 4 d,
== <3
L@ =N
2e€

k2[cak™3% 31— )2+ dgk™+ dg ]

A
@ €3
@ - B B (- e d kT + dg
&3
;:(22 @ [ (K_:E—I)
a epk 5—2e k% + 2¢,—e,

;

k2

e2

FIG. 2. Values for the renormalized diagrams. c¢;, d;, e; are

given in Table II; {(3)=1.202.. .,

tion.

¢ is the Riemann zeta func-
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TABLE II. Coefficients for Fig. 2.

3 e 4e 3 25
== N+E£+50-1 |, c;=— €22y,
¢ 2[ 2( )|, co=— |1+ zke+12e21
= fi __l. € 62 2
ll I R N R e e
3 e é
di=—=[1—=——(1— = 201
1 2 > 2( A)], d, 3+e+eX(1—A),
7 5 1 € 2
d3=1——ge+(7x——12 )62, d4———- ]——— s
3 2
5 TA 5 3 TA
ds=—3+2e+—€— =1—"e— 24 L2
5 3+4-2¢ yid 662, de=1 g€ 2€+66,
2A 1 € A
dy=——= |l—e+“Le|, dg=—=+S+ %€,
7 4 3 € 3 ) 8+6e
1 . € 4\ 1 €
= —— 1_—_— = —_—— —_———
e 3 2 3 €|, ey 6 [1 4 2Ae

the solution of Eq. (2.3) is of the form
A(t,u,M*> A=1)=AtT ,u explel) ,
DM?* A=exp(—1)

=— Lntz.%/'
The general expressions for the crossover functions .77,
D, %, and ¥ in Eq. (2.4) are given in Appendix A, Eq.
(A15). To three-loop order they can be written as follows:

T =YV oexplri(p—7)+1(p?—u7 2], (2.5a)
@:Y"”/‘”exp[dl(p—17)+d2(p2—172)] , (2.5b)
U =Y ®explu,(p —u)], (2.5¢)

y—@/ov__1

_ kQB(u*)

a/ev

S|

Yl—a/aw_

1 —
+ —a/av [e/o—1+kJ(1—1%)

2—a/wv_
X ey

2.5
2—a/wv (2.5d)

In Egs. 2.5), a=u/u*,

and Y=(1—p)/(1—1%).

proaches the fixed point.
Those constants not expressed as exponents are given in

p=u(l)/u*, u(l)=% explel),
As [—>w, p—1 and u(l) ap-

TABLE III. Functions appearing in the renormalization-group equation.

B(u)=1+-’u'£b"‘u2

Blu)=—eu+ n';su + B+ Bt
where By 2 | 33n+14) | | 41n +178 _ 13n 462
9 2 8 3
330249221 +2960 n+8 |41n+178  13n +62 4
= - 2(s
Bs 16 + > A 3 A +9( n 422)§(3)
2
2 n+42 5 25 n+2 |n+8 19 A n+2
21 - n+2 n+ts |2 <) A 2 Rtz 2 _A *
/Mu)="3 +3[6246+ €]+3 9\2v3+1sb1
n+2 € _4 2, 2n4+2)n+8)),. 3
=—|1— _— —_——
mu)="1g A L 81 hau
where b*=— - + A, A=1.171854. ..
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TABLE IV. Constants appearing in the crossover functions.
_n+2 | 13n+4+44 —18n24+691n 4+2072 | 9(3n +14)(197 +72)  24(5n +22)
= € > +e€ 3 7 — 5—6(3)
n+8 |2(n+8) 4(n +8) 2(n +8) (n+8)
. 1 41n 4178  13n +62 A
(n +8)? 8 3
g | I +2 || _ 3n>+460n +1184  3(3n+14)(13n +44) __6(5n 4+22) £(3)
2 n+8 16(n +8) 4(n +8)* (n+8)
1 57n +156  19n +68
— A
+ (n +8)? [ 16 6
n+2 —n?4+92n +440 n+2 ,1303n+14) 4A
d1=— > 1 > €|, d1=— > -
2(n +8) 4(n +38) 4(n +8) (n +8)? 3
9(3n +14)>  33n24+922n 42960  12(5n +22) 1 41n +178  13n +62
u1=62 T 3 — 5 &(3)— 5 _ A
(n +8) 8(n +8) (n+8) (n +38) 8 3
B(u*)=1+nb*, ko=%eXp[(2ﬁ—u,)(l—ﬁ)+272(1—ﬁ2)] ‘
*
ki=2-5(r+2m 4 mb*), ky=2r [1—5 ]-—2'6— ﬂé—+7%+7'2 —u,
w (7] w 2

Table IV. The exponent o [ ='(u) at u =u™*] determines
the value of the first Wegner correction-to-scaling ex-
ponent: A=wv (=0.5 at d=3 and n =1).?° The variable
p is a renormalization-group global invariant in the sense
of Refs. 1—3. The use of the critical-point exponents in
Egs. (2.5) is partly arbitrary, since within this calculation,
the exponents are only consistently known to third order.
However, the promiscuous expansion of the exponents is
dangerous as well, as will be illustrated in the discussion
of the correction to scaling amplitude ratios below.
Furthermore, if the crossover functions are to be applied
in three dimensions, realistic values of the exponents can
be used in place of the poorly convergent third-order ex-
pressions.?! Note that Egs. (2.5a)—(2.5¢c) are exact for
n =—2 and n = «, as might be expected.

We now choose the match point exp(— [)=k, where x>

* * \2
1+ %2, 48y 8P

I“ZQZ—E*
4=k wp 6 9

4

(u*p)?

n246n +20

is the renormalized value of the mass parameter, K*=r.

With this match point, the effective mass appearing in the
diagrams is unity. Thus we have:

X" '=t79 , (2.6a)
Er=k*=tT, (2.6b)
% -t . (2.6¢)

Each of the functions of interest is given entirely in terms
of the crossover functions, and the match-point mass k is
identical to the inverse correlation length. This is the ad-
vantage of the particular choice of the renormalization
constants and match point. Not all functions can be
simultaneously simplified; the value of the four-point
function at the same match point is (with A=~ 1.171954)

—(5n +22)[1+€e(1—A)]

+

27 8

— (1?4201 +6)(FA)—+(3n24+22n +-56)(1— 5 A) ” .

Although the crossover functions are of interest in their
complete form, it is also useful to expand them around
the critical point. Giving only the first Wegner correc-
tion, they are given by

(2.7a)
(2.7b)

T = ToKZ—I/V(1+T]prw) N
x@=D0K_n(1+D1p1KL” N

n+8n’+24n +48  3n’+22n 456

2
(2.6d)
|
—€
z____“_ (1—p1k°) , (2.7¢)
u
W:B(u*)%Tgra/V(l+1’<,p1;¢w) . (2.7d)

The value of the constant term in %" has been dropped
since it is only relevant in the full crossover function. The
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values of the coefficients are given in Table V. T, Dy,
and K; may be considered universal quantities. The
values of the universal amplitudes of both leading and
nonleading singularities can now be easily determined.
We define

X '=rft’"(1—aft®), (2.8a)
EEJF . l—a

E= {l-e ————att |, 2.8b

a(l—a) + 1~a+Aa° (2.85)

E-l=(E) "t (1—aft?) . (2.8¢)

The notation for the correction-to-scaling terms conforms
with that of Ref. 13, giving precedence to the correction

for the specific heat rather than the internal energy quot-
ed. The Wegner expansion correction terms have ampli- -

tudes that have a simple form in terms of the expansions
of the crossover functions and the critical-point ex-
ponents:

af =—(yT,+D)p,T§ , (2.9a)
af =142 R, —aTp T
_A—atA ) 20 op p6y_aT, |p, TS,  (2.9b)
1—a a—A
af =—vIp TG . (2.9¢)

These forms are valid to all orders in terms of the expan-
sion coefficients of the crossover functions (2.7), if the

contribution mb* is recognized as u(d/0u)B(u) at
u=u"*. If the exponents and the crossover functions
coefficients are expanded, a more opaque and partly
misleading result is obtained, as illustrated in Table VI.
Here we can see the value in retaining the exponents in
these expressions. At n = —2, the susceptibility, correla-
tion length, and internal energy are known exactly and
have no Wegner corrections, as is shown in Egs. (2.7).
However, the € expansion for the correction to the inter-
nal energy appears to be finite to lowest order and to have
poles at n =—2 in the higher-order term. This arises
from the expansion of 1—a/wv=2n+2)/(n+38)
+ O(e), which appears in the denominator of Eq. (2.9b)
and Eq. (2.5d). We note that the expressions using the ex-
ponents are exact for both n =—2 an n =, in sharp
contrast to the corresponding € expansions. This suggests
that those expressions which must represent exponents
should be kept in that form whenever possible. A some-
what similar attitude is taken in Ref. 21, which evaluates
correction to scaling amplitudes directly at d=3.

The only universal ratio involving the leading-order
behavior of these functions is the two-scale universality
factor given by

(REV=E§ (g5 1= =) gy

_ nSv(l—a)

*
> (14+nb%) .

(2.10)

TABLE V. Coefficients of the expanded crossover functions for general n and for n=1.

7})==u

Ty=—{[2—v 1) /e]l(1—u;)4+(114+27,)}

707 =D eexp( [ —[(2— 1) /el(1 —u )} (1 —7) 4751 —7 2))

_ n+2 13n +44 [ 3(11n°—48n2—312n —922) 12(5n+22)§(3)_19n+68kH€
n+8 (n +8)? 4(n +8)* (n48)° 3(n +8)
=1+ Fe+ [+ FA—$63)1 (1 =D)
Do=1 "exp[(d, +1/€X1—7)+d,(1—7 ?)]
D’=£L“(d‘+2d2)=(::82)26 I+ %J“%ﬂ 57 1+ 5 e Y
e e T | R et

B [ 31n°—102n°—4788n*—41615n°— 166 560n>—274 860n —828

12(5n +22)(5n —24)

2n —4)(n +2)Xn +8)*
20131 +62)

+

3523

(n—4)n+8)°

3
63) 3(n +8)?

1

=3 {1+ 3ge—[ 37 +754(3)— 1T A1)

1—% e—(w/é)u](l—ﬁ)
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TABLE VI. Leading and correction-to-scaling amplitudes.

&=
af =—vTp, TS

__n+2 n?+36n +104 | n®+26n°+798n+3200n +5434  19n +68 _126n422) 15 | 2| s
2(n +8) 2(n +8) 4n+8)° 3(n +8) (n +8)° pito
=%{1+ 7€ +[;gf},+ﬁ)‘—%§(3)]€2}mTé (n=1)
I'§=DT¥
a}=—(yT1+D)pTh
n+2 n?+34n + 88 n*4+26n>+696n2+1928n +1696  17n +52 12(51 +22) A
= € A— 3)|e?|p, T
n+8 2n +87 +[ 4(n +8)* METTEIR (nrsp oS |70

{1+ e+ 316 +3rA—56(3)]E)pi T (n=1)

E{ =Ti *v(1—a)1+nb*)

af =152 LR, a7 )p T8 = 1T2ER |20 (T, _pp*)—aT) |piTS
l1—a l—a
_ n—4 n*+35n3+4+150n%2—112n —992
n+8 (n4+2)n —4)n +8)?
213n+62), _ 12(5n +22)(5n —24) . )
3(n +8)° (n 4+2)(n —4)(n 48)?

+ 1
4(n —4)(n +2)%(n +8)*

(2n"+77n%+2526n°+25412n*+ 127 574n°+ 339 168n?

+ 357464n —76000) | €* | p, TS

=+t {1+ e+ [DA—FLB3)— 2 1elp TS (n=1)

Q81— FON[1+2—a)T ] —(u* /a— AWl nb*)(1—QF /20 [T1(2—a+A)—mb*] [ {_44p

a; = u* —o 8, TS
0t1— 5D —En1+np*)(1-01/27
=3 {1—sre—[or+3TA—35(3)1€) 2%, T8
_ AQY 1-D,
=— |Dy+yT— T 28p, T8 =+{1 BA++£(3)1€2)2%p, TS
ay 1+vT 11(Q%/2)28—1) BT+ 2 pi 7 + Sre— [243 +56(3)1€*}2%p, T
1-D
= |BTi+—; ‘——f:— 2891 Th =1 {1—gre—[ 122 + 35 A—5£(3)]€*) 2%
e? 127 A
{=3{1—— —3£3)— = | | 1=2b2
where Q1 3[1 2 1+3 36 38(3) 2”]
Expressed in this form, it is exact for n = —2 and n = .  agrees with Ref. 22.
This differs from the value given in Ref. 13 (which is - There are two independent universal ratios involving the

equivalent to a value for b* of 2A—37?—7=3.96), but first-order corrections to scaling:
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+ 2
i}{_zz 1— € _ 2A _n —15n — 124 2 , (2.11)
at n+8 3(n +8) 2(n +8)°
ol __,|n=4 n3+28n2452n —144
af - n+2 2(n +2)(n —4)n +8)
LA 24(5n+22)(2n°+9n —92) £3)
3(n +8) (n +2)(n —4)(n +8)°
— ! 5 —(23n°+-80n°—5236n*—66 884n> —328 832n°
4(n —4)(n +2)(n +8)
— 6200481 —250560) eZJ . (2.12)

The Riemann zeta function §(3)~1.20205....
(2.12) differs from the results of Ref. 15.

Equation

III. RESULTS FOR THE ISING-TYPE CASE

In this section we give complete crossover expressions
and leading-order Wegner expansions for the Helmholtz
free energy, magnetization equation of state, and suscepti-
bility of the n=1, Ising-type case. A parametric repre-
sentation of the Wegner expansion is given to facilitate
comparison with earlier results and the parametric classi-
fication scheme of Ley-Ko00.2> We use the model Hamil-
tonian '

. (3.1

H-—.fddx

1. . 1 2, 1 4
S+ [ Ve |+ rued’—he

The diagram expansion to third order is given in Fig. 3.
]

[

Using the crossover functions of Sec. II for n=1, one
finds that at the match point, the Helmholtz free energy is
given by

tTIM? uwD*M* 2
L K Bu*p) .
2 T a4 2 2a 2P

Note that the match-point variable « is equal to the in-
verse correlation length only in the disordered phase (how-
ever, in that phase, it is the complete and not merely the
asymptotic singular part of the correlation length). A
complete crossover calculation of the inverse correlation
length will be given elsewhere. Here, k is simply the solu-
tion of the implicit equation:

uUPM?
—

The magnetization equation and susceptibility at the same
matching point are given by

K4

A= (3.2)

K=t + (3.3)

i—:t?@+"@f2M2+gg@:(“*P) u*p (4—A)+qu*p g(s)—l}‘—;il —[1+e(1—k)]] , (3.42)
X_1=@K2[1+%( %uzqz (§(3)~2—7L§+—1]+—u—;—q—(47—9k)+33i _—12-3—+13—4x

—%uq[l+e(1—%k)]+u+2]

+(2—g) |5u’q |e3)— 2L ~3u2(—4+}»)—3u[1+6(1-—7»)]]]]. (3.4b)

In addition to the previously defined renormalization-
group invariant p, which measures the approach to
asymptotic behavior, there is a new invariant g, giving the
relative size of the order parameter:

_ uU DM?
P )

(3.5)

The invariants p and g.and the scaling field k provide a
parametric representation of the free energy and equation
of state. However, the invariant g, although identically
equal to O in the disordered phase and equal to 2 on the

I

critical isotherm (z=0), is not a constant on the coex-
istence surface. This is a consequence of the match point
used; if the 4 /M match point had been used, it would
have had the value 3 on the entire coexistence surface, at
the price of complicating the functional dependence of the
crossover functions such as &Z. On the coexistence sur-
face, g has the crossover expression

Goxs =3[1—Fu(I([14-€(1—=1)]

+u(D{[FA=363)—21P1. (3.6
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FIG. 3. Helmholtz free energy.

We define a new parametric variable 6= +1 on the coex-
istence surface by 6*=¢q /q.x. Then, the h /M full cross-
over equation becomes

h/M=2Dk*(1—6*)(1+cp*6?), (3.7a)

where the constant ¢ is given (in agreement with Wallace
and Zia'®) by

2A+1

2 ~—0.03€> .

(3.7b)

&
e==7 [§(3)—

The order parameter M is proportional to 6 throughout
the crossover region. Therefore, if ¢ were equal to O the 6
dependence would be that of the linear model. As pointed
out by Ref. 16 for the asymptotic limit (p =1), a different
choice of g can eliminate the correction term from the
h /M equation and convert the model to the cubic model
with an O (€?) cubic model parameter. The form used in
Eqgs. (3.7) is more convenient for our present purposes, but
we will use this correspondence to refer to it as a “cubic”
model.

Note that the deviations from the cubic model are
small, even at e=1. Furthermore, preliminary analyses of
fluid systems (cf. Ref. 11) indicate that the effective value
of the coupling u is small compared to the fixed-point
value, corresponding to a small asymptotic critical region.
Thus, as the distance from the critical point increases, the
invariant p decreases from unity, further diminishing the
deviations from the linear model form. The remaining
crossover effects in the 4 /M are also small, arising from
the crossover function & and proportional to 7/w. Fi-
nally, note that the e-dependent crossover effects in terms
of the invariant p are determined to O (") for an N-loop
expansion, but the crossover functions themselves are only
determined to O (eV ).

These expressions are quite compact as written; some of
their complexity is hidden in the crossover functions,
which are themselves relatively complex. The full cross—J

d
A=F

)— au

*
b26%(1— 2 b%6? —V(l—bzez)z
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over expressions will be necessary in some circumstances
(cf. Ref. 11); however, many applications require only an
asymptotic expansion of the complete crossover functions.
To simplify the exposition in the latter case, we may
Wegner-expand the full crossover expressions to first or-
der. The parametric expressions for ¢ and M become

t=T5 k! (1—b26*)[1+T (k"] , (3.8a)

M =MykP"0[ 1+ M k°] . (3.8b)
This gives the magnetization equation of state

h/M=Dok* "(1—60*)(1+cO)[1+H;(0)k?] . (3.9)

Although we have an explicit three-loop calculation for
the thermodynamic function, and thus an O (e®) expres-
sion for the amplitude ratios, etc., this does not yield cor-
respondingly explicit values for the parameters b2 and c,
which depend upon the details of the choice of parametric
variables. Since we have chosen « as both the distance
parametric variable and the match-point value of
exp(—1), rather than considering all possible distance
variables compatible with the diagram expansion as in
Ref. 16, we obtain a specific value for the parameter
bzzqcxs(p =1)/2:

(3.10)

Equation (3.10) is, of course, compatible with the condi-
tions of Ref. 16. In fact, even if the defining equations
(3.8) are retained, a freedom in the choice of the distance
variable permits any value of b2 as long as a correspond-
ing freedom is permitted in Eq. (3.9). The parameters
which define the correction to scaling portions of (3.9) are

6%e*/4
T,(0)=— T1+1——7bz@2 1288 (3.11a)
1—D, pel .
M., = £ (3.11b)
1 > + 12 P>
H{(0)=(D{—3c6)p, . (3.11c)

There is a similar ambiguity in the values of .these pa-
rameters. An exploration of the transformation of the
equation of state under parameter change is given in Ap-
pendix B.

With these parametric variables, the Helmholtz free en-
ergy is given in parametric form by

2 (5€2/24)0* | | ou* = €6°/2
© | p262(1— 2520?) |14-E — 1-520°) |B,—2T, — 922 | | | 12
+P1K ( 6 ) + 6 1_%1)292 + v ( b°6%) 1 1 1—b202 ) )
! +
The universal critical amplitudes can be obtained from ei- E.— Eg g1 14 l—a ak|e|A (3.13b)
ther the crossover or parametric expressions. We define T a(1—a) l—a+A ¢ T

X3'=TF|t|"(1—ay [t]|Y), (3.13a)

M=My|t|P(1+a,|t|?. (3.13¢)
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The results at N=1 are given in Table VI. We further de-
fine H, as the leading amplitude of the applied field
along the critical isotherm:

H=H,M? . (3.13d)
We thus have the leading universal amplitude ratios:'?
HOMS_I —1/8
Iy
(6—1)/28
_3 |27 145 |p3)— 22+l
B 27 54 4 ’
(3.14a)
o 2(1+4¢)
r§ 2= [1-b%1-2pB)]
3
1Y 14 g3y 2tL 3.14b
2 B[+36§()+ 2 ) (3.14b)
E§ 2e , | 43—92
_—= —F— (3 . 3.14
E; 4 1+e+e 5 £(3) (3.14c¢)

Equation (3.14c) differs from that given in Ref. 13, which
gives
E§ e

E; 4

’

2| 4390 (2)
I+e+€ 52 53+ 6 ]

but agrees with Ref. 22.
We also have calculated the following correction-to-
scaling amplitude ratio,

am 2115779 A 28(3) A
o 1= LA 28, (3.15
ar |V 262 T2 T s .13

Reference 15 finds a,,/af to be 1—0.65¢+2.23€ at
n=1, which we find to be

a
— =2%(1—€+0.39¢") =1—-0.65¢ —0.06€” .
ax

There is too little information in these € expansions to
allow any sophisticated resummation procedure. It is pos-
sible, of course, to calculate elementary Padé approxi-
mants, and compare with the experimental and series-
expansion results. 'y /T’ we find to be 4.9; Pestak and
Chen?* find for N, and Ne the values 4.8+0.6 and
4.8+0.9, respectively. Sengers quotes a value of 4.89 for
steam and 5.31 for ethylene,® Beysens et al.?® quote
4.3+0.3. The high-temperature series (HTS) expansion re-
sult is 5.07.2 In experimental work, the ratio
HoM35™'/T¢ is usually quoted rather than Eq. (3.14).
We find HoM3~!/T'{ to be 1.67. Experimental results
are 1.6 for steam and ethylene,? 1.75+0.5 and 2.05+0.8
for N, and Ne, respectively;?* Ref. 26 gives 1.75+0.3.
The HTS result is 1.75.27 E¢ /Ejy is less well behaved;
the [1,1] Padé approximant gives a value of 0.44. Refer-
ence 25 quotes the experimental values to be 0.53 for
steam and ethylene; the HTS result?’ is 0.51. The two-
scale universality factor is given by (R'g" )94
=Sv(l1—a)1+nb*)/2 as before. The exceptionally
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small value of b* is probably accidental. At higher order
in € the effective value could be larger but is expected to
be of order unity. Thus the correction should always be
O(n). If we neglect the O(7n) piece, we find
R'g* ~0.2816; Ref. 23 quotes results extending between
0.25 and 0.32. Finally, the correction-to-scaling ampli-
tude ratio a,, /aj is determined experimentally in Ref. 12
to be 0.95+0.13 and 0.940.2, but Pittman et al.?® arrive
at a value of 0.43+0.08 for *He. We find (keeping the 2%
term explicit) Padé values ranging from 0.40 to 0.56.
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APPENDIX A: SMOOTH CUTOFFS
AND DIMENSIONAL REGULARIZATION

In this appendix, some remarks about the use of smooth
cutoffs to regularize the field theory (as used in Refs.
1—3) as opposed to the dimensional regularization used in
the present work are given. The latter method has al-
lowed various Bruce-Wallace smooth cutoffs to be simu-
lated and the nonuniversal aspects to be clarified.

A typical smooth cutoff Hamiltonian is given by

1
He= [ | 5162+ 7 V8 3+ un* |d%,  (AD

with |Vé|i=|Vé |2+ | V3¢ |2/A% The existence of a
renormalized theory in the infinite-A limit implies that
the Helmholtz free energy A satisfies an equation of the

form
{Adp+BO, +[2—1/v(1)]td, — 3mMdy } A = —nB(u) ,

(A2)

when terms of order t/A% and uA°M?/A? are neglected.
The functions 2—1/v, 1, B, and B are functions of u
alone in that limit, thus facilitating the solution of Eq.
(A2). This contrast with the differential generator ap-
proach (cf. Ref. 5) which, at least initially, includes such
terms.

The renormalization-group equation for the free energy
is solved by the method of characteristics. The renormal-
ized parameters are defined by

at

al =—02—1/v)t,

du

al —_B ’

(A3)

Mz_ﬂ_M

al 27’
A=exp(—-1),

where, for convenience, the initial (I =0) value of A is
chosen to be unity. Any other value can be introduced by
conventional dimensional analysis. We define the formal
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solutions by

;o
T=exp— [ (2—1/v)dl, u()=u% expleD)

, , (A4
2 =exp { fo ndl], F = fOB[u(s)]Yz(s)exp(es)ds .

The free-energy relation Eq. (A2) becomes
At uMA=1)=A0T,ul),D'’M,A=exp(—1))

2

) K.
The match-point method (not just for smooth cutoffs)
consists in evaluating the right-hand side at a convenient
value of /=I*. This match point may be chosen in a
variety of ways; in Refs. 1—3, the choice was dictated by
the desire to have the perturbation series for thermo-
dynamic functions of interest vanish at /*.

It is well known that the critical part of the free energy
is universal (within scale factors). Moreover, the entire
crossover function for this Hamiltonian [neglecting the
O(t/A?) terms] is universal within a single additional pa-
rameter measuring the distance of the actual value of u
from its fixed point value u*. However, it need not ap-
pear universal. To illuminate this issue, consider a theory
without cutoff (A— o with u =uyA€ fixed). If dimen-
sional regularization is used then there will be no infinite
A? mass counterterms. This theory could also be obtained
by taking the infinite limit of any smooth-cutoff theory
and is unique. However, it is divergent at d=4. These
divergences can be removed by scale changes: the renor-
malization factors. For example, the bare free energy to
two loops is given by

(AS)

Ao tM? 4 uoM* )k ug(k?) k=%
57 41 2¢(1—e€/4) 262
~ 2 2,2, .—2€
cu KK
M (A6)
3e

where kK=t +(uy/2)M? and

3
2

T=—

b

€ €
1+ >t 2(_1—7»)

with A= 1.17. The renormalized free energy A is given by
A(t,u,M,A)=Ag(z,t,ug= @Afz,,,z,;/ZM)Jr—;:ﬂA—f .

(A7)

In Eq. (A7), a parameter A has been introduced simply to
render u dimensionless. It is convenient to define
Z,=2,Z, and Z, =Z,,Z,%,. Then the choices,

Bou Biu? 2d
Z,=1 1—24 |
1 + &2 3
ol 2u? ~
Z,=1+3"2 1+ 2% (3-4d), (A8)
€
Bo 1 uBO
T 2e e |’
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give a renormalized A given by

M2 uAM? (k) K€ :
A= — —BoA—€
2 T a4 2¢ | 1—(esa) 70
(K/A)——E—‘Bo

+ 5 (VA
2 &(k/A)~2€+3By(k/A) "€ +B3d
R YR + 250t +Bod o)
3 &
For A to be finite at d=4, it suffices that B =14 0(e),

34+0+d=0+0(e?). The specific values encountered in

the smooth cutoff of Refs. 1—3 are given by By=1+¢€/2
and 3 + ¢+d=+(f —1)é.
To determine Z,,, it is convenient to consider

R (k,k*)=08Ty(k,k*) /3k? .

For zero magnetization, one finds

R(k2=o,x)=1~%u3r?€§ ,

(A10)
R(kZ,K=O)=1_%u(2)k—Zee? ’
with
e=—73 R
and
e'=—3(1+7e).
Choosing
2
zn=1-3 e, (A11)

with &=+ + O (€) suffices to keep R finite at d=4. For
the Bruce-Wallace smooth cutoff ¢+e =€/4.

Now the redundancy of the parameter A leads to the
renormalization-group equation (A2) with

2—1/v—y=—-£9,InZ, ,
e+pB/u —2n=£9,InZ, ,

(A12)
n=p3,InZ,, ,
B=Cl[e—2(2—1/v)—3,InC] .
For the Z’s given above, this leads to
Bou® | 4d
2—1/v—y=Byu + B -——3———2
~Bou —u*[14+0(e)],
Béu2 ~
€+B/u—2n=3Bou + < (—8d—12)
~3Bou—6u?[14+0(e)], (A13)

4u’Ble
=773

2
~-"6—[1+o<e)].
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The second line of each equation reflects the use of the €
expansion to control the perturbation theory. In this way
the nonuniversal (and unspecified) portions of the con-
stants d and € are lost in the flow equations and their
solutions. The consequences may be seen by considering
the formal solution to the flow equations. Writing

1

mz,=32z, %],
i €
I
1 2—1/v/ { .
T=|—L explS |—Q2—1/W)/0—2Z, | ¥
1—7 i | ! €
1 €/e 1 |e u* '
u= |-k & -z, | & | pi-at
o | P ; i e wi | = ['=uh
1 e 1|9 u* !
2=|1=£ —— | L |z | &
_— exp ? b j mi |~ (p

where T=u/u* and p=u(l)/u*. These equations sim-
ply state that, for example, 7 =Z,(0)/Z,(l), with the ex-
pected singularity explicitly displayed. The requirement
of a finite d=4 limit shows that

i

VAP ) ey
_1 IL)_Z,,,,- [1‘—]~0(e"), (A16)
i o €
. i
i. _G‘]*Zui [u_ ~0(*h .
i o €

The evaluation of the differences in Egs. (A15) in the €
expansion requires the (i +1)-loop terms for the first two
and an (i +2)-loop calculation for the third. Thus, the
difference

2

2—1/v—y |@| |1 _d| ._u*
20 € 2 3| "7 B

has no specific value at two-loop order, even if ¢ is known
exactly, if the exponents are € expanded. The nonuniver-
sal features such as the number f do not appear. On the
other hand, they do show up in the perturbation series.
For example, in Ref. 1, the match point used for the equa-
tion of state was determined to be ‘

exp( —I*)=k%(1)B,

l—e-Z—p[(f—l)+~;-q(f+1)]]

where g =u% PM?*/k*. B, appears as a scale factor
(corresponding to a cutoff parameter different from uni-
ty), while the actual value of f is irrelevant and will cancel
in any universal ratio. Indeed, it could be adjusted to any
value by means of a finite scale change. This freedom is

CROSSOVER FUNCTIONS BY RENORMALIZATION-GROUP MATCHING: ...

4587
i
nZ,=32Z, [% , (A14)
. i
NZp=3 Zpn {i ,
c €
then the solutions are given by
(p'—u? ] ,
, (A15)

exploited in the text to choose the Z’s so that the match-
point properties of the interval energy, susceptibility, and
correlation length are simple. If such a standardization is
made (and it can always be done), the crossover functions
are standardized as well as the perturbation contributions,
thus providing a completely universal crossover pro-
cedure.

This should not be taken as implying that these con-
stants (such as f) have no physical meaning. Although
they may be set to a prescribed value by scale changes,
they are the remnant of the cutoff integrals of a physical
cutoff in the large-A limit. They are the traces of genuine
nonuniversal behavior when terms such as ¢ /A? cannot be
neglected.

Nonuniversal crossover functions may be simulated by
choosing the Z’s to be functions of «x*/A? as well as u.
This yields renormalization-group equations similar to
those of differential generator approaches and can be used
to consider systems with two different masses (cf. Ref.
29).

APPENDIX B: PARAMETER VARIATION
IN THE PARAMETRIC EQUATION OF STATE

In this appendix the class of equivalent parametric rep-
resentations for a given representations is studied. The
existence of these classes shows that it is difficult to deter-
mine the values of the parameters precisely by perturba-
tive means. A related discussion of these problems was
given in Ref. 16. We begin with a one-term Wegner ex-
pansion in parametric form:

t =k""[(1—b20?) +ar®(1—wb*)] , " (Bla)
M =MyP’¥(1+aM k?) , (B1b)
%: 2=M(1—0*)[C(6%) +ak®D (6%)] . (Blc)



4588

For simplicity, we will consider variations of the parame-
ters that leave the behavior at §°=0 fixed. In the main
text, this would correspond to maintaining the identifica-
tion of k with the inverse correlation length for zero-order
parameter. Thus the parameter a in Egs. (Bl) is to be
kept fixed. It is, of course, not universal. It is a measure
of the relative size of the Wegner corrections and will
vary from substance to substance. In the same way, the
C(0) and D(0) are invariant. For simplicity the units
have been chosen so that the susceptibility amplitude is
unity at 6°=0. The parameters M, and M; determine
the scales of the order parameter. The former is neither
universal nor invariant, while the latter depends only on
the values of the remaining parameters, b2 and w. We
now consider how the functions C and D vary when b?
and w are varied. We must also allow the scale factors
M, and M, to be adjusted in compensation. We take

b*—>b*+db , (B2a)
w—w +dw , (B2b)
My—>My(14+dM,) , (B2c)
M, —>M +dM, . (B2d)

These changes in the parameters require a corresponding
redefinition of the parametric variables:

(B2e)
(B2f)

k—k(1+60%dKky+ax®0%dk,) ,
0—0[1+(1—62)d0y+ax®6%d6,] .

Requiring that the form of Eq. (B1) remain invariant
leads to

dMoy=—L—ab , (B3a)
be—1

wvM
b*—1

Bll+ov)(1—w)
(b2—1)?

M, = Z—ZE—wa“L db .

(B3b)
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These may be understood as simple rescaling to keep the
Wegner expansion of the order parameter fixed on the

" coexistence surface. It proves convenient to define

R(6*)=1+(2B8—1)b%0*. (B4)

Restricting ourselves to the calculation for C (the calcula-
tion for D is similar, albeit more tedious), we find, after
some straightforward algebraic manipulations, that the
change in C and D is given by

AC _ 0*C(8)a(2B—1)(b*~b?)+286%1—6*)C'(6%)
b (1—b2)R (6?) '

(BS)

The quantity b2 is the extremum value of b2 for the
linear model, at which, for example, the ratio of the sus-
ceptibility above and below the critical point is a max-
imum:

pr__ 8-3
(8—1)(1-2B)

These equations limit the validity of the values for the
parametric variables found in perturbation theory, as may
be seen by inserting those values into the variation equa-
tions. For example, the extremum values differ only at
O (€?) from the value used in the text to fit the three-loop
equation of state. In the first term of Eq. (B5), it is multi-
plied by 28— 1, itself of O(e). Moreover, the second term
in Eq. (BS) is proportional to the derivative of C and is
therefore of order €. Thus, there is very little sensitivity
to the value of b2 to linear order. By taking the derivative
of Eq. (B5), one sees that the second-order variation will
have an important contribution. Thus an O (€) variation
in b? will have no linear effect, but the second-order vari-
ation will cause the parameter ¢ in the function C to in-
crease.!® Thus, O(e) contribution to 52 may be fixed by
minimizing the deviation from the linear model, but any
O (€?) variation is acceptable, including the extremum
value.

~34+0() . (B6)
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