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We propose transformation of the Langevin equation into an eigenvalue problem as the frame-
work of the stochastic simulation of quantum systems. The potential of the method is illustrated by
numerical results for the low-lying energy levels of one-particle systems and coupled harmonic oscil-
lators. Another application is the relationship between the dynamics of a d-dimensional system
evolving according to the Langevin equation, an associated d-dimensional quantum system, and its
(d + 1)-dimensional classical counterpart. On this basis we relate the critical dynamics to the static
properties of an associated quantum system and its (d + 1)-dimensional classical analog. This then
leads to equalities and scaling relations between the static and dynamic critical exponents. As a
specific example, we treat the time-dependent Ginzburg-Landau model without conservation laws.
In the large-r limit, the critical dynamics is traced back to Gaussian (tricritical Lifshitz) behavior of
the associated (d + 1)-dimensional classical model. The static exponents describing the critical
dynamics are determined, however, by the crossover from Lifshitz to Gaussian (tricritical Lifshitz)

behavior.

I. INTRODUCTION

Stochastic processes, via Monte Carlo techniques’? and

the Langevin equation,3’4 are currently widely used in
many areas of physics as a tool for numerical simulations.
In these techniques stochastic processes are introduced
with the requirement that the associated equilibrium den-
sity coincides with the probability density of a quantum
or classical system which is to be simulated. The equation
of motion of the stochastic process can then be used to
calculate expectation values of interest in terms of time
averages.

In this paper we present an alternative technique to
simulate a quantum system, based on the Langevin equa-
tion. A preliminary account was given in Ref. 5. This is
achieved by considering the Fokker-Planck equation asso-
ciated with the Langevin equation. In fact, the Fokker-
Planck equation can be reduced to the Schrodinger equa-
tion by appropriately choosing the variance of the random
force. As a result, a system evolving according to the
Langevin equation and specified by its potential energy
W, is related to a quantum system with potential energy
V, where V(W) is known. Consequently, ground-state
properties and the energy spectrum of the quantum sys-
tem can then be investigated by simulating correlation
functions in the stationary Langevin process.

Another interesting aspect of this relationship between
the Langevin equation and an associated quantum prob-
lem stems from the fact that the variables entering the
quantum system are canonically conjugate. Accordingly,
the quantum system can be mapped on a (d +1)-
dimensional classical model. On this basis, it becomes
possible to relate the critical dynamics of a d-dimensional
system evolving according to the Langevin equation to the
static critical properties of the associated quantum. system
and in turn to the static critical properties of the corre-
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sponding (d + 1)-dimensional classical system. This then
leads to equalities and scaling relations between the
dynamic and static critical exponents of these models.

As a specific example, we consider the n-component
Landau-Ginzburg model without conservation laws, and
construct the associated (d + 1)-dimensional model. It is
a highly anisotropic system with complex critical
behavior. We study this model in the large-n limit and
find a critical surface containing a line of Lifshitz points
and a line of tricritical points intersecting at a Lifshitz
multicritical point. The approach to dynamic criticality
in the d-dimensional system is then related to the static
properties of a (d + 1)-dimensional system along a special
trajectory in the parameter space, which terminates at the
Gaussian (Lifshitz tricritical) point. The static and
dynamic critical exponents of the d-dimensional model
are then related to the static critical exponents of the
(d 4+ 1)-dimensional system by means of the Lifshitz-to-
Gaussian (tricritical Lifshitz) crossover. Accordingly, the
critical dynamics of the time-dependent Ginzburg-Landau
model without conservation laws, is traced back to Gauss-
ian (tricritical Lifshitz) behavior in the associated
(d + 1)-dimensional model. The static exponents describ-
ing the critical dynamics, however, are determined by the
crossover from Lifshitz-to-Gaussian (Lifshitz tricritical)
behavior. '

The paper is organized as follows. In Sec II we sketch
the relationship between the model evolving according to
the Langevin equation, the associated quantum system,
and its (d + 1)-dimensional classical counterpart. Section
IIT is devoted to exploring the potential of simulating
quantum systems in terms of the Langevin process. We
treat one-particle systems and a linear chain of coupled -
harmonic oscillators, allowing assessment of the accuracy
of the method. The mappings of the critical dynamics of
a d-dimensional Langevin process without conservation
laws onto the static properties of an associated d-
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dimensional quantum model and its (d + 1)-dimensional
classical counterpart are presented in Sec. IV.

II. BASIC FORMALISM

In this section we sketch the relation between the
Langevin-Fokker-Planck and the Schrédinger equations.®
This relationship allows estimation of quantum properties
from the time evolution of an associated system satisfying
the Langevin equation or vice versa. Moreover, it con-
nects the dynamics of a d-dimensional Langevin system
with a d-dimensional quantum system which in turn can
be mapped on a (d + 1)-dimensional classical system. To
sketch the method, we first consider a one-particle system
with time evolution defined by the stochastic differential
equation of the Langevin type

. dx ow
=== t .
x=— I +n(0), (2.1)
where 7 is a Gaussian random force with
(n(1))=0, {(n(t)y(t'))=08(t—1t'). (2.2)

The associated Fokker-Planck equation for the probability
density is

p_03 |aW | odp (2.3)
dt OJx | ox 2 3x? )
In the stationary equilibrium state, it admits the time-

independent solution
peqNE—ZW/cr . 2.4)

By invoking the transformation

p(x,0)=p/*W(x,1) , 2.5)
it reduces to
v o 9™
LS S e an AR 2.6
3 2 302 + (2.6)

The potentials W and V are related by the Riccati equa-
tion ‘

2
-1 |2 _%2;;‘: . @7
The associated eigenvalue problem,
—g——a%+v o =A@ » : (2.8)
yields a non-negative energy spectrum, with
=0, @o=p*. (2.9)

The general solution of the Fokker-Planck equation can
then be expressed as

& —A
P, ) =@5+P0 D, CmPme mt : (2.10)

m=1
By invoking the initial condition

p(x,0)=58(x —x'), (2.11)

and denoting the solution with this initial condition as
p(x,t|x’), we obtain

¢m(x )¢pm(x)e —Amt , (212)

p(x,t |x )=<p0(x)m2=0 ¢>0(x')

reducing for #=0 to Eq. (2.11). Stationary two-time
correlation functions can then be expressed as

(x(t)x(0)>=fdx fdx’xx’peq(x’)p(x,t|x’)

=3 [€0]x |m)|% ", (2.13)
reducing for ¢ =0 to
(x(O)x(O)):(xz)zftpgxzdx . (2.14)

Ergodicity of the Langevin process implies that these
quantities can also be obtained from the solution of the
Langevin equation (2.1) in terms of time averages, namely,

(x()%(0))= lim 1

t,—t,—w ly—t—1,

tn—t
X [, x(x (' +ndr (2.15)
and
, .
(x*)=lim [ xxhar . (2.16)
t,—t,—>w tn— m 'm

The long-time behavior of the Langevin process then pro-
vides estimates for the lowest eigenvalues AmL with

(0| x?| my Y0, from

—A,
(xP(t)xP(0)) — |(O|xP|m.)|% & . (2.17)
t— o0
This set of equations constitutes the framework for the
correspondence between a Langevin process and a quan-
tum problem. In fact, considering the Schrédinger equa-
tion

o¥ 1 #” 3% -
—=—wr =—T 2 .
=7 v, x S ax2—+-V(x), (2.18)
“and setting '
—iA
Ve tmip (x), (2.19)
we obtain the eigenvalue problem
i 3 1
—-E—"T‘é'x—z'—}—gV(x) P =AM P > (2.20)

which is identical to the corresponding Fokker-Planck ex-
pressions, Egs. (2.6) and (2.8), provided that

t—it, o= L) =vx) . (2.21)

m #
From Egs. (2.13)—(2.17) it then follows that the ground-
state properties of this quantum system can be obtained as
time averages from the solutions of the Langevin process
(2.1).
For the purpose of numerical simulation, this
correspondence might be used in two ways.
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(i) The potential V entering the quantum problem is
constructed from a given W by means of the Riccati
equation (2.7).

(ii) For a given V, the potential W entering the
Langevin process must be obtained from an independent
method of solution of the Schrédinger equation for the
ground-state.

In case (ii), W might be obtained by solving the Riccati
equation (2.7), which now reads

w | 13w
ox 2 Jx?

1

V(x)—Ao= (2.22)

In general, Ay does not vanish and must be determined
from the Schrdodinger equation. From the corresponding
ground-state wave function W might then also be ob-
tained as

W=—0clng . (2.23)

In fact, substitution of this expression into Eq. (2.22)
yields the Schrodinger equation. Moreover, the eigen-
values in Egs. (2.13) and (2.17) must then be replaced by
Am—>Anm =A, —Ao. The ground-state eigenvalue and
eigenfunctions of the quantum problem defined by V(x)
are denoted by Aq and ¢, respectively.

The connection between the Langevin equation and the
quantum problem can also be illustrated in terms of the
probability distribution over sample paths, allowing a
simpler generalization to the case of infinitely many de-
grees of freedom. From the Feynman-Kac formula, this
is given by

dpieg[x ()] ~exp dt |Dx(1),

+ o x’2
_f_m [20 +Vi(x)

(2.24)

where Dx () is the usual formal measure on paths, and
V(x) is given by Eq. (2.7). Now, setting o=#/m, the
above expression is recognized as the probability measure
arising in the Euclidean (imaginary time) representation
of the ground-state expectations for the quantum problem
with potential ¥ (x). Finally, note that Eq. (2.24) can also
be interpreted as the Gibbs equilibrium measure of a clas-
sical system in one space dimension,’ yielding for the par-
tition function the expression

-1
0
The method is easily extended to N-particle systems. The
stochastic dynamics without conservation laws is

described by a set of coupled Langevin equations, which
now read

-2
X 4vla (2.25)

~fDx Jexp Py

. 1.4
X)=— ax; +mi(t) . (2.26)
The N-independent Gaussian noise sources satisfy
(m(D)Y=0, {n(typ(t")) =08,.8(t —t") (2.27)

As in the one-particle case, the associated Fokker-Planck
equation leads to an eigenvalue problem [Eq. (2.8)], which

now reads

5 \
__‘212 82+V(x1,... Xp)

ax,

$n :}‘n(pn > (2.28)

where Vis given in terms of W by the Riccati equation

L
T 20

1.4

ax; (2.29)
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ax,

In terms of these eigenfunctions and eigenvalues, correla-
tion functions can be expressed as

C(g,t)=(x(q,t)x(—q,0))=3 |(0|x(q)|n)|% ~hat
(2.30)
where
1 )
x(gt)=—= Sex;(t)—{(x;)] . 2.31)
VN 2= (x

Correlation functions might also be obtained from the
solution of the Langevin equations (2.26) in terms of time
averages [Egs. (2.15) and (2.16)],

(x(g,t)x(—q,0))=  lim 1

ty—t—ty =00 by —1 —1Ip,

><f x(q, x(—1,t 4-t')dt’ .

(2.32)

The long-time behavior then provides, as in the one-
particle case [Eq. (2.17)], estimates for the lowest eigen-
values and the corresponding matrix element.

Following the steps outlined in the one-particle case
[Egs. (2.18)—(2.21)], we obtain from Eq. (2.28) for the
Hamiltonian of the associated quantum system the ex-
pression

2
L, # mx i
77 = " m 2," V=27

1

(2.33)

having the same eigenvalues and eigenfunctions as the
Fokker-Planck eigenvalue problem (2.28), provided that
o=*%/m. Accordingly, the ground-state properties of this
N-particle quantum system can be obtained from the solu-
tion of the Langevin equations (2.26) in terms of time
averages.

For the purpose of numerical simulation and in full
analogy to the one-particle case, this correspondence can
be used in two ways. (i) The potential V entering the
quantum problem is constructed from a given W by
means of the Riccati equation (2.29). (ii) For a given V,
the potential W, entering the Langevin equation, must be
obtained from an independent method of solution of the
Schrédinger equation, such as the Green’s-function Monte
Carlo technique, providing the ground-state wave func-
tion and eigenvalue of the quantum problem with poten-
tial V. With use of Eq. (2.23), W can then be expressed in
terms of the ground-state wave function.

The connection between a d-dimensional system evolv-
ing according to the Langevin equation, an associated d-
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dimensional quantum problem and a corresponding
(d +1)-dimensional classical system can be established
most conveniently in terms of the probability measure
over sample paths,’ by the generalization of Eq. (2.24),

dpregxi (0] ~e T [IDx,(0) (2.34)
1
with the action functional
2
+eo 1 + o0 X7
S[x’(t)]:.[_w g%dt=f_w ; l—z;-i—V dt ,
(2.35)

where V is given in terms of W by the Riccati equation
(2.29). As in the one-particle case, the connection between
the Langevin equation and the related quantum problem
can be established after setting o =#/m and identifying
Eq. (2.34) as the probability measure arising in the Eu-
clidean (imaginary time) representation of ground-state
expectations for the quantum system with potential V.
Furthermore, by regarding ¢ as a spacelike variable in
(2.35), we can treat Eq. (2.34) as the ensemble probability
density of a classical (d + 1)-dimensional system, provid-
ed the system evolving according to the Langevin equa-
tions is embedded in d dimensions. Its partition function
is

Z~ [ TIDx(0e S (2.36)
]

Finally, we quote the corresponding expressions for a
system characterized by an n-component field ¢,(x,?),
a=1,...,n, in d-dimensional space. The Langevin
equation then reads

Od,(x,1) _ W[4l
a 8o

W[é] is a functional of ¢(x,t) and 14(x,t) is a Gaussian
noise with

<77a(2€’t)>=0 ’

+nqlx,t) . (2.37)

(2.38)
<77a(-_x_1t)773(-£11t1)> :08a38(&_-&’)8(t _tl) .

The corresponding probability measure over paths [Eq.
(2.34)] is now given by

el $lx,0]~e S fIquSa()_c,t) , (2.39)
with the action functional i
stg1= "
—[""ar [ a% [zﬁJrz V(qba)] . (2.40)
— ' 20 = v

The potential V can be expressed in terms of W by the
Riccati equation
2
1 | 8w 1 8w
4 =— || —= .
[al=g {aqs,, J 2 542

(2.41)
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As in the N-particle case, the connection between the sys-
tem evolving according to the Langevin equation and the
quantum model with Hamiltonian & is established by
setting o=7/m and by identifying Eq. (2.40) with the
ground-state probability measure in Euclidean quantum-
field theory. Furthermore, by considering ¢ as a spacelike
variable in Eq. (2.40), we identify expression (2.40) as the
ensemble probability density of a classical (d +1)-
dimensional system with interaction S.

The formalism outlined in this section might then be
used as follows. (i) Ground-state properties of a given
quantum system can be simulated in terms of the
Langevin process, provided the ground-state wave func-
tion and eigenvalue are known. (ii) The long-time
behavior of a Langevin process provides information on
the ground-state properties of an associated quantum sys-
tem. (iii) The dynamics of a d-dimensional system evolv-
ing according to the Langevin process can be mapped
onto an associated d-dimensional quantum system, speci-
fied by the Riccati equation (2.29) and with canonically
conjugate variables. Such quantum systems do have a
(d +1)-dimensional classical analog. Consequently, the
critical dynamics of a Langevin process in d dimensions
can be related to the static properties of the associated d-
dimensional quantum model and its (d + 1)-dimensional
classical counterpart. These implications will be discussed
in detail in the following sections.

III. NUMERICAL SIMULATIONS

In this section we explore the potential of the Langevin
approach to simulate quantum systems. To assess the ac-
curacy of the method, we treat some single-particle sys-
tems and a chain of harmonic oscillators, where the prop-
erties of interest can also be calculated by other tech-
niques. As mentioned above, there are two possible start-
ing points: either the quantum potential ¥ (x) is given, or
W(x): In the latter case, a quantum system is defined in
terms of the Raccati equation.

A. Simulation of ground-state properties
of a given quantum system

In the case of one-particle systems, results can be com-
pared with those obtained by direct integration of the
Schrodinger equation or by diagonalization of the Hamil-
tonian. For many-particle systems, the method requires
an independent knowledge of the ground-state eigenfunc-
tion and eigenvalue.  These properties might be obtained
by other techniques.!

As an example, we treat the quartic quantum oscillator
with

x4

4
@o and Ay are readily evaluated by means of standard

Runge-Kutta integration of the Schrédinger equation
(2.8). The corresponding classical potential

W(x)=—olngyx) , ' (3.2)

Vix)= (3.1)

was then tabulated for =1, in order to perform the nu-
merical integration of the Langevin equation (2.1) and to
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compute the correlation functions (2.17). All the simula-
tions were performed using the algorithm outlined in Ref.
8. To obtain good statistics, averages were taken over
4000 to 8000 independent runs with integration steps
ranging from 0.01 to 0.001. Having reached equilibrium,
these trajectories were sampled on a grid with time steps
between 0.01 and 0.2 up to 4096 points, to calculate the
correlation functions (2.17). The first two energy levels
A —Ap and Ay, were then extracted from the long-time
behavior of (x(#)x(0)) and {x*(¢)x%(0)) (Fig. 1), respec-
tively. A comparison between these results and those ob-
tained by direct integration is given in Table I, where
Ao=0.42080. In Fig. 2 the potentials V' (x) and W (x) are
displayed, where W (x) was shifted vertically to the origin
for ease of comparison. Clearly, W(x) will change by
varying o =#/m. By keeping # constant and decreasing
the mass m, the energy levels of ¥V (x) acquire both a
larger separation and higher energies. The effect of o on
the shape of W(x) is to increase its steepness with in-
creasing o.

B. Simulation of the ground-state properties
of a resulting quantum system

Next, we consider two examples where V' (x) is derived
from a suitable drift potential W (x), by invoking the Ric-
cati equation (2.7). In the first example, W (x) is given by

wix)=dx2p By (3.3)

2 4

The resulting V' (x) might exhibit a rich structure depend-
ing on the choice of parameters 4 and B. The choice
A= —1 and B =1 yields a double-well quantum potential
where tunnel splitting occurs for o less than oy=1.2. In
particular, for o=1, the first excited state has the eigen-
value A;=0.4229, which is slightly below the maximum
of the potential at the origin ¥(0)=0.5. When o de-
creases, we obtain a dense spectrum of split levels below
V(0)=0.5. In the opposite case, o>>1, the quantum
fluctuations become so strong that tunnel splittings be-
come suppressed. The o dependence of the first few ener-
gy levels is displayed in Fig. 3.

The two lowest energy levels were estimated from the

1
o ! 2 3 4 S

-1
=i -2
S
m| S -3
Ol a
¥ "
£—-5]

-6 b

_7{
"FIG. 1. Time dependence of the correlation function

In{x?(¢)xP(0)) /{xP(0)xP(0)) as obtained from the Langevin
simulation of the quartic quantum oscillator. Curve a, p =1;
curve b, p =2.
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20

16+

FIG. 2. Comparison between the potential V(x)=x*/4 of
the quartic quantum oscillator (solid line) and W (x) [Eq. (2.23)]
(dashed line) for o=1.

long-time behavior of {x(¢)x(0)) and {(x2(#)x%0)). The
results are listed in Table I. For comparison, we again in-
cluded the corresponding values as obtained from the
Runge-Kutta method.

The last single-particle example is defined by

W(x)=1—cosx , (3.4)
yielding with the Riccati equation (2.7) the potential
V(x)= L gintx — 5 COSX (3.5)
20

which is plotted in Fig. 4. This example differs from the
previous ones, since there are no bound states. The band

o
V(x)

—— —— ——

= N
—“—-i—__
N

~-

._2_

FIG. 3. Potential V(x) resulting from W(x)=—1/2x?
+1/4x* by invoking the Riccati equation (2.7) for various
values of o. Solid line, 0=0.5; dashed line, o =1; dotted line,
o=2. The first-excited states are displayed by the horizontal
segments, with the same convention as for the potentials.
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Ao obtained from the stochastic simulation (L) and other methods for c=1. RK denotes Runge-Kutta, and D the diagonaliza-

tion estimates, respectively. The errors are estimates from linear regression.

TABLE 1. Comparison between the eigenvalues A,

1

2,1 2
72 (X1 —x)

cf123x
1

W:

)

e

Il

Wi(x)=1—cosx (k

1—cosx (k

Wi(x)

Wix)=—x2/2+x*/4

Vix)=x*/4

L

Exact

RK

0.4225

RK

1.0871

0.823 68

1.014+0.02

0.825+ 0.010248 0.0105+
0.002

0.005

0.422+

0.003

1.090+
0.005

Ai—Ro
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2.05+0.05

0.592+
0.005

0.594 63

0.825+
0.005

0.823 68

2.330+
0.008

2.525+ 2.3149
0.005

2.5379

Ar—2o

06
04
=02
>
O
-02
-04

_b_l..

FIG. 4. Potential W (x)=(1/20)sin’x —  cosx for o=1.

structure associated with the potential V(x) can be ob-
tained by diagonalization in a basis of orthogonalized
plane waves. In fact,

Pn(K)=T ayg(k)eik+e (3.6)
g
yields the eigenvalue problem

2
oKL L y(0) -0 g (K)+ S V(g an, g (h)=0,
2 :
g'#0
(3.7)
where
Vigl)==— [ ¥(x)cos(gx)d (3.8)
§=7-J, V(x)coslgx)dx , .
and for o=1,
ViO)=+, V()=—+5, V2Q)=—+. (3.9)

The resulting band structure is shown in Fig. 5. It is

o o1 O.'2kO.r3 04 05

o o1 02 kOf3 04 05

FIG. 5. Band structure associated with the potential V(x)
given by Eq. (3.5) for c=1. Note that the gaps are appreciable
only between the first and second as well as the third and fourth
bands.
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readily seen that the gaps are very small except the ones
between the first and second, as well as the third and
fourth energy levels.

From the diagonalization, it is also possible to evaluate
correlation functions of the form (sin[gx(z)]sin[gx(0)]).
For g =1, we obtain

{sinx (#)sinx (0) ) Ec,, =1)e ~halk =00 s . (3.10)
where
2k =0)=1 3 aog(k =Okapg 1(k =0
+ zaog(k —0)ang41(k=0)2. (3.11)
g

These coefficients and the corresponding eigenvalues are
listed in Table II. It is evident that the contribution of
higher eigenvalues is negligible after a rather short time,
giving an indication of the sampling time required and of
the precision attainable in the stochastic simulation. By
varying ¢ from 3 <g <1, it is possible to estimate the
lowest bands from 0<k <1 from the long-time behavior
of the correlation functions. In fact the lowest two energy
levels at kK =0 are obtained from (sinx(t)sinx(0)) and
(cosx(t)cosx(0)), respectively, while those at k =+ fol-
low from

(cos3x(t)cos+x(0))
and
(sinyx(t)sin+x(0)) .

The corresponding estimates as obtained from the simula-
tion are listed in Table I, where we also included the re-
sults from the diagonalization to assess the accuracy.

When o is decreased, more energy gaps appear and ac-
cordingly more energy bands are in the wells of the poten-
tial. Hence, we recover the classical regime where the
particle is localized in a well. For large o, however, the
quantum fluctuations become very strong, the particle is
no longer affected by the details of the potential, behaving
as nearly free.

C. Extension to N-particle systems

As an example of a many-particle system we treat a
one-dimensional chain of coupled harmonic oscillators. W

TABLE II. Eigenvalues A, (K =0) of the potential V(x) [Eq.
(3.5)] for o =1 and the associated coefficients C, of the correla-
tion function Eq. (3.10). Note that the contributions of the
higher-energy levels become negligibly small after a rather short
time.

n C, An

1 —0.30 0.823 683
2 —0.48 0.823 683
3 0.11 2.270294
4 —0.11 2.270294
5 0.02... 4.758 789
6 —0.02.. 4.758 789
7 0.001. 8.254921
8 —0.001... 8.254921
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is defined by

W=44—2x12+£2(x,+1—x1) , (3.12)
29 29
yielding the Langevin equation
x'I::—Axl—C(Zx,——x1+1——x1_1)+771(t) . (3.13)

With the transformation (2.31), the Langevin equation
reduces to

x(g,t)=—ow(g)x (g,t)+n(g,1) , (3.14)
where
w(gq)=A=2C(1—cosq) . (3.15)

The eigenvalues of the associated quantum problem (2.28)
are readily determined. The result is the spectrum of the
harmonic chain

An(q)=

without the zero-point energy.

Extraction of the quantum properties from the correla-
tion functions of the stochastic process proceeds as in the
one-particle case. The simulation was performed with 24
independent chains composed of 500 oscillators each. Re-
sults are again listed in Table I, for 4 =1, C =1, and
o=1, evaluated for ¢ =0. As expected, the statistics is
worse than in the one-particle cases, but still satisfactory.

From the results presented here and summarized in
Table I, it is evident that the stochastic approach allows
rather accurate estimates of the eigenvalues of an associat-
ed quantum system. Clearly, it is only limited by the
length of the integration step, the number of independent
systems and the number of sampling steps. To disentan-
gle the contribution of the lowest eigenvalue in the decay
of a correlation function, it is necessary to choose the
sampling time appropriately. Moreover, algorithms have
been developed to disentangle several exponentially decay-
ing terms by means of the Padé-Laplace method.’

nwlq), n=0,1,2,... (3.16)

IV. MAPPING OF THE CRITICAL DYNAMICS
ONTO THE STATIC PROPERTIES
OF AN ASSOCIATED (d +1)-DIMENSIONAL
MODEL

In Sec. II we have mapped the dynamics of a d-
dimensional system evolving according to the Langevin
process (2.26) onto an associated d-dimensional quantum
system with canonically conjugate variables. As indicated
there, such quantum systems do have a (d41)-
dimensional classical analog. This relationship implies
that the critical dynamics of a d-dimensional Langevin
process is related to the static critical properties of an as-
sociated (d + 1)-dimensional classical system.

In this section we derive an exact relation between static
and dynamic critical exponents. Invoking then the
dynamic scaling hypothesis, we obtain various scaling re-
lations between the critical exponents of the associated
models. Finally, we explore the interpretation of the
dynamic critical properties in terms of the statics of the
underlying (d + 1)-dimensional model by using the 1/n
expansion.
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A. Exact relation between dynamic
and static critical exponents

We assume that our model W evolving according to the
Langevin equation (2.37) exhibits critical slowing down of
the order-parameter fluctuations, characterized by!'%!!

® ro—7roc
f Cy(q=0,0)dt ~ —(Ap+yw), @1
0 7oc
where
Cylq,t)=(ds(q,t)d(—q,0)) ,
(4.2)

ba(@,0)= [ d% e’ y(x,0)—($,)] .

It is understood that o is fixed and the critical point 7, is
reached by varying ro. yw denotes the exponent of the
equal-time correlation function

—rw
ro—7roc

Cwlq=0,t =0)~ (4.3)

Yoc

of model W. Ay is the dynamic critical exponent charac-
terizing the slowing down of the order-parameter fluctua-
tions. As shown in Sec. II [Eq. (2.40)], the Langevin
equation (2.37) is associated with a d-dimensional quan-
tum model defined by ‘
P2

s viga
a

%0 , (4.4)

%:fddx

where V is given in terms of W by the Riccati equation
(2.41). The time integral of the correlation function
Cw(q=0,t) [Eq. (4.1)] and the zero-frequency susceptibil-
ity of the quantum system are then related by

({0] ¢4(q=0)|n))?
Au

fo“’ Cwlq=0,0d1=73,

n

=3X(q=0,0=0) . 4.5)

X sAq,0) is the wave-vector- and frequency-dependent
zero-temperature susceptibility of the associated quantum
model 2. At criticality rq., X 5(0,0) diverges as

v

Yo—7roc

X:Aq=0,0=0)~ (4.6)

Yoc

Combining then Egs. (4.1), (4.5), and (4.6), we obtain the
exponent equality

Ap+vw=Y% - 4.7)

Finally, from Eq. (2.39) we know that the d-dimensional
quantum model 57 does have a (d + 1)-dimensional clas-
sical analog with identical critical behavior. Its suscepti-
bility or equal-time correlation function behaves at criti-
cality rg. as

To—"roc T

Cs~Xs~ (4.8)

rOC

Accordingly,
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Ap+yw=v%=7s - (4.9)

Hence, the dynamic critical exponent Ay, is traced back to
the static susceptibility exponents of the associated quan-
tum model and its (d + 1)-dimensional classical counter-
part, S.

Invoking the lower bound!?

Aw>7w, (4.10)

we obtain the inequality

Yr=Vs=2Yw . 4.11)

These mappings also imply that the dynamic form factor

Cw(qo)= [ die ™ Cylq,1), (4.12)

where Cy/(q,?) is defined in Eq. (4.2), is identical to the
equal-time correlation function in our (d + 1)-dimensional
model S, where the frequency w plays the role of an addi-
tional component (d + 1) of the wave vector. Hence,

Cw(q,0)=Cs(q,w) . (4.13)
Moreover, the fluctuation-dissipation theorem implies

Xs(q,0)~Cs(q,0) . (4.14)

B. Scaling relations

Next, we invoke static and dynamic scaling to derive
additional relations between static and dynamic critical
exponents. Dynamic scaling implies'"!3

Cwlq)=Ew " fEwag Efw) .

Integrating over w and using Eq. (4.1), the usual static
scaling law!?

(4.15)

Yw=vup(2—ny) (4.16)

is recovered.

Turning to our (d + 1)-dimensional model S, and intro-
ducing the correlation length &) in the d-dimensional
layers and &, in the remaining d +1 direction, we have
from anisotropic scaling

4—
Xs(q,a))=§|| n"Xs(é_”q,gla))
and
2—
Xs(qo)=£ "Xs(£g.6:0) . (4.18)
From Egs. (4.14), (4.15), and (4.17), it then follows that
Ey=Ew ., EL=EW,

yielding the following relations between the exponents:

(4.17)

(4.19)

V”:VW » (4.203)
4—mn, Vi
Zw =24y —1n = =—, (4.20b)
w w1 22—, v,
and
Ay =v,, (4.20c¢)



where
Aw=VWzW . (420d)

Furthermore, from Egs. (4.13), (4.14), (4.17), and (4.18) we
have

implying with Eqgs. (4.20a) and (4.20b)
7S=VW(2+ZW—'77W) . (4.22)

C. Dynamics from statics

In this subsection we consider as a specific example for
a model W, the n-component Landau-Ginzburg-Wilson
functional. The associated (d + 1)-dimensional model S
is then constructed by the Riccati equation (2.41). This
leads to a set of relations among the coupling constants of
a more general d + 1 model, generating a trajectory in the
the parameter space of the embedding model. To unravel
the connection between the critical properties of the
embedding model and the Riccati trajectory, characteriz-
ing the critical dynamics, we perform 1/n calculations to
lowest order.

For the W entering the Langevin equation (2.37), we
consider the Landau-Ginzburg-Wilson functional

_ d 10_ 2, 8,422, 1 2
Widal=[ d%x | 242+ 5 (M2 +3(V9? |, @23
where
=362, (V$?*=3(Ve,)? a=1l,...,n, g=g/n .
(4.24)

Using Eq. (2.40) and the constraints imposed by the Ric-
cati equation (2.41), we obtain in the large-n limit the ef-

fective expression
]

205[¢,)= [ dr [ d%

defining the S model.

The Riccati equation (2.41) imposes the following con-
straints on the coupling constants, which define the model
S, containing the information on the critical dynamics of
the W system:

b=r3—2go, a=—2ry,

Uyg=2rog , v=-—2g, (4.31)

u¢=g?%, c=—gon .

“Accordingly, the S system, containing the information on
the critical dynamics, can be viewed as a special trajectory
defined by the Riccati constraints (4.31) in the parameter
space of the .S system [Eq. (4.30)]. This model is expected
to exhibit a rich variety of critical behavior for general
values of the coupling constants. In any case, the dynam-
ics of model W is determined by the point where the Ric-
cati trajectory (4.31) intersects the critical surface of the
general model S. To elucidate the physical nature of this
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250 — fdt 8¢a q,
4+ (ro+§<¢§)+q2)2|¢a(q,2)lz]
—a%(ro+§<¢i)+q2) (4.25)

for the associated (d + 1)-dimensional model S. The in-
verse susceptibility is

X§1(q,w)

where (¢2) must be determined self-consistently from

(ga 22 >

@+ (ro+8(d2) +¢°)?

From the last two equations and the scaling relations

=0’ +(ro+8(d%) +92)?, (4.26)

(4.27)

(4.17)—(4.20), the exponents of interest are readily deter-
mined. The results are
2, d>4
Ys=2yw=1{ 4 (4.28)
—, 2<d <4
d_2’ <<
and
AW=2 ) ZW=2 .
(4.29)

1.=0, 7;=0.

As expected, in the large-n limit we recover zy, =2, corre-
sponding to the prediction of the conventional or Van
Hove theory of slowing down.!!

For general values of the coupling constants, Egs.
(2.40), (2.41), and (4.23) lead to the expression

V2P +a Y oV +v9 S ¢V, +cd? (4.30)

I :
intersection, we apply the renormalization group to the

model S. In the neighborhood of the Gaussian fixed
point, we obtain the scaling relations

a'=L% , b'=L* , uy=L%%,,
(4.32)

ug=L**Dy, v=L*%, o'=0L?,

yielding the upper critical dimension d*=6. This result
differs from d*=4, as obtained from the large-n limit
(4.28), or from the renormalization-group approach ap-
plied to the Langevin dynamics of our model W.!! This
discrepancy suggests that the Riccati trajectory must ex-
hibit multicritical behavior, reducing the upper critical di-
mension to four. Next, we investigate this possibility in
the large-»n limit.

In the large-n limit the inverse susceptlblhty for Sis
X5 (g0)=0+q*+urq’+r, (4.33)

where r obeys the relation
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=gy A pgr? T A 2 (4.34)

The coefficients puy, py, py, and pj; are essentially the
linear scaling fields in the neighborhood of the Gaussian
fixed point, with the scaling properties

wi=L"w; , i=L,1,2,3

yr=2, y1=4, y,=6—d, y3=2(4—d). (4.35)

Setting ;=0 one obtains the transition surface. On this
surface, the transition is second order for u,>0 (critical
surface) and first order for u, <0. Furthermore, on the
critical surface there is a line of Lifshitz points'* for
wr =0, issuing from the Gaussian fixed point [Lifshitz
tricritical point (LTP)] as illustrated in Fig. 6. For d <6,
the Gaussian fixed point is unstable and the critical
behavior of the Lifshitz line is dominated by the nontrivi-
al Lifshitz fixed point (LP). Finally, the phase diagram is
completed by the p,=0 line, separating the critical sur-
face from the first-order region. For d >4, this is a line
of tricritical points, dominated by the Gaussian fixed
point. The point of intersection between the tricritical
and the Lifshitz line, is accordingly a Lifshitz tricritical
point. For d <4, one would expect from Eq. (4.35) the
branching from the Gaussian to a nontrivial - tricritical
fixed point, which in the large-»n limit, is expected to be
unstable for d <4.'>16

From Eq. (4.34), we obtain for the Lifshitz susceptibili-
ty exponent

1, d>6

_ (4.36)
4/d -2, 2<d <6

YL

and

Yé=Yrr=1 4.37)

at the Gaussian fixed point (Liftshitz tricritical point).
In terms of the linear scaling fields u, the Riccati con-
straints (4.31) take the form

B ~Fo—Foc » pi~(ro—ro.)®, pa~(ro—roc), (4.38)

while u3 has some finite value. Thus, as 7 goes to rq,, the
Riccati trajectory approaches the critical surface at the
Gaussian (or Lifshitz tricritical) point along the direction
characterized by

\ }/“L1

\\
e
LP

H2

FIG. 6. The plane represents the critical surface of our model
S, where the p; axis (4,=0) is the line of tricritical points, and
the p, axis (u;,=0) that of Lifshitz points. LT denotes the
Gaussian (Lifshitz tricritical) fixed point, and LP the Lifshitz
fixed point. The dashed line is the Riccati trajectory.
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l‘l’”/"% . (4.39)

Now, u, is the crossover parameter (along the Lifshitz
line) between the Gaussian (Lifshitz tricritical) and the or-
dinary Lifshitz fixed points (LP) (see Fig. 6). In the
neighborhood of the Gaussian point, the crossover of the
susceptibility is given by'” 18

-¥
X(pppz)~py °LA(O]V?, (4.40)
where
C= i% . (4.41)
Hi
From Eq. (4.35), we obtain for the crossover exponent
Y 6—
p=22_6-4 (4.42)
¥ 4
and
1, C«1
(c)~
! Cl/(1—¢), C>>1. 4.43)

Along the trajectory given by Eq. (4.39) we have, as
”1‘2'_')0,

C«1 ford>4,
C>>1 ford<4.

(4.44)
(4.45)

Accordingly, along this trajectory, the crossover from
Gaussian (Lifshiftz tricritical) to non-Gaussian behavior
occurs at d =4, yielding

Y 2y, Y
rep®~py € ~p,® (4.46)
with

Ys=2yg=2yrr ford>4, (4.47)

in agreement with Eq. (4.28).

In view of the expected instability of the nontrivial
Lifshitz tricritical point for d <4, we assume that also for
d <4 the behavior along the Riccati trajectory is deter-
mined by the Gaussian-to-Lifshitz crossover. Since now
C>>1, we obtain from Egs. (4.39), (4.40), (4.42), and
(4.43),

YL—YG
¢

substitution of the large-n limit values for y; and yg
[Egs. (4.36) and (4.37)] yields

Vs=2Yr— , (4.48)

7/5=21/W=———i— ford <4, (4.49)

d—2
in agreement with the result obtained from the large-n
limit of our model S (4.28).

These results then show that the static and the dynamic
exponents of our model W can be obtained in terms of the
crossover from Lifshitz-to-Gaussian (tricritical Lifshitz)
behavior in d + 1 dimensions along the Riccati trajectory.
The connection between dynamic critical behavior and
static critical properties at a Lifshitz point in higher di-
mensions has also been suggested in the context of the



two-dimensional one-spin-flip Ising model."” Our analysis
indicates, however, that this issue is rather delicate. In
fact, to obtain the correct upper critical dimension, the
above-mentioned crossover turns out be crucial. This we
have verified in the large-n limit, where the exponent 7
vanishes. It would be very interesting to tackle the more
general and complicated problem by performing a
renormalization-group study of our model S to elucidate
further the nature of the Riccati trajectory in the language
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of static critical phenomena. .

Finally, we note that the method presented here can be
extended to stochastic models where the energy, the order
parameter, or both, are conserved.?°
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