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We present a complete dynamic theory for the electron gas at high to metallic densities. The
theory combines the dominant features of the shielded-interaction approximation and the T-matrix
approximation within a formalism which ensures that the conservation sum rules are exactly satis-
fied. The theory is shown to be valid for large and small momentum transfers at high to metallic
electron densities. It is argued that because conservation laws are maintained, the theory contains
valid information about intermediate momentum transfers also. It is found that dynamic properties
of the resulting polarization function and the dynamic structure factor cannot be adequately approx-
imated by the well-known local-field construction, and consequently nonlocal effects are important

for dynamic properties of the electron gas.

I. INTRODUCTION

This paper is the first in a series in which we present a
new, comprehensive, and fully microscopic theory of the
dynamics of the interacting electron gas. Brief reports of
this work have already appeared.’

In this paper and paper II of this series we will propose

. a detailed and consistent explanation of recent measure-
ments of properties of the metallic electron gas.

The present paper is divided as follows. In this Intro-
duction we recall the striking behavior of the dynamic
structure factor observed in metallic systems, and in this
context we offer a critique of previous approaches to the
dynamical correlation problem. Section II contains an
analytical review of the general framework of Baym and
Kadanoff,”3 which is used in Sec. III to forinulate a com-
plete microscopic model for the interacting electron gas.
In Sec. IV our general model is cast in a form more suit-
able for practical calculation; there we base our analysis
on the model’s asymptotic behavior for certain ranges of
particle density and momentum transfer. The concluding
section V foreshadows, in addition to its imminent appli-
cation to the dynamic structure factor, a series of future
applications of the model to other aspects of electron-gas
theory. This paper ends with an appendix outlining the
derivation of the leading sum rules within the formalism.

Over the last ten years substantial experimental evi-
dence*!° has been assembled, giving a strong indication
that short-range correlations among the individual elec-
trons of a metallic conduction band play a major role in
the dynamics of the band. By “short-range” we mean any
physical correlation mechanism other than the collective
plasma oscillation, whose macroscopic Coulomb origin is
well understood through the random-phase approximation
(RPA).!! These experiments, using inelastic scattering of
x rays or of fast electrons off the conduction-band popula-
tion, yield information on the linear-response behavior of
the electron gas. The form factor extracted from the
scattering data is identifiable with the dynamic structure
factor S(q,w) (Ref. 11) for the electron system, where g
is the wave vector for the momentum transfer in scatter-
ing, and 7w the energy lost by the probe.

For fixed values of g above the plasmon cutoff, mean-
field theory and in particular RPA predicts a broad peak
for S(q,w) as a function of . This is in notable contrast
with experimental measurements of the structure factor at
large 4. The shape actually observed characteristically
displays either a double peak or else a main peak with
shoulders. In view of the persistence of these features
over a range of materials [graphite, Be, Al, Li (Refs.
6—8)] differing significantly in band structure, and since
the scale for the energy loss #iw in most cases exceeds the
typical band gaps (e.g., for Li, ~20 eV as compared with
~5 eV), one concludes that the deviation of the dynamic
structure factor from its RPA estimate arises predom-
inantly from Coulomb and exchange interactions among
the conduction electrons. ‘

In order to discuss in a unified way the existing ap-
proaches to this correlation problem we first recall a few
elementary definitions in the dielectric-response descrip-
tion of the electron gas. °

The macroscopic polarization function for the gas is!!

SC( =
X(G,0)= —Xd@)
1—V(q4 *(q,w)

(1)

Here V(q)=4me?/q?> is the Fourier-transformed
Coulomb potential and X*°(q,w) is the microscopic, or
proper, polarization. In RPA; X*° is approximated by the
leading term X' in its perturbation expansion in powers
of V. The polarization function X'? is that for the nonin-
teracting gas.!? It is convenient to discuss the short-range
correlation part (X**—X'?) of the polarization function by
formally defining an effective correction to V(q) (the
so-called local field):

g(q,0)=[V(@) ] {[x*(d,0)] ' - [Xq,0)]"} . @

Equation (1) can then be recast in the form
X(O)(a,m)

1—-[1-g(q,0)IV(EX(G,0)

The local-field concept was an early offshoot of diagram-
matic analysis; an example is Hubbard’s exchange correc-

X(q,0)=

3)
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tion'? to the large-momentum contribution in the integral
for the ground-state correlation energy. Frequency-
independent approximations to the local field have since
been advanced by many authors, with notable success in
describing static quantities (e.g., pair correlation function,
ground-state energy, etc.).!* For more comprehensive sur-
veys of all aspects of electron-gas theory, the reader is re-
ferred to the recent literature.'4—16

Correlation theories may be classified according to their
treatment of the associated local-field correction. With
some overlap, the classes are the following.

(a) Microscopic perturbation expansions.!> 1723

(b) Equation-of-motion schemes for density opera-
tors.24—28

(c) Methods assuming a model analytic structure for g
or X* as functions of .2~ .

(d) Methods modifying X'*’ and g (Refs. 32—34) in Eq.

(3).
Since static approximations to the local field!’~!%?* only
modify the static potential in the RPA, they lead to relax-
ation but no qualitative change in the shape of S(q,0).
We therefore now focus on existing dynamical approxi-
mations to the local field.

Among the theories of class (a), Hartree-Fock (HF)
models have been intensively studied by Holas, Aravind,
and Singwi?*® and by Dharma-wardana and Taylor.?!
These authors examine unscreened Coulomb correlations
within a single excited particle-hole pair propagator; while
the resulting local field contributes appreciably to the re-
laxation in S(q,), the shape remains RPA-like. Thus
the local field here has an intrinsically weak @ depen-
dence; this would seem to be a consequence of restricting
intermediate states in X*° to one-particle plus one-hole ex-
citations, thereby neglecting correlated multiple pairs. In
contrast the recent calculation of Pajanne,”” based on a
resummation of the many-body expansion,® explicitly
leaves out HF contributions and concentrates instead on
the next-order terms, including a subset of all two-pair ex-
citations. It is noteworthy that this parameter-free calcu-
lation of S(q,w) shows some trend towards the experi-
mental shape and certainly differs qualitatively from the
RPA prediction, while satisfying particle conservation.

A different kind of microscopic correlation theory, the
coupled-cluster expansion, has lately been applied to the
electron gas by Bishop and Liihrmann,? who formally
resolve the full interacting ground-state wave function
into a hierarchy of correlated clusters of particle-hole
pairs. The full Schrodinger equation is replaced with a
system of coupled equations for the cluster amplitudes.
By truncating these equations at the two-pair level, the
authors generate a model which in principle includes all
possible one- and two-pair correlations, both long and
short range, contributing to the ground state. The result-
ing calculation, while exhaustive, is necessarily limited to
static properties and therefore sheds no light on dynami-
cal effects, although it is suggested?® that the same for-
malism can be generalized to describe excited states.

Among the theories of class (b), Brosens, Devreese, and
Lemmens,?’ and Aravind, Holas, and Singwi,?® also study

-HF correlations by solving approximate dynamical equa-

tions for the particle-hole propagator. Aravind et al.?®

and Utsumi and Ichimaru?’ allow for a frequency-
dependent local-field factor by interpolating g(q,»), in a
sum-rule-preserving fashion, between its limits at small
and large (q,w). While thése limits may be inferred from
static and high-frequency sum rules,?® the explicit form of
g(q,w) for intermediate @ remains unknown and must be
guessed.*® Apart from high-frequency tails the resulting
dynamic structure factors fail to reproduce the observed
peak structure.

Theories in class (c) use either the memory-function
formalism (Mukhopadhyay and Sj6lander,?® and DeRaedt
and DeRaedt’®) or otherwise adopt a particular analytic
continuation for S(q,w) into the complex w plane (Bar-
nea®!). Here again, a guess must eventually be made for
some auxiliary function of @ whose detailed behavior can-
not be established within the theory, in this case forcing
the ultimate use of a parametrized fit to experiment.

Finally we discuss theories of class (d), which in turn
has two subclasses. Firstly, there are phenomenological
models (Gupta, Aravind, and Singwi®?) based on the
polarization-potential approach of Aldrich and Pines.?’
Secondly, there are the approximations of Mukho-
padhyay, Kalia, and Singwi** and of Awa, Yasuhara, and
Asahi,* which retain a static local field g(q) in Eq. (3),
while a quasiparticle analog X° is substituted for the free
electron-hole polarization X'©, with the on-shell single-
particle energies modified by inclusion of self-energy
terms.

The first approach is primarily tailored to studies of the
collective-mode dispersion and can rigorously be related
to an equation-of-motion formulation.’® However, it
shares the drawback of theories of classes (b) and (c) in
having no access to the detailed behavior of g(q,w) when
q is above the plasmon cutoff.

In the second approach®*** the joint effect of finite
quasiparticle lifetimes in X° and short-ranged correlations
in g(q) is claimed to lead to a secondary peak in S(q,w).
We show in paper II that the secondary peak in these
works arises solely from an incorrect forcing of the self-
energy insertions onto the energy shell, when in fact they
ate off the energy shell. When the insertions are correctly
placed off shell, the secondary peak is absent. The local-
field correction g(q), being static, cannot by itself intro-
duce a secondary peak structure in S(q,w). We refer the
reader to paper II for a more detailed discussion of these
points. The claim by Awa et al.* that sum-rule con-
straints (except for the f-sum rule) are not a useful guide
to a reasonable dynamic theory and so need not be satis-
fied is unacceptable, given the intimate link with conser-
vation principles.!! In our judgement, approaches such as
those of Mukhopadhyay et al.*3 or of Awa et al.>* do not
conclusively settle the origin of dynamical correlations in
the electron gas. It is our contention that a term-by-term
analysis of multipair correlations remains an essential and
practicable task, despite its perceived complexity.

II. CONSERVING FORMALISM

We recall now the method of Baym and Kadanoff??3
(BK) to construct approximate polarization functions X
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and X% for the strongly-correlated electron gas. The
analysis is based on an expression for the ground-state en-
ergy of the interacting gas, given as a functional of the
full single-particle propagator. Any approximation to this
functional form, when constructed in accordance with
BK, acts as a generator for both one- and two-body prop-
agators in such a way that these are mutually consistent
and satisfy the major conservation laws. A review of the
sum-rule preserving properties of the related polarization
functions may be found in the Appendix.

Section ITA of this section defines our notation. In
Sec. II B we analyze the structure of the ground-state en-
ergy functional. Section IIIC contains the derivation of
integral equations for the polarization functions.

A. Notation

To condense the formal discussion we introduce a form
of repeated-index tensor notation for coordinate- and
spin-dependent functions. Repeated indices are normally
summed over except when enclosed in parentheses. We il-
lustrate the notation using the single-particle propagator
G (see Appendix) as an example.

(i) The component G (Ty,t4,04;Tgtg,0p) of G is denot-
ed by G,g, where space, time, and spin labels are symbol-
ized as usual by T, ¢, and 0. The free-particle propagator
corresponding to G,g is denoted by G

(ii) The particle dens1ty p(Ty, a,aa) which is given by
— G (Tt 4,005 Tt F ,0,), is Written as p,= —iG

(iii) The total particle number

N=3 [dt,8(t,) [d*rop,

(aa™t)’

is written as N = —i8(¢,)G
plies the trace sum

S [dt, fdra(-)

(iv) We denote the two-point wunit tensor
80a0583(f’a—f’5)8(ta—t3) by I,z so that, eg.,

aq+ the repeated index a im-

I aﬂG By = Ga.y .

(v) When indices are suppressed, a dot () indicates one
contraction. Thus, eg., (4'Blyg=4qByg and
A:B :AayB ra

B. Ground-state energy functional

We turn now to the fundamental object of this discus-
sion, the ground-state energy functional. From this we
will derive the response functions for the interacting sys-
tem. The usual derivation of the ground-state energy
functional from the adiabatic theorem® results in an ex-
pression which is formally time dependent, and this
makes the eventual setting up of a linear-response theory
needlessly complicated. To avoid this we restore time
symmetry to the energy functional by performing an addi-
tional time integration. In formal terms we suppose that
the internal interaction is switched on adiabatically in the
usual way with a time constant €~!; the internal interac-
tion then acts at full strength over a time T, after which it

is switched off adiabatically. We require that
T>>e !>, and this limit is implied in all the expres-
sions to follow.

For the interacting system at equilibrium the shift in
ground-state energy relative to its noninteracting value
can be written in terms of the one-particle propagator G
for the system3*4°

E[Q]=LT(<I>[(_;']_,‘{ [(G©)~1-G]
H—(GNTHG]). @

Our expression for E[G] contains an extra time integral
which is not included in the usual version.’® This appears
explicitly in the summation over the index « in the second
contribution, and is implicit in ®[G]. We normalize by
dividing by T.

Equation (4) has the following meaning.

(a) The term {In[(G'¥)~!-G)]},p can be interpreted as
the formal matrix series

- i {[L—(
M=1

or an appropriate analytic continuation of it.

(b) The functional ®[G] carries the information about
particle correlations in the ground state, at all scales rang-
ing from long-ranged collective modes to short-ranged
Coulomb correlations and exchange; the structure of
®[G] is the most important element in the analysis.

The & functional, in which the bare Coulomb interac-
tion ¥ occurs explicitly, can be split into two parts. The
first comprises the Hartree electrostatic contribution

dH[G]=

GO GMap/M

T(pa—na)Vaplpg—np) , (5)
where the matrix elements of the interaction are given by

2 .
Vap=80,0(ta—15)— £ (©6)
I Iq—TIg |
and n, in Eq. (5) is the number density of the rigid neu-
tralizing background.  The Hartree functional ®¥ van-
ishes identically for a homogeneous system at equilibrium.
The second part of @ represents the exchange-
correlation component of the ground-state energy, and we
denote it by ®*°[G]. The form of this functional, which
we will relate directly to the proper polarization function
Xsc, is

(DSC[G]“‘ z

=, 2N aB(gN[Q] )BB',aa’G

ap s (7)

where £y[G] is a two-body effective  interaction. In
terms of Feynman diagrams it consists of all irreducible
skeleton graphs® in which N Coulomb interactions V are
linked by (2N —2) fully renormalized one-body propaga-
tors G.

In the present context an approximate description of
the electron gas is defined by choosing an approximate set
of functionals £ y[G ]. For the major conservation laws
to hold, whether in the exact or in any approximate
theory, the functionals E[G ], <I>[G 1, and § y[G ] must
satisfy four conditions.
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(i) £ [G ] must have the symmetries
(gN[Q ])B'B,a’a:(gN[g ])BB',aa’ s
(EnIGT a8 =(ENIG Dgpac -

(ii) The structure of G:£ x[G ]:G must be such that re-
moving any one of the 2N propagators G results in the
same expression for G:£ y[G ].

(iii) In the electron gas at equilibrium the ground-state
functional E[G ] must be a minimum when G is the solu-
tion to its equation of motion. »

(iv) When an external perturbation acts on the system,
E[G ] becomes the expectation value of the total Hamil-
tonian with respect to the perturbed ground-state wave
function.

In the Appendix we use these requirements on the energy
functional (exact or approximate) to show how the conser-
vation laws follow for the associated one- and two-body
propagators.

There is a significant conceptual difference between the
exact theory and all approximations framed in the
language of BK; it lies in the interpretation of the four
criteria for conservation. In the exact case, each condition
is a consequence of the microscopic structure of the com-
plete diagrammatic expansion. In the scheme of Baym
and Kadanoff, these conditions serve as axioms for con-
structing both a functional E[G ] and also the main ob-
jects, such as G and X*°, for which E[G ] acts as a genera-
tor.

To see how the possible forms of these functions are
constrained by properties (i)—(iv) above, we study the
variation of E[G]. The ground-state energy functional
E[G] is approximated by choosing the exchange-
correlation functional ®*°[G ] explicitly as some subset of
the complete class of diagrams G:£ y[G ]:G appearing in
the exact ground-state energy. Whatever the physical
motivation may be for choosing this subset, one’s choice
must be made to satisfy (i) and (ii). In practice these rules
place strong conditions on physically reasonable possibili-
ties for @, but in a purely abstract sense they are there to
guarantee that the variation 8E[G ] is an exact, time-
reversal invariant, differential. '

The variation 8E[G ] is given by

BE[G ]=-;:(6<1>[Q 1—i8{In[(G)~1-G ]

+I—(G)"G) )

—i |. 6P

-1 _ G(O) -1 8§G ,
T ISGaﬁ-i-(Q )pa—[(G™) 1ga ap

(8)
where

50 _ 80 5
8Gapg  8Gag ' 8Gap
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C. Correlation Functions

Now let an external perturbing potential U, act on the
system:

Ho()=8(t —1)Ual s Wb - ©

From the Appendix we recall the exact equation of
motion (A10) satisfied by the single-particle propagator
G y in the presence of the perturbation U and rewrite it
as

{[(Q(O))_]]aﬂ_(Z[g U])aB'_ U(a)Iﬁ(a+)}(Q U)B}':Ia‘y .
(10)

From (8) and the equation of motion we have, for
g:g U>

i . &P
SE[Q]z—? lSGaB —(Z[G Dga —UO[IM+ 8Gup .
(11
When U=0, rule (iii) demands that the term

i0®/8G —Z[G ] vanish identically. In the exact theory
this is automatic because the self-energy Z[G ] is given by
the set of graphs corresponding precisely to i §®/8G. In
an approximate theory, however, this identification must
be built in by defining the one-particle self-energy Z[G ]
as just that set of diagrams given by i8®/8G
=—iY>yG:Ey. To obtain the physical propagator
G =G y within the approximation one must solve the
equation of motion self-consistently, with a model self-
energy defined from the approximate ®. By substituting
this evaluation of G in (11), we get

SE[G y]l= —’T—Uazﬁa+saaﬁ . (12)

At this point we make contact with the linear-response
polarization functions X and X*°, in their time-ordered
guise. From Eq. (12) above there follows the weak-
coupling result

SE 1 8pa
———U,—2| =0. 13
38U, U—0 T ~%8U, U—0 0 13

We can then expand E[G y] for small U:
E[G y]=EI[G Uzo]—zlfUlU,,X;L,,+O(U3) T

This defines the susceptibility (in this case, the total polar-
ization function) as

8’E

8U, 8U

Xom= —T .
n |U—>0

(15)

For the second variation of E[G ] we have on the one
hand, from Eq. (8),



31 CONSERVING DYNAMIC THEORY FOR THE ELECTRON GAS 2783
1 5P 8(G~")ga 1| 8@
S2E[G 1=— , —i 5 - — (G~ Ve —[(GO)—1 2
[G1=73Cas Gy 6Gag  0Gup BT 156, MG pa— (G Tpu |5°Cap
1 = . '
=—T-5Gaﬁ{-(;[g])B,,w,aa,+,(g—1>Ba,<g—1)3,,}aaa,,,+—%Ua15a+szaaﬂ, : (16)

where E[G ]=i’8’®/8G 8G. The last line follows by using 8[(G~!)-G]=8I=0 to derive 8(G~!)g,/8Gp
= —(G " 1gy(G~1)pq and by substituting for the coefficient of 8°G from Egs. (8) and (12). On the other hand, from

Eq. (12) we have

82E[G = —‘T—aUaIBa+SGaB+ LT Ual 3o 8Goap .

The alternative forms (16) and (17) for 82E[G ] are compatible if and dnly if3

[I(Q —I)Ba’(g —])B'a- EBB’,aa']SGa’B' ZSGG'B' { I(Q —I)B'a(g -1 )Ba’_ EB’B,a'a}

:iSU(a)Iﬂ(a+) .

Taking the derivative 8/8U,, we obtain

8Gyp 8G g

A A T
n n

:iIa(n)IB(n+) . (19)

By contracting both sides with — GG and carrying across
the term in E there follows the integral equation for the
particle-hole vertex*! defined by

.0Gop

(A[G Vo qp=—i 5T, ) (20)
(A[Q])aﬁ,:,l:(/\o[g Dapn+ (—iGo,Gup)ELG Dip per

X(A[G Dag,y » (21)
where

(ALG Dagn=—iGa)Gnp -

Alf:hough Eq. (21) is valid beyond the weak-coupling limit
U—0, it is this limit which determines the linear
response. From Eq. (17) and the definition of the density

Pa=—IG ,,+, We have
8’E 8pa
T———=—Ipg v, 22
50,60, ~ Trapy, TOU 22
ie.,
dpa
— Xpm=— . (23)
" 83Uy |y—o

This identifies X, of definition (15) as the time-ordered
density response, whose dynamical evolution is deter-
mined by the solution to Eq. (21) for the particle-hole ver-
tex. ’

Finally we apply Silin’s method to isolate the effects
of exchange and correlation, which are intrinsically
short-ranged, from the purely long-range effects associat-
ed with the Hartree contribution ®* to the energy func-
tional. Introduce the screened perturbation potential U
through

(17)
(18)
I
54
U =U;1 ——
adop=Upd o +i 5Gm
:I(A)y[U(A)+Va(k)(pa'—na)] ’ (24)
from (5).
Then
8 8UY & 8pa | 5.
8Ug  8Ug sUY Tn+Vasy 3UY 23)
By defining the proper polarization X*° as
dpa
Xiy = > (26)
8U§7c U—0
Eq. (25) gives the familiar relation between X and X*°,
X}LB=XSACB+X§LC” VauXap - (27)

The term X*¢ is the linear density response to the total po-
tential U*® at the microscopic level. Even when 8U*/8U
is singular, X*¢ remains well defined®® since physically it is
a short-ranged function which is insensitive to the long-
range bulk oscillations signaled by the poles in U*. It
carries all the dynamical effects arising purely from ex-
change and short-range Coulomb correlations. The total
polarization X may be obtained from Eq. (27) once X* is
known.

The proper polarization X*¢ can be calculated from an
integral equation for the irreducible particle-hole vertex
defined, in analogy with (20), as
i%}% : (28)

17 .
On adding the Hartree contribution i%(8*®¥/8G 6G):6G
to both sides of Eq. (18) we obtain

(A*[G Dapy=—
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=8G 15 (i(G ol G V) pr—(E¥[G Dppaal - (29)

The short-ranged interaction Z%°[G ] is directly related to the exchange-correlation energy functional through
82¢SC[G ]
=% =i, (30)
( [Q ] )ﬂB',aa l aGaB aGa’B'
In complete analogy with the derivation of Eq. (21), Eq. (29) gives
(Asc[g ] )aﬁ,n = (AO[Q ] )aB,n+ (— iGava,ﬂ X Esc[ G ] )vﬂ',pa’(Asc[ G ] )a'B','r] . 31
Finally,
Y — i 8G ;1)
AR SIS
K SU:,C U—0
=—iG G ya) + (A% G Duy A E¥IG Dug o A¥IG Dargr, - (32)

The structure of Z%°[G ], the effective two-body interac-
tion, requires comment. Consider a term
iAG:£ N[G 1:G ) /2N appearing in &[G ] [Eq. (7)]. Sym-
bolically its contribution to E[G ] is

it B(GENG]G)

N 5G 6G (33)

@’lﬂ
Q=

=ENn[G]1+G:

Within the approximation defined by the choice of § y, we
see that the derived two-body operator =*° clearly includes
scattering effects beyond those directly given by the
operators £ . If any of the terms on the right-hand side
of Eq. (33) are omitted ad hoc, the resulting E*¢ will not
in general lead to a conserving response function X*°.

We end this review of the formalism by summarizing
the prescription for constructing X*°.

(a) By physical argument, select a particular subset of
diagrams for the exchange-correlation energy functional
O*[G ] so that the diagrams satisfy rules (i) and (ii)
above.

(b) Use the model self-energy (Z[G ])g,=1i8P[G ]/
8G 4p, obtained from ®[G ]=PY[G 14+ D*[G ] by remov-
ing a single line, to solve the equation of motion Eq. (10)
self-consistently for G.

(© Generate (E¥[G 1gg,qa=1>8*P*[G 1/8G 158G v p
by removing two lines G,g,Gyp from the diagrams of
®*[G ] in all possible combinations.

(d) Generate X*¢ by solving the irreducible particle-hole
vertex integral equation, Eq. (31), using G as defined in (b)
and E%°[G ] as defined in (c).

III. MICROSCOPIC THEORY

We now proceed to the formulation of our own model
for the electron gas. First we briefly enumerate the physi-
cal principles that we wish to incorporate.

(1) In the high-density limit the RPA is exact for all ¢
and w; microscopic correlations are negligible.

(2) At metallic densities and g >>kp (kg is the Fermi

momentum), electron-electron pair correlations determine
the local-field correction.!®

(3) At metallic densities and g <<k, residual electron-
hole screening makes up the dominant correction to
RP A.41_43

(4) At all densities and for all ¢ and w, it must be en-
sured that the conservation laws hold.

A. Model for the correlation-energy functional

The exchange-correlation-energy functional ®*[G]
should incorporate the effects of screening from particle-
hole polarization which dominate the correlations at low
momentum transfer (corresponding to long range). At the
other extreme, that of large momentum transfer (corre-
sponding to short range), the functional ®*°[G ] should in-
corporate the effects of strong Coulomb scattering be-
tween particle pairs; the physical arguments for this are
set out in Ref. 19.

Figure 1 shows the graphical structure of the simplest
energy functional ®*[G] which correctly describes the
long- and short-range behavior of the system. What is
novel about our functional is that it combines the dom-
inant features of the shielded interaction approximation?
and the T7T-matrix approximation’ within a unified
scheme.

By inspection, the contributions to ®*[G] as defined in
Fig. 1 satisfy the structural conditions (i) and (ii) outlined
in Sec. II B. Consequently our model is conserving.

The shielded interaction approximation contains the
principal effects of particle-hole screening which govern
both the static and dynamic behavior of the electron gas
at low momentum transfers. The need to fully account
for screening at small wave vectors q is well document-
ed.*'~* Some important properties of the electron gas
which are determined by the shielded interaction approxi-
mation in the high-density limit and g <<k include the
following. In the low-frequency case: the Landau param-
eters and the compressibility.*! In the dynamic case: the
plasmon and quasiparticle dispersions and lifetimes,*?*?
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(a)

()6 -6
- fO (4

(c)
FIG. 1. Contributions to the ground-state energy functional
®[G ] within the present ‘model. The accompanying fractions
are weighting factors. There is an implicit overall weighting

factor of +. The solid lines indicate the self-consistent single-

w|—=

particle propagators G in the Feynman representation (no pre-
ferred time direction). (a) Hartree contribution. (b) Direct
scattering ladder plus ring diagrams. (c) Hartree-Fock plus ex-
change ladder contribution.

and the high-frequency conductivity.*?

The T-matrix approximation is formally identical to
the Brueckner theory of nuclear matter.** For the
Coulomb system the need to account for strong electron-
pair scattering through the T matrix has been argued by

' 4
Vs Y] G ™M™
RN R
f v \ OG
|
)
(b}
T 4
L v W

FIG. 2. (a) Insertion of an external vertex A in the self-
consistent single-particle propagator G,g leads to the pair of
propagators Gg)Gng- (b) Definition of V*(q,w), the dynamic
RPA interaction with self-consistent single-particle propagators.
(c) Definition of the T matrix with self-consistent propagators.
Note the pair of propagators G G may be either particle-particle
or hole-hole.
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Yasuhara!® and Lowy and Brown! in the large-wave-
vector limit g >>kp. The T-matrix approximation in-
cludes all pairwise correlations; it provides a physically
consistent and realistic theory of the static pair correlation
function at small separations!® by accurately reproducing
the relaxation of pair wave functions through short-range
Coulomb repulsion, in both direct and exchange scatter-
ing. The importance of the intrinsic dynamical properties
of the T-matrix approximation has only recently been
demonstrated.!

By combining the dominant characteristics of the
shielded-interaction approximation and the T-matrix ap-
proximation, our scheme correctly recovers the physical
properties of the electron gas in the two limits g <<k
and g >>kg. Since our scheme is microscopic and strong-
ly constrained by the conservation laws built into it, we
expect to obtain some reliable information about the
system’s physical properties in the intermediate region of
momentum transfer also.

B. Structure of X*°

Equation (32), when iterated, gives

Xia= Sar Jan

n=0

= —iG G +(—=iGan)G ) E*[G Dgp,an

X ( _iGa'(ﬂ)G(ﬂ)B’)+ T (34)

where we use X” to denote the term of nth order in the ef-
fective two-body interaction E*[G] and where the trun-
cated terms are of higher order in E%°. In the second line
we show the explicit forms of X° and X!. (Note that, in a
slightly different notation in Ref. 1, X! is referred to as
X3.)

We may use Eq. (32) to generate the entire set of contri-
butions to the proper polarization X*¢ once we have the
full complement of diagrams for Z%°. Recalling that

(E¥[G1)pp,aa =18’ P*[G1/8G 158G vp »

these diagrams may be generated systematically by remov-
ing two propagators G in all possible ways from the dia-
grams for ®°[G] in Figs. 1(b) and 1(c).

To construct the leading-order term in Eq. (34) we sim-
ply attach two pairs of lines Gy;3)Gr)p and Gy(5)G(q)p
[Fig. 2(a)] to the free vertices in (E[G])gg qo- With ap-
propriate definitions for the dynamic screened interaction
¥V and the T matrix T [see Figs. 2(b) and 2(c)], we
represent the result schematically in Figs. 3 and 4, where
F1g 3 shows (X° )aq and Fig. 4 shows the contributions to
! )7»17’ grouped according to structural type. The form of
E%° is implicitly shown by displaying X'.

IV. CALCULABILITY OF THE MODEL

We now discuss the practical evaluation of Eq. (32) for
the proper polarization function X within the model of
the interacting electron gas. In Sec. IVA we study the
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1

FIG. 3. The contribution (XO);L,, to the proper polarization
(X**)ay- Note the single-particle propagators here are fully self-
consistent, so that ( XO)M, differs from the Lindhard function.

asymptotic behavior of X*. In Sec. IVB we examine
more closely the contributions to X* in the large-
momentum limit and then introduce a general method for

resolving X*¢ into local and nonlocal contributions. The

discussion ends with Sec. IVC, in which we propose a
tractable approximation to Eq. (32) which can be applied
for all momentum transfers at metallic densities.

A. Limiting behavior of X*°

For a uniform system it is appropriate to consider the
space-time Fourier transform of X%, X*(q,w). We will
study X*(q,w) in three ranges of the parameters r; and gq.
The separation parameter r; is defined from the mean
particle density »n and the Bohr radius a, by
ro=(4mn /3)~'3a;!. The Fermi energy for the interact-
ing system is denoted by Er. We adopt units such that
#i=m =1, with momentum expressed as an inverse length

@ ! a’v\/\/\dl
)y ] by
o 3 AT
+ +
(R B o’
e N
A AN 1 A n¢

(a) (b)
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and energies in units of momentum squared. Thus, for
example, the free-particle Fermi energy is given as
E{®=k#/2 and the Coulomb coupling constant becomes

e?=agl.

1. High-density limit, r; <<1

For all ¢ in this limit, both the one-body self-energy
3[G] and the two-body effective interaction =[G ] are
rapidly convergent series in powers of 7. Their leading
terms, linear in r, are, respectively, the HF self-energy
and the HF particle-hole correlation. In this region, the
truncation of Eq. (32) to second order in Z*°[ G] retains all
the contributions to X*° to order r2. We can therefore
write

X(q,0)=X%q,0)+X(q,0)+X2(q,0)+0(r]) , (35)

where X°, X!, and X? are as defined in Eq. (34).

We note that for ¢ much smaller than the plasmon cut-
off wave vector g, (g. ~V/r;kp/2 for r; <<1), the three
terms on the right side of Eq. (35) to order r? are exactly
equivalent to the high-density theory of DuBois.*®

2. Small momenta

As indicated in the Appendix, our complete model con-
tains a microscopic Landau quasiparticle description of
the electron gas in the low-lying excitation region
(9 <<kp, 0<w<<Ep). Some standard manipulations*’
lead to a resummation of Eq. (32), enabling X*°(qd,w) to be
expressed in terms of the quasiparticle propagator G cor-
responding to the one-body propagator G. In the Landau
limit Eq. (34) for X*(q,&) becomes*’

b o~

VA

e )‘ po(, N
'Y
PO
A
e___
A
‘q
L \f /)
[

(c) y (d)

FIG. 4. The contributions (X'),, to the proper polarization (X*),, [see Eq. (34)]. (a) Contributions arising from particle-particle or
hole-hole scattering. The wavy horizontal line denotes the dynamic screened interaction ¥*, and the shaded block denotes the T-
matrix T, both of which are defined in Fig. 2. (b) Contributions to (X'),, from particle-hole or hole-particle scattering. (c) Particle-
hole one-pair contributions to (¥'),. (d) Hartree-Fock plus particle-hole one-pair exchange contributions to (' Iag-
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0 ~
X<(qd,0)=27* 3 X "(q,0), (36)
n=0
where Zp is the quasiparticle renormalization constant at
the Fermi surface and each term X "(q,w) is structur-
ally identical to X"(q,w) with the quasiparticle-quasi-
hole propagator (—iGG) replacing (—iGG) between suc-
cessive interactions =
In the static limit 0 =0, X*(q,®) in Eq. (36) is com-
pletely determined by the first two terms X ° and X .
Specifically, we have

~0 - 2
lim¥*(q,0) = Z;* lim [X (q,0)]
a—0 ¥ °%(q,0)—X '(4,0)

= (0, X'9(0,0), Y

where the compressibilities k and «'” are defined in the
Appendix in connection with the compressibility sum rule
(A3). '

In the dynamic regime gkyp <<w <<k, the proper po-
larization is given to order (gky/w)* by

3 ~
=Z7* 3 X"q,0) . (38)

n=0

X*(q,)

The coupling of successive quasiparticle-quasihole propa-
gators by an interaction Z%¢ occurs only through the inner
product taken between quasihole momenta at the Fermi
level. For this reason the calculation of Eq. (38), although
tedious, needs no additional knowledge of ¥ and E at the

& f _.(a)')
P(k;q,0)=0 ' do'
d e @— 6(0) +w’+i17
n— E
— > k F ’
®q+k o (.2) _}+6—>+l7’ f_wAi»(a) )

where we have introduced the usual Pauli protection
operators ®>, ©<, the state occupation number*®

no= f do'A - (co) and the energy*?
e_k+=e(_°.)+Re2(k €x) The leading term in Eq. (40)

scales as (l/qkp) for energies @ in the range
|w—q?/2| <gkp. The remainder, which includes in-
coherent as well as quasihole residual contrlbutlons, is of
order Er/q%k}.

see that to order kp/q the dominant term of the proper
polarization function is simply its leading term in Eq.
(34):

quasihole

(41)

X(q,0)—X%q,0)— 3 ©)
o
K
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Fermi level beyond that which is already available from a
microscopic calculation of X° and X'. The same con-
sideration also applies at lower values of w. On the other
hand, terms higher than X ® in Eq. (36) become increasing-
ly important on approaching the quasiparticle excitation
region  <gkp <<k.

3. Large momenta

When ¢ >>kp, the most interesting behavior of X**(g,w)
as a function of w occurs in the single-particle excitation
region ¢%/2—qkp <w<gq 2/2 4 qkp. We can systematical-
ly expand X*(dq, ®) in this region as a series in the small
parameter (kp/q). This can be shown by writing any
particle-hole propagator (—iGG) appearing in X*(q,w)
as [Eq. (A34)]

L, Eg w  ApleNd,
P(k;q,0)= do’ " 4
(k;q,0) f——w @ prdw o+ —o" +in

”
+T(~(CU )

1

_— (39)
o+3q*

+0

The one-particle spectral density A_‘_l,+.>(a)”) [Eq. (A33)]

(0)

at large g behaves as 8(w”—ea+?), since the self-energy

2(6—}-1?@") for a fast particle becomes small compared
to Erp as the scattering amplitude vanishes for g— oo.
Hence in this limit

)
a’+i?+w +in
1 ,
P do' |, (40)
€2 L Heptin

The nth-order iterate X(q,w) of Eq. (34) for X*(q,w)
contains n +1 particle-hole propagators with the same
structure as P in Eq. (40), and consequently X*(q,») can
at most scale as (kz/q)"*! for energies in the single-
particle excitation region, since Z%[G] is bounded for
large gq.

We conclude that to order (kz/q)° one may approxi-
mate X*(q,w) by

4
X*(q,0)~ EX"(E{,w) . (42)
n=0
B. Local and nonlocal effects in X*°

The form of Eq. (42) does not bring out the contrasting
roles played by different contributions to Z%[G ]. The
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two-body effective interaction is known to include mul-
tipair scattering components which sensitively depend on
the value of the energy transfer w, and other quasistatic
components which may dominate the broad-scale relaxa-
tion effects in @ but do not have a fine-scale dependence
on ®. As an important example, in Sec. I we cited the HF
correlations which lead to significant but only broad-scale
relaxation.

The quasistatic contributions can be approximated for
large values of g by a local average over the momenta of
the internal hole lines attached to Z°[G].!° In contrast, it
is straightforward to show that the contributions leading
to the fine-scale dependence on w in, for example, the
response function X*°(q,w), are not well approximated by
a local average. Furthermore, such an average smooths
out most of the interesting fine w dependence.

The magnitude of the slowly-varying quasistatic com-
ponents can be significantly larger than the fine-scale non-
local contributions, and we are faced with a situation
where in Eq. (42) there are local contributions in X*(q,w)
which are of the same order as the interesting first nonlo-
cal effects contained in X(q,w).

We may unravel the fine-scale effects from the broad-
scale effects by splitting Z%°[ G ] into two parts,

E[G1=E"[G]+E"[G], “y

in such a way that Z!°[G] does not deviate much from its
average over the internal hole states, (Z'°°),,., throughout
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We can develop a simple measure of ‘“nonlocality” as
follows. Taking a particular term L'[G] in the interaction
Z°[G], we can compare the contribution (A%I:A%) to the
first-order term X! of the proper polarization with its lo-
calized approximation (X°(L );,.X°). The deviation func-
tional defined by

0 0. . 0y =
U[L]ZEI do 1 (A®L:A)(q,0) 1 ,
0 gkr |1 X%Aq,0)2( D)ol G,0)

(44)

measures the deviation of (A%I:A° from locality, i.e.,
o[LC]is small if T is approx1mately local, and large if T
is significantly nonlocal for some values of w. The two
terms Z'° and Z" may be chosen to maximize the differ-
ence o[ =] —o[E"°].

It should be noted that El°° itself is in general not a lo-
cal function. The label “loc” here merely indicates that it
is possible to approximate E!° by a local average,
':loc~ ( =loc >1

A further condition on E"[G ] and E'°[G ] is that they
must have the same symmetry properties as the complete
E[G ]. (This is automatic if Z"[G ] is derivable from a
subset—itself compatible with the Baym-Kadanoff
prescription—of the ground-state diagrams for ®*[G ].)
With this constraint it becomes possible to recast Eq. (32)
for X* into the form of an integral equation in which the

the full range of the external energy . The remainder Z™ dynamical interaction E™ appears explicitly. First reex-
p
then contains the “nonlocal” part of Z%°. press Eq. (29) in the form
|
[i(G -1 )ﬁa'(G ,__1 )B'a— EISSCB',aa‘]A(S:’B’ 1,=Ia(77)1
AaB’k{l(G 1)B’a(G ) ’—:}Cﬂaa} . (45)
Now define a new particle-hole vertex A°°[G ] as the solution to the symmetrical equation
[(G ™ Np(G ™ Dpa—Ef,aa1AGH 0 =Tatn I inis
=ARs 1 1(G Nl G Ny —ERS wa) - (46)
Subtracting Eq. (46) from Eq. (45) we obtain
[i(G ™ Mg G ™ Npa—Eff aa S AT — Al®) g — Elg NS n=0 . (47)

Multiplication on the left by Ag’& 1 and use of the symme-

try of Eq. (46) together transform Eq. (47) into

LI g (A — Ay = Agg 2 EBe aaMiip - (48)
and, on simplifying the left-hand side, we arrive at
X5 =Xxn+AEAE"G Vg raaApn - 49)

The auxiliary polarization function X'°° is itself deter-
mined explicitly by Z'°° [Eq. (46)]:

X =X30+ A% AEIG Dpgaa A%y - (50)

Note that X'°°, which represents only a partial summation
of correlation contributions, is not in general conserving
because its one-body propagators still retain the full self-

energy 2[G ], and are therefore consistent with the full
E%[G ] and X*° rather than with Z°[G] and X!°°.

At this stage we have formally separated the broad re-
laxation effects associated with E°° from the fine-scale
dynamical correlations contained i in E", When E" is nu-
merically small compared with £'¢, Eq. (49) can ) be trun-
cated to lowest order in ="

XM"‘XI?S’;'*'A%,AE%G«IMA?%W : 51

In the high-density limit this truncation is valid at all
momentum transfers; here E!°° is dominated by the HF
exchange correlation, of order 7, while the dynamical
correlations are at most of order r2*® Equation (51)
therefore retains the first effects of dynamical correlations
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as we take the system down from its high-density limit.
When g is large, X*°(q,w) as obtained through Eq. (49)
can be expanded in powers of kr/q to regain the approxi-
mation in Eq. (42). If, however, one similarly expands
: |

szo+xlocl +Xloc2 +ZIOC3 +XIOC4+ [1_\0+ I_\O:EIOC:( _

where X!°°! is the quasistatic part of X!, etc. This equa-
tion retains the effects of relaxation to order (kp/g)° from
iterating A'° in powers of Z'°°, as well as the lowest-order
dynamical effects resulting from pair-pair scattering in
'—nl

When g is small, the resolution of Z'*°[G ] into ZV[G ]
and E[G ] becomes less clearcut. This is because all
parts of the effective two-body interaction couple in simi-
lar fashion to their attached partlcle-hole propagators
through the angular variable kl k2 (the hole momenta K
and K, are at the Fermi level). Hence o[E"] and o[ E1°°]
would be comparable for almost any choice of Z°. In this
case the appropriate analysis of X*° is to be found in the
Landau Fermi-liquid theory.

C. Calculation of X*¢ at metallic densities

When the momentum is comparable to kr, the propa-
gator (—iGG) is of order unity, and the expansion of Eq.
(52) in powers of kr/q is no longer valid. However at
high density " is small compared with E'°, We recall,
for example, that the HF exchange correlation is of order
rs, while multiple pair correlations which include the non-
local contributions are of order r? or smaller. In this case
Eq (51) is still valid to order | _“I[G 1/E[G ]| even for

~kp.

At metallic densities =™ will still be smaller than Zl°¢
SO0 we may continue to approximate X*°(q,w) by Eq. (51)
for all momenta g > kp. Since the starting point for these
approximations is Eq. (32), which by construction obeys
the sum rules exactly, we can determine the accuracy of
our approximation for some particular density and
momentum g by checking the f sum rule and the conduc-
tivity sum rule at the end of the calculation. To the ex-
tent that these sum rules remain approximately valid we
may infer that Eq. (51) is a good approximation for Eq.
(32).

For g <kp in the same density range we may use Eq.
(38) for X*(q,w) in the Landau limit. Note that at high
densities Eqgs. (38) and (51) have overlapping regions of
validity since to order r? the two diagrammatic expan-
sions in powers of G'® and ¥ can be shown to be identi-
cal. Hence at moderate densities Eq. (38) can be expected
to go smoothly over into Eq. (51) as the momentum gq is
increased.

The use of Eq. (51) permits us to separately calculate
the slowly-varying quantities A and X!°° and then con-
volute them with the dynamical interaction Z". The
problem of approximating the slowly-varying quantities
and the problem of approximating intrinsically dynamical
quantities such as E™ can be neatly separated, making our
approach particularly flexible for practical applications.
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Eq. (51) in powers of (kr/q), a simpler form of Eq. (42)
results in which E™ appears only linearly. Performing the
expansion of Eq. (51) we obtain

iGG)[:E™[A%+(—iGG):E"A] , (52)

V. CONCLUSION

In constructing this theory our primary purpose was to
incorporate, as simply as possible, the dominant correla-
tion mechanisms at large and small electron separations
into a unified and microscopic theory, and to carry this
out in such a way that conservation laws are satisfied even
under dynamic conditions. The importance of maintain-
ing the conservation laws has occasionally been over-
looked in the literature, perhaps because they are almost
automatically maintained provided one confines one’s
study to static electron-gas properties and then adopts one
of the local-field-type or effective-interaction-type ap-
proaches. This task becomes much more formidable once
one attempts to treat dynamic effects. As we have seen,
dynamic and nonlocal effects cannot be overlooked under
these conditions, and conservation laws are only satisfied
because of subtle cancellations between terms which ap-
pear to be quite different.

We shall report elsewhere on some practical applica-
tions of our theory which include the following.*’

(1) Calculation of the dynamic structure factor S(q,w)
at metallic densities and large momentum transfers,
q Z 1.5k F-

(2) Construction of a Landau Fermi-liquid theory at
metallic densities. for small ¢, and the calculation of
quasiparticle dispersion and lifetimes, effective scattering
parameters, compressibility, and plasmon dispersion and
lifetimes.

(3) Calculation of the plasmon dispersion at intermedi-
ate g ~kp, and examination of the mixing of collective
and two-particle modes by studying the crossover between
large- and small-q effects in our theory.

(4) Calculation of transport properties in two-
dimensional electron systems (e.g., silicon inversion
layers), where electron-electron scattering significantly af-
fects dynamical behavior at the low densities which can be
attained in such systems.
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APPENDIX: CONSERVATION LAWS
AND SUM RULES

In this appendix we have a twofold objective: firstly, to
establish that our own model strictly maintains the lead-
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ing sum rules; secondly, to bring together for easy refer-
ence some useful concepts which are needed for construct-
ing any conserving microscopic theory but which are at
present somewhat scattered through the literature.

We now trace the derivation of the leading sum rules in
model theories of the Baym-Kadanoff (BK) type.>® For
the uniform electron gas, these sum rules are as follows: f
sum,

[ dT“’wIm[e-‘(a,w)—l]=w;, ; (A1)
conductivity,
IS iﬁwlm[e(a,w)_u:m;,
—o 1T
compressibility,

lim Zf_ ii—aL—I—I [e(q,w)—

qg—0

__KkK 2
1] ]"" K(O) qdTF >
(A3)

and perfect screening,

lim (A4)
q—0

s _dgilm[fuq,w)—l]]:l.
—© T W

Here €(q,w) is the retarded dielectric function for the um—
form gas. The plasma energy @, is given by wp—47re n,
and the Thomas-Ferm1 screening wave vector gt is glven
by ¢3¢ —3a)p /k}. We also introduce the static compressi-
bility k=(n2dEr /dn) ™" for the model interacting system,
and its RPA counterpart «'©=(nk#/3)~".

In theories constructed accordmg to the BK prescrip-
tion (just as in the exact theory) the particle density, total
energy, and momentum, and total angular momentum are
strictly conserved. Since the BK formalism works direct-
ly with expectation values and does not require explicit
knowledge of the ground-state wave function, all these ob-
servables are defined directly as functionals of the one-
particle propagator G [see, e.g., Eq. (A5) below]. In the
formalism the propagator G is obtained as the self-
consistent solution to the one-particle equation of motion
and its adjoint. The form of the collision term in both
equations is determined from the energy functional ®[G]
for the model.

We will concentrate on the law of conservation of parti-
cles, from which follow the sum rules (A1)—(A4). The
remaining conservation laws can be derived in a similar
way to particle conservation. Our first objective is to ob-
tain, within the BK framework, the equation of continuity
which relates the particle density p; and current T,. For
the model density-current four vector (p,ff )a we adopt the
natural definition, in terms of the model single-particle

propagator G at equilibrium:
' J

(GuIap=Ir+

i 9 —€
(A)
9t

i——a €
- —C(p)
at(”) !

ClGuDrsGulpu+1agUaplrp(Gy)ap »

(G =Iry HGuhgZIG uvDgu+1apUaplon(Gulap -
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- Vo=V, .
(P I = | —iG ;4 —E'_#_(_IG”‘“’)M—%* ,

(AS)

where V , denotes the gradient operator d/9T,.

In the exact theory the equation of motion for G and its
adjoint take their form from the evolutlon equations of
the field operators ¥(7,¢;0) and 1/: (T,t;0). The system
Hamiltonian is

H()=8(t —t,)[Yleatbat +Vap Dibitbatp—2n s lt00

+nqnpl], (A6)

where €, is the single-particle energy, consisting of the ki-
netic term — %Vi plus a static external one-body potential
77(T,); Vg is the two-particle interaction as defined, for
example, in Eq. (6), and n, is the neutralizing background
density introduced in Eq. (5). For a uniform system
77(T,) is equal to zero and n, is the mean particle density
n. The perturbation Hamiltonian is

Ho(0)=8(t —t,) op Yhta

L V.-V
¢a+Aa._a_2_,£
1

=8(t —t ) ogUopthihy » (A7)

where (¢, Ka)z(¢(?a,ta), Al Ty t,)) is a real four-vector
potential. We differ here from Sec. II in employing a
slightly more general nonlocal perturbation potential Ug.
This affects the variational derivative 8/8U but not 8/8G,
and it therefore leaves unchanged the internal structural
relationships among the functionals ®[G], £[G], and
E[G]. Note that U,g is an operator function of its
space-time labels, and that care must be taken with the
relative ordering of these labels.

The resulting evolution equations for the field operators
are (more details can be found in Ref. 48):

. 0
lat—m¢(x)= (eqy—Vpnpg+ Vu)ﬁl/}giliﬁ)lﬁm

+1opUgpl gt (A8)
at ¢<u w—Vaung+ Vﬁm)’ﬁgi/’ﬁ)l/’:rm
(@)
+IogUapl ol - (A9)

Using Egs. (A8) and (A9) one can obtain the one-particle
equation of motion and its adjoint for the exact Green’s
function:

(A10)

(A11)
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The exact G y is defined as (Gy)y,=—i ( T[%dr,‘:] Yu, where T is the fermion time-ordering operator and the expecta-

tion { - - - )y is taken with respect to the perturbed exact ground state. The exact self-energy acting on Gy in Egs. (A10)
and (A11) is defined as
(2[G U])aﬂE — |( V(a)yny)(GU )(a)n+iV(a)y< T[¢I"/’y¢(a)¢1;] Yu (GJI)nB . (A12)

For convenience, we may split 2[G y] into its Hartree and exchange-correlation parts:
(ZPIG yDap={Vianl —i(Gy),+ =1y NGy )am} (G )y,
(Z*1G vDap= — i (Viaw [ T¥j8a¥n]d v —(Gu),,+ (Gu eI} G g -

At this point we recall the symmetry conditions (i) and (ii) for £ y[G ] from Sec. IIB. These determine a functional fbrm
2[G1=27[G]-i ¥ (G:EN[G ]
N=1

with the same space-time symmetry as the exact form (A12). When we replace the exact self-energy with its model coun-
terpart in Egs. (A10) and (A11), this symmetry ensures that the equation of motion and its adjomt both generate one and
the same solution for the model propagator Gy .

We may derive the equation of continuity within the model as follows. Subtract (A11) from (A10). Taking the limit
(Frtp;0,)— (Tt i ,03) the left-hand side becomes

d
+__~__.
3t Oty

(Gv)ow (A13)

—i
y,—»l.+

. 8 1 _[vm;vm)

atg i M

— (€ —€wy)
] ® pu—rt

Taking the same limit on the right-hand side, we get

[Za(Gu) g+, — (GudnpZgp+)) HapUapllnp(Gu) g +) = (Gudwsl 4+ ]

o Ve—Vg
~>¢a[I<A)a(GU)aM+,—(GU)(MaIa(H)]-f—IaﬁAa'—gf—ﬂ[I(MB(GU)a(H,—(GU)(A)ﬁIa(“,] .
(A14)

The collision term (2°G y—G v*2) 4, +, vanishes identically because of the symmetry of £ and the uniqueness of G y.
- Using the delta-function identities for any function f (),
Lup Vi f (B)=—f()V glup

and

Viedapy=— Vil g
we can reduce (A 14) to the form

[602(G) ) — (Gt asBias)] =i Var (G Aeate] - (A15)

The local term involving ¢, vanishes.
Finally, equating the expressions (A13) and (A15), we obtain

Vo= Vw = -
_—“‘E‘(GU)(M) =—=Vurl(Gy)u+ Addra] - (A16)

(GU))»A.'*”)_*—V(A 2 _,A’+

Equatlon (A16), which is a direct consequence of choosing a model self-energy consistent with BK, forms the basis of all
sum-rule derivations connected with particle conservation. In the weak-coupling limit U—0, the right-hand side of
(A16) goes to zero, and using Eq. (A5) we obtain the equation of continuity within the model:

9
a/t)m +V(A) Jm —0. | (A17)

By taking the variation of both sides of Eq. (A16) we establish the conserving character of the time-ordered response
functions. In Sec. II we saw that for the density response Xy, =(—i8G ;,+,/8Uy)u—o [Eq. (23)]—where the U there
was local. To study the current response we need the nonlocal functional derivative —i8G,, /8U,g. Two important
properties of the nonlocal 8G /8U are®
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8Gy, 8G.g
Uy 8Uy,
and
8Gy,
Xpp = lim lim |—i—"* .
K p—Ataosnt 8U77a U-—0
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(A18)

(A19)

Similar results hold for the generalization of 8G /8U* which leads to the proper polarization function [compare Egs.

(24) and (25) for the local U*® and 8/8U*].

We introduce two sets of time-ordered response functions, or correlation functions:

(a) density-density and current-density correlations,

= 8Uqp 8Gu+)  Viy— Vi 5G(Ap
(X pps X 7p)am = —1i , ” R ) (A20a)
PP Jp An 8¢,’] SUaﬁ 2i SU‘IB ﬂ—»l"’ 0
and (b) density-current and current-current correlations,
S o sU 8G Voau—V .56
(X s X5 g = _’aB i (AAF) ’ (A) : (1) (Aw) (A20b)
SA,,, SU"B 2i SUaﬁ p—oAt U—s0

For the proper correlation functions there are identical
definitions in which the differentials 8US[I U*=IU
+2#] and 8¢*[¢*=¢+ V- (p— —n)] replace 8U and 8¢ in
Eqgs. (A20). Since 8U s/8A=8U/8A, by varymg
Eq. (A16) independently with respect to ¢,-¢*°, and A we
obtain two sets of exact relations for the correlations X
and X5¢:

3 .
TN Xpp)am+ Vi (X gpdng=0, (A21a)
J -
3ty =X p)am+ Vi (XJJ)(Mn__P(A)V(A)I(A)q » (A21b)
and
3 sc — —SC
_—“at Xpp)m+ V(X jp)an=0, (A22a)
at( —Z— (X o+ Vo X5 am=—Pa V- (A22b)

The equations (a) and (b) within each of these pairs are
linked through the symmetries of the correlation func-
tions which follow from (A18) and (A19). For example,

{prv YJWYJJ}M] (A23)

In the case of a homogeneous system the Fourier
transforms of these functions reduce to a set of scalar
functions of momentum ¢ and energy . Thus the corre-
lation functions become

= {pr,'YN,YJJ }17)» .

X pp( Gy 0) =X, — G, — )

=X(q,0) , (A24)
X sp(@,0) =X py(—q, —)
= G om(g0) (A25)
e
X1(4,0)=X;(—d, —o)
Eé\é‘XL(q,w)+(7—¢f¢’i)XT(q,w) . (A26)

I
We recognize the density-density correlation function
X(q,0), the longitudinal conductivity 0.,(g,®) in response
to the external electric field, and the longitudinal and
transverse components of the current-current correlation
tensor, X1 (q,®) and X r(q,w) respectively. Similar defini-
tions apply to the proper correlations.

We can now combine Egs. (A2la) and (A21b) in
Fourier space by using Egs. (A24)—(A26) to obtain

2

+X.(q,0) (A27)

2
X(gw)=45 |2

7 w? | 4me?
Similarly using Egs. (A22a) and (A22b), we can link the
proper correlation functions X* and XT:

2
@p
41re?

2
XSC(q,w)= qz
-

+X7(g,0) (A28)

The f sum and conductivity sum rules (A1) and (A2) re-
quire knowledge of the large w limits of Eqgs. (A27) and
(A28). We show, by following the same general argument
that applies to the exact theory, that for |®|-— oo,
X¥(g,0)~w™2. A similar analysis applies to XL(q,aJ).

We first examine the lowest-order term X in the ex-
pansion of X¥ in powers of the two-body effective interac-
tion . The term X has the form®

X3 (g,0)=23(§ -k ++¢)*P(k;§,0) , (A29)
7
where
P(Kgo)= [ ——G(k k9G(G+K,0+k% . (A30)

G (B,p°) is the solution of Eq. (A10), in Fourier space, for
the unperturbed system:

[PO—GLO)*250(3,p0)]G(§,p0)=1 ( (0) _ %pZ) .

Since E*[G] (and E°[G]) have been constructed to
represent short-ranged exchange and correlation effects in

(A31)
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the electron gas, their Fourier coefficients are bounded in / “lmko .
the limit of large energy and momentum transfers; if this / \
were not the case then the model, although conserving, .
would not describe a normal Fermi system. C/ 05 Aszlweke ). c
To perform the frequency integration in P(ﬁ;?j,w) we Oz Az (k®) : Re k°
use the spectral representation*® for G (B,p°), e o 0¢c
F-W px-,:-«-.«-;—/—.au—.a#
: —65 AL (K°)
6(.p0)= J " dof— T Serhuanl)
—w pP—o'—in FIG. 5. The branch cut structure of the propagators G in the
integrand for P(K; q,w); see Eq. (A30).
_.(w )
N LA
F —@'+in The branch-cut structure of the propagators G in P i is
shown in Fig. 5. The integrand of P vanishes as |k°|~
where on the asymptotic circuit C, as do the discontinuities pro-
portional to A»(k ) and A4 .+(co+k°) across the
A (o' )E_l_ | ImG (B,0") | branch cuts. We need only 1nclude in P those contribu-
P T , tions in which G(k,k°) and G(q+k,0+k° have
branch cuts on opposite sides of the real k° axis. For the
_1 2 two possible contributions (particle-hole propagation) we
T |G(p,) " [ Im2(p,0)] - (A33) obtain, using Eq. (A32),

- w)—fdko J_E do'Ao(o )f dco”A_.+¥ f do'd(0') E; da)"Aa,H—(»(co")
9 27i - kO Er k4w —w" +in Ep kO — o' +in ¥ = k'4w—0'—in
do"A_, —(&") E do'd(0")
'a‘i'k F " u
= - _ar A, —( . (A34)
f do'A (a))fEFw w"+a)+in+f—wdw T T )fEF——a)-{—a) e tin

With the transformation (K,w’)<s(— g —K,®") in the second term of P in Eq. (A29), the function X% becomes

E " ’
0 -_— A._’ .l. 2 F ’ ’ *® " ”" 2(0) —0))
XL(q,w)——Z?(q Kt3gP [ do'dp(o) [ do"dy o —— = : (A35)

2 ”" w’—in)z

For fixed g and | | — oo we see that X} (¢,@) vanishes as  &(G,0)—1=— V(g )[®(@)X*(g,0)+O(—0)X*(g,0)*] ,
(w™?). Generalizing to terms X7 (g,®) of higher order in
the effective interaction =%, it is easy to show that each (A37)

P-like propagator linking successive interactions makes  yhere @(w) is the step function. The Kramers-Kronig

: Zn—1
Xi(q,0) vanish at least as ™" 7. It follows from Eq.  caysality relations give (2 denotes a principal-value in-
(A28) that tegral):
2 @2
s¢ -9 ~pr 2,,—4 do' Im[e(q,0')—1
X (q:w)—- 41re2 0)2 +O(q 0™ ") Re[e(q w)_ll__'@f_w [ wq — ] . (A38)
1 _‘i ‘ Equations (A36) and (A37) together determine the fami-
as || — oo . (A36)
V(q) o liar high-frequency form of e(gq,w)
To obtain the sum rule (A2) we now apply (a) the R cof,
fluctuation-dissipation theorem!! relating the retarded e(q,a))—»l—? as|ow|—>ow . (A39)

response functions to their time-ordered counterparts, and

(b) the Kramers-Kronig causality relations!"*° relating Expansion of the right-hand side of Eq. (38) in inverse
real and imaginary parts of the retarded response. In par- powers of @ immediately yields the conductivity sum rule,
ticular the fluctuation-dissipation theorem gives Eq. (A2). The f sum rule, Eq. (A1), is obtained from a
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similar analysis of the quantities X;, X, and e~ (q,w)
(since the long-ranged interaction Z[G |=E*[G]+1IVI is
a bounded function of o for finite values of q).

We end this Appendix with the static sum rules (A3)
and (A4). These results follow from the existence of a
Landau quasiparticle description in the small (q,w) limit
for models of the BK type. A close analysis of this limit
in such models can be found in the work of Geldart and
Vosko.! Here we outline the main ideas.

In the small (d,®) limit the dominant one-body excita-
tions are quasiparticles and quasiholes near the Fermi sur-
face. These modes are described by the poles of G, as
determined by X%[G] near the Fermi level. The same
one-body modes participate in the polarization excitations
described by the two-body propagators A% and X*¢, as
determined by the two-body interaction Z5°[ G ] [Egs. (27)
and (28)]. . Both excitations are linked by the fundamental
relation  (82[G ]/6G =E%[G ]. When  expressed
through the Ward identities® at small (q,w), this relation
quantitatively connects quasiparticle parameters such as
the Fermi energy Er on the one hand, and polarization
parameters such as the static dielectric function €(q,0) on
the other. We again stress the fact that the relation be-
tween X°¢ and Z%¢ is a theorem in the exact description
while it serves as the prescription for constructing =% in
BK schemes. The automatic incorporation of the Ward
identities is a hallmark the construction of Baym and Ka-
danoff.
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The Ward identities imply the result

- 1,2
3RF
(.0 (=2 .
X*(q,0)— n dE,/dn X™(q,0), asg—0 (A40)
so that
e(q,0)—1=—V(q )X*(q,0)
K Q%“F
—»W?, as ¢g—0. (A41)

The compressibility sum rule (A3) follows by using Eq.
(A41) with the Kramers-Kronig relation (A38) when
0=0.

From ‘Eq. (A41) we also have that e 4(q,0)~g? as
q—0, and therefore

1—e 4g,0)—1, as g—0. (A42)

The perfect screening sum rule (A4) follows from Eq.
(A42) again by application of the Kramers-Kronig rela-
tion for e~ 1(q,w)—1 at ®=0.

This completes the discussion of the sum rules
(A1)—(A4) for Baym-Kadanoff models in general, and
our own model in particular. We hope that the techniques
and results assembled in this appendix might encourage
the even more widespread application of this powerful
formalism.

*Formerly D. N. Lowy.
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