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By starting with self-consistent potentials, the electronic densities and structure factors for
stoichiometric TiC. and TiN have been calculated with the use of the linearized-augmented-plane-

wave (LAPW) method. A comparison is made with the corresponding experimental data which are
presented in the preceding paper (Dunand et al. ), the first paper of this series. Static displacements
of titanium occur around nonmetal vacancies in the measured crystals with composition TiCQ 94 and

TiNQ 99 Because of this nonstoichiometry, the experimental data should not be directly compared
with theory, which assumes ideal NaC1 structure. A sophisticated atomic model introduced in the
preceding paper makes it possible to extrapolate to stoichiometric composition. These data are com-

pared with the LAPW results and are found to agree well in the case of TiN and in TiC for the non-

spherical effects around Ti; but for TiC, some discrepancies near the nuclei remain which are dis-

cussed either in terms of the model parameters used in the fit to experiment or by considering elec-

tronic effects caused by vacancies. Chemical bonding is discussed, and it consists of a combination
of ionic, covalent, and metallic contributions.

I. INTRODUCTION

Refractory-metal compounds, especially carbides and
nitrides, are of particular interest, because on one hand
they have high melting points (around 3000'C) and are ul-
trahard (comparable to diamond), properties typical of co-
valent compounds; on the other hand, they are brittle,
show metallic luster and metallic conductivity, and some
of them (NbC or NbN) are even superconductors with a
critical temperature up to 17 K. Many of them crystallize
in the NaC1 structure —typical for ionic crystals —and
since some experiments indicate that there is some charge
transfer, these compounds combine covalent, metallic, and
ionic binding. This unusual combination of properties
makes refractory-metal compounds extremely interesting
materials for many special applications.

In the preceding paper, ' high-precision x-ray-
diffraction measurements by Dunand, Flack, and Yvon
(denoted DFY below) are presented in which the electron
densities for TiCo 94 and TiNQ 99 are determined on single
crystals. The nonmetal vacancies cause displacements of
the Ti atoms with respect to the rocksalt structure; this ef-
fect makes it difficult to directly compare the experimen-
tal data with theoretical results based on the ideal NaCl
structure.

Valvoda and Capkova have measured the first 10 re-
flections on powder samples of TiCO 96 using Cu Xu radi-
ation. In view of the difficulties in this system, only the
much more sophisticated measurements mentioned above
will be discussed here.

There are empirical pseudopotential calculations by Al-
ward et al. which include electron densities, but these
have hardly any similarity with the experimental data;
thus new investigations are needed.

In this paper we first discuss the bonding mechanism
and how it developed over the years (Sec. II); we then dis-
cuss the electron densities and structure factors obtained

by linearized-augmented-plane-wave (LAPW) calculations
(Sec. III), where accuracy and influence of model parame-
ters are discussed; in Sec. IV comparison with the new ex-
perimental data by DFY and their interpretation are
presented.

II. BONDING MECHANISM

An experimental situation with such an unusual corn-
bination of properties as is found in the refractory-metal
compounds is a true challenge to theory. Hagg was the
first to attempt an explanation of these transition-metal
compounds involving H, C, N, and 0, and he called them
"interstitial compounds" bemuse he observed that the
metal-metal distance is about the same in the compounds
as in the pure metals. Thus he assumed that the nonmetal
atoms are deposited in the metal sublattice. The stability
requires, from a packing argument, that the ratio of the
atomic radii is within the range 0.41 & rzlrM & 0.59.

Rundle concluded from the increase of the M-M dis-
tance (with respect to the pure metal) that a weakening of
the M—M bonds occur, since some electrons form
M—X o bonds, which are responsible . for the hardness
and brittleness of these compounds. Hume-Rothery fol-
lowed these ideas, but stressed the importance of the
valence-electron concentration.

Krebs assumed a m bond between p orbitals on X and
d orbitals (with tis symmetry) on M to be essential. Paul-
ing argued for XM6 building blocks in which sp d, hy-

bridization guarantees covalent bonding.
Bilz calculated the first band structure for TiC, TiN,

and TiO using a simplified LCAO method. He found the
M—X bond to be more important than the M—M bond,
but, in addition to the covalent aspect, a charge transfer
from the metal to the nonmetal takes place.

A large but opposite charge transfer was obtained by
Costa and Conte, ' who completely neglected the M-X in-
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teraction. A similar charge transfer from X to M resulted
from an empirical LCAO calculation by Lye and Lo-
gothetis, " who adjusted their band structure to optical
data. They assumed both M-M and M-X interactions.

There are also authors, such as Samsonov and Uman-
skii, ' Kiessling, ' and Dempsey, ' who favor M—M
bonding and disregard the M-X interaction. In this case
it is assumed that the nonmetal atoms donate electrons to
the M—M metallic bond.

The first ab initio band-structure calculation for such
compounds was performed by Ern and Switendick, ' who
used the augmented-plane-wave (APW) method. Since
their calculation was not self-consistent, their results de-
pend on the choice of starting potential (i.e., the assumed
ionicity and atomic configuration). Later, however, Neck-
el et al. ' showed that self consistent APW calculations
agreed in terms of the main features with the early APW
work.

Using these APW results, chemical bonding has been
discussed in several papers, ' ' where mainly energy
bands and densities of states are used for the analysis, and
the reader is referred to review articles (and references
therein), one by Calais and a very recent one by Neck-
el. ' It is shown in detail that covalent interaction be-
tween nonmetal and metal (pd and pd ) are important,
but also M—M bonding (dd ) occurs; furthermore, ionic
contributions also play a role.

Since in an electron density study charge transfer is an
important quantity, it should be mentioned here that even
the sign was not clear from the early bonding models. If
a superposition of charge densities of the constituent neu-
tral atoms (in their ground states) is taken as reference,
then the self-consistent APW calculations' ' clearly yield
(e.g., for TiC or TiN) a charge transfer of about half an
electron from the metal to the nonmetal, when this differ-
ence density (see Fig. 11 of Ref. 17) is integrated over the
respective atomic spheres. It should be mentioned that
the above reference density corresponds in reciprocal
space to what is commonly used in an x-ray-diffraction
analysis when atomic form factors are employed to calcu-
late structure factors.

FIG. 1. Theoretical (static) valence-electron density of TiC in
the (100) plane obtained by LAP' calculations (Ref. 18). Con-
tour intervals, 0.1e A, cutoff at 1.7e A

symmetry, atomic d orbitals are split in an octahedral
crystal field into tzg and es--type orbitals. Only if the ra-
tio between es- and t~g-type charges was 2:3, as is that of
their degeneracies, a spherical symmetric density would
result. The actual LAPW valence-electron densities show
that for TiC the es component dominates (Figs. 1 and 2),
for TiN a slight t2~ excess is found, but for TiO, t2g clear-

ly dominates. These observations have been traced back
to features in the corresponding band structures or partial
densities of states. '

III. ELECTRON DENSITIES AND STRUCTURE
FACTORS CALCULATED USING

THE LAP% METHOD

Recently, Blaha and Schwarz' employed the
linearized-APW (LAPW) method to calculate the electron
distribution of three representative examples of
refractory-metal compounds, namely Tic, TiN, and TiO.
This work is based on the self-consistent potentials of the
earlier AP%' results. ' Since the present paper is an exten-
sion of that work, it should be briefly summarized below:
Electron densities are used as link between the physicist's
band picture and the chemist's bond picture. In Ref.. 18
the valence-electron densities of all three compounds are
shown, but it is repeated here only for TiC (Fig. 1) as an
example. This valence density around C and Ti is com-
parable in magnitude and is spherically symmetric around
carbon, but it is not so around Ti. While p orbitals in a
cubic crystal are equally occupied and lead to spherical

FIG. 2. Theoretical valence-electron density of TiC and TiN
in the (110) plane. Contour intervals, 0.2e A; values in units
of 0. 1e A
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A. LAPW formalism for structure factors

p(r)= g p, g exp(iK'I 'r),
G

(3)

where R denotes a symmetry operation (and R its matrix
representation) of the point group G . The FT yields

K

f'-"'= 0 g p-, g 5(K'g ',K)
R GG~,

—4n gRpX .
P

R~/3, K"=0

exp(iK". r ) „,K "~0

(4)

with K"=K'R ' —K; 0 is the volume of the unit cell.
With these definitions the total structure factor is given
by

F =f'-"'+ g f~ exp(iK r~) .
P

(5)

In calculations of structure factors, three aspects should
be emphasized which are often treated differently in vari-
ous methods: (i) relativistic effects, (ii) trea'tment of ex-
change and correlation, and (iii) the frequently used
muffin-tin approximation.

Recently, Schneider discussed various calculations of
structure factors for copper and compared them with ex-
perimental data. MacDonald et al. 3 performed LAPW
calculations including relativistic and non-muffin-tin
corrections. They employed two types of exchange and
correlation potentials, one of Xa type with a= —', (ex-
change only) and the other using the local-density approx-
imation by Gunnarsson et al. The two calculations
yield very similar results which also agree well with early
(nonrelativistic, muffin-tin, Xa) APW calculations by

In the LAPW formalism the unit cell is broken down
into atomic spheres and a region outside these spheres
where wave functions and, consequently, the correspond-
ing electron densities are expressed differently. In both
regions the contribution to the structure factor is defined
as a Fourier transform (FT) of the density.

For the present case the density &nside atomic sphere p
(with radius Rz) can be written in terms of radial func-
tions CI (r) multiplied by cubic harmonics Xl (which are
linear combinations of spherical harmonics),

( ) y CM( )gM( ) (1)
L,M

where the CI (r) are derived from valence (and semicore)
LAPW wave functions by means of a projection operator
according to Ref. 18; a FT gives

f =4m. g i Kl. (K) f Cl (rj)l (Kr)r dr, (2)
L,M

where the jL are spherical Bessel functions. Outside the
atomic spheres (i.e., the plane-wave region in LAPW), the
density is given- as Fourier series,

Snow et al. High-precision measurements for Cu using
y-ray diffractometry have been performed by Schneider
et al. , and absolute structure factors which agree to
within about 0.8% with the theoretical values were ob-
tained. In a compound the muffin-tin radii should be
chosen such that the smallest discontinuities in the poten-
tials and the charge densities appear between the atomic
spheres. It was demonstrated for VC that even drastic
variations in the radii cause only small changes in the
electron densities.

The present examples show that relativistic, muffin-tin,
and exchange-correlation effects play only a minor role in
calculating structure factors. An accuracy of about 1%
can be assumed for the present theoretical models.

B. LAPW structure factors of TiC and TiN

Using the formalism described in the preceding subsec-
tion, we calculated- structure factors for TiC and TiN
(Table I) with a normalization of one formula unit per
unit cell. (A complete list can be obtained from the au-
thors. ) In these calculations one can use several approxi-
mations, especially for the core states. The calculation
marked EL&pw was done using LAP' densities for the
valence (X 2s, 2p and Ti 3d) and the semicore (Ti 3s, 3p)
states, and atomic densities derived from the self-
consistent field (SCF) crystal potentials for the core (X ls
and Ti ls, 2s, 2p) states; this is called the thawed-core ap-
proximation. In the present work these structure factors
are thought to be the most reliable because all states are
calculated from crystalline data using a consistent model.
For TiC the influence of various approximations on this
model is shown in Table I (columns a—c) as the differ-
ences FL~p~ —F where valence contributions cancel.

(a) We neglect the k dependence of the Ti-semicore
states and calculate atomic scattering factors for Ti 3s and
3p states using the respective SCF crystal potentials.
This simplification affects the 111 reflection by only
0.1%, and the deviation further decreases with rising
(sine) /A, .

(b) The effect of the often used "frozen-core" approxi-
mation is demonstrated in column b. Only the valence
structure factors are derived from band theory, but all
others are calculated from atomic wave functions using
the Xa method. Differences of up to 0.5% can be found,
and even at high scattering vectors small deviations form
the "thawed-core" model exist. This can be traced back
mainly to the semicore states which differ between SCF
crystal and atomic potential.

(c) Using a Hartree-Fock (HF) frozen-core model for
core and semicore states leads to differences (column c) of
up to 0.5% at higher (sin8)/A, values. Crystallographers
commonly use atomic HF scattering factors taken from
Fukamachi and the International Tables. They impli-
citly assume that core and semicore densities remain
atomiclike and, therefore, are well described by such a
procedure, but all solid-state effects come from valence
states only. This last assumption, however, is not com-
pletely fulfilled, as can be seen from column b, of Table I
where, within the Xo; scheme, core and semicore states
are different in the atomic or crystalline case. For the
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TABLE I. Calculated structure factors for TiC and TiN normalized to one formula unit per unit cell. The method of computation
for valence, semicore, and core states is indicated at the bottom. Columns a—c are differences FLAp~ —F;, where for F; semicore and
core are treated as indicated; column d gives the effect of two lattice constants (a complete listing can be obtained from the authors).

h k l
(sing)/A,
(A-') FLAPW

TiC
b

TiN
FLAPW

0
1

2
2
3
2
4
3
4
4
5
3
4
5
4
6
6
5
6
4
5
7

13
11
12

Valence
Semicore
Core

0
1

0
2
1

2
0
3
2
2
1

3

3
4
0
2
3
2
4
5
1

5
7
8

0
1

0
0
1

2
0
1

0
2
1

3
0
1

2
0
0
3
2
4
1

1

5
7
4

0.0000
0.2001
0.2311
0.3268
0.3832
0.4002
0.4621
0.5036
0.5167
0.5660
0.6003
0.6003
0.6535
0.6835
0.6932
0.6932
0.7307
0.7576
0.7663
0.8004
0.8251
0.8251
1.7097
1.7097
1.7291

28.000
—12.000

18.383
14.813

—9.193
12.741
11.558

—7.400
10.599
9.916

—6.506
—6.433

9.019
—5.897

8.682
8.747
8.450

—5.504
8.194
7.936

—5.233
—5.271
—2.450
—2.447

3.402

Xa LAPW
Xa LAPW
Xa thawed

0.000
0.015

—0.002
—0.006

0.003
—0.008

0.001
0.002

—0.001
—0.001
—0.001

0.000
0.000

—0.000
0.000
0.001
0.001
0.000
0.001

—0.001
—0.000
—0.001

0.000
0.001

—0.000

Xa LAPW
Xa thawed
Xa thawed

0.000
0.042

—0.031
—0.028

0.018
—0.021
—0.006

0.004
—0.004
—0.002
—0.002
—0.001

0.000
—0.003

0.000
0.001
0.002

—0.002
0.002

—0.001
—0.002
—0.002

0.002
0.002

—0.003

Xa LAPW
Xu frozen
Xa frozen

0.000
0.033

—0.020
—0.006
—0.015

0.003
0.016

—0.027
0.014
0.011

—0.027
—0.026

0.003
—0.019
—0.002
—0.001
—0.005
—0.011
—0.009
—0.015
—0.007
—0.007
—0.009
—0.009
—0.001

Xa LAPW
HF frozen
HF frozen

0.000
0.001

—0.004
—0.004

0.003
—0.004
—0.004

0.003
—0.003
—0.003

0.002
0.002

—0.002
0.002

—0.002
—0.002
—0.002

0.001
—0.002
—0.002

0.001
0.001
0.002
0.002

—0.003

gFatomXa
a their &empt

29.000
—10.934

19.143
15.263

—8.570
13.029
11.612

—7.063
10.659
9.981

—6.201
—6.221

9.062
—5.687

8.738
8.710
8.445

—5.330
8.213
8.004

—5.048
—5.031
—2.203
—2.204

3.456

Xo, LAPW
Xa LAPW
Xa thawed

first reflections a comparison between column b and c in-

dicates that the frozen-core approximation dominates over
the difference between the Xa and HF approximations.

(d) Since the experimentally obtained lattice constant'
for TiC (4.32965 A) differs by 0.04% from the one
used in theory (4.32776 A), we have examined its effect
by calculating atomic Xu structure factors for these two
lattice parameters. The differences given in column d of
the table were found to be small and are at most 0.1% at
higher (sin8}/A, .

For TiN the situation is quite similar to TiC and there-
fore only Fi ~pw is presented.

In summary, one can say that the influence of different
core models (HF, Xa, frozen or thawed core) should af-
fect structure factors by less than 0.5%. In the preceding
paragraph we discussed, for Cu, that relativistic effects,
the muffin-tin approximation, or different exchange-
correlation potentials influence structure factors by not
more than l%%uo.

C. Convergence of Fourier synthesis

Valence-electron densities (as shown in Figs. 1 and 2)
can be calculated directly using the LAP' formalism ac-,

cording to Eqs. (1) and (2). From such a density, struc-
ture factors are obtained according to Eqs. (2), (4), and (5).
A Fourier synthesis allows us to recalculate the density,
which agrees well with the directly obtained values, except
near the nucleus, where deviations occur. The latter are
caused by the cutoff in (sin8)/A, corresponding to a finite
number of reflections (123 in the present case).

The convergence of the Fourier synthesis is illustrated
in Fig. 3, where valence densities in the (100}plane around
the Ti atom are shown which are derived from structure
factors with four different cutoff windows. Originating
from Ti 3d functions, four maxima corresponding to eg
symmetry can be seen. The peak maximum and its dis-
tance from the nucleus decrease when the window is shift-
ed to larger values of (sin8)/A, . Near the nucleus the den-
sity contribution changes from negative in the first two
pictures to positive in the last two, and reflects the radial
nodal structure of the Ti 4s function. The fact that even
for the highest window the d peak is still present and the
maximum near the nucleus is very high, clearly illustrates
that valence densities are not fully converged, even if
structure factors up to (sin8)/A, =1.73 A ' are included.

Atomic HF scattering factors are shown in Fig. 4 for
an analysis of this situation in reciprocal space. Looking
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peratures, however, suggest that the dynamical effects
could be sufficiently well described in these systems. Note
that this poor convergence is also the reason why a plane-
wave expansion of the total crystal wave function is not
sufficient and one must augment the plane-wave basis set
(e.g., the APW method).

IV. COMPARISON %ITH EXPERIMENTAL DATA

1, 1 s 15 1.3"s 1.7 A. Rudimentary model

C0 0,24 eA

Do Oos) Qo

(Q 035A

FIG. 3. Valence-electron density of TiC around the titanium
atom in the {100)plane as a function of the cutoff window for
s=(sin8)/A, . The calculations are based on the LAPW struc-
ture factors; the density at the peak maximum and its distance
from the nucleus are specified in each case: Positive contours,
solid line, negative contours, dashed line.
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FIG. 4. Atomic form factors of Ti and C from the Hartree-
Fock calculations (Ref. 28 and 29): (a) the total and the (Ar or
He) core contributions, and (b) orbital form factors (normalized
to unity) for all valence states; the decrease from 1 to 0.1 is not
shown.

at the core and valence decomposition of the form factor
[Fig. 4(a)], one would assume that valence contributions to
the structure factor should be negligible for (sin8)/A, )0.6
A '. This crude picture, however, must be wrong consid-
ering the poor convergence of the UaIence density
described above, but this can be understood from Fig.
4(b), where the valence-orbital contributions (normalized
to unity) to the atomic form factor are shown on a very
fine scale. Although these contributions become small
beyond 0.5 A, they are not negligible since there is a
large number of such reflections (six reflections below 0.5
A ', but more than 100 between 0.5 and 1.7 A '). There-
fore measurements at high (sin8)/A, values should still
contain information about the valence densities in these
compounds, although its experimental detection could be
complicated by thermal motion. The high Debye tem-

In the first paper of this series by Dunand, Flack, and
Yvon' (DFY), the results of a high-precision, high-
resolution x-ray-diffraction study on nonstoichiometric
crystals of composition TiCQ94 and TiNQ99 have been
presented. A usual refinement of the experimental data,
correcting for extinction and thermal vibration, and treat-
ing nonstoichiometry by occupancy factors only, yields
difference densities as shown in Figs. 1 and 2 of DFY.
For TiC, a strong deviation from spherical symmetry
around the titanium site is found which leads to maxima
of 1.41e A along the (100) directions and to minima
of —0.85e A along the (111)directions.

In the present paper, this situation is shown in the form
of the theoretical valence-electron densities (Fig. 2). The
nonspherical effects are in qualitative agreement with the
experiments, namely spherical symmetry around carbon
and maxima around titanium in the (100) directions. A
quantitative comparison, however, shows that, in theory,
the nonspherical effect is significantly smaller than that
according to this first analysis of the experimental data.
Instead of showing the theoretical difference densities, we
can simply count the contour lines from the minima in
the (111) directions to the maxima in the (100) direc-
tions, and estimate this difference to be about 1e A
while experiment yields about 2.3e A

This discrepancy in direct space can also be analyzed in
reciprocal space, where nonspherical effects can be inves-
tigated by structure factors of equal length, i.e.,

~
K&

~

=
~
K2 ~, so-called paired reflections. If the density

can be described by a superposition of spherically sym-
metric atomic densities, paired reAections should have the
same value, i.e., they are independent of the direction of
their corresponding scattering vectors. Otherwise, the
weighted difference of paired reflections,

I' =(I', F2)/G, —
where G is a geometrical factor defined by DFY, is a
measure for the deviation from spherical symmetry.

In TiC, such a nonspherical effect is present, which ori-
ginates from the Ti 3d electrons and is evident from the
paired reflections (Fig. 5). The LAPW results show that
the nonspherical effects in terms of EI' clearly decrease
(although slowly) with (sin8)/A, , while the experimental
AI values drastically increase. As discussed by DFY in
connection with their Fig. 11, this situation cannot ori-
ginate from an electronic effect only, but a static displace-
ment of the titanium atoms caused by the carbon vacan-
cies can account for this increase in ~. If the experimen-
tal data (solid line of Fig. 5) are corrected for b,F corre-
sponding to these displacements (dashed line of Fig. 5),
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0.75

0.50

GOO ~

-0.25 '0 sinai~ (A-')

FIG. 5. Nonspherical effects in TiC derived from paired re-
flections according to Eq. (6): LAP%' results (triangles), effect
of static displacements (dashed line), and the curve through ex-
perimental data (solid line) are taken from DFY (Ref. 1).

good agreement with the present calculation is obtained.
The slow decrease of the theoretical dd values with

(sin8)/A, shows that the valence form factor (Ti 3d in this
ease) contributes appreciably to the nonspherical effect
even for large values of (sin8)/A, . In this context it is in-
teresting to observe a similar slow decrease of the Ti 3d
form factor [Fig. 4(b)].

B. Sophisticated model

In the rudimentary model described above, non-
stoichiometry has been treated only by occupancy factors,
but this is insufficient, at least in the case of TiCQ 94 The
shortcoming of this simple model comes from neglecting
the displacements of the titanium atoms. Before a de-
tailed comparison between theory and experiment can be
made, a model is needed which on one hand reproduces
the experimental data sufficiently well, but on the other
allows us to go over to an ideal crystal assumed by theory;
i.e., stoichiometric composition, no displacements, static
(no thermal vibrations), and extinction free.

Such a model has been developed by DFY and is
described in detail in their paper. It consists of an atomic
model with partial orbital occupancies p, ~ parameters
controlling the expansion or contraction of the valence
form factors, harmonic thermal vibrations, and non-
stoichiometry effects. The latter are described by occupa-
tion parameters p of nonmetal (X), metal (M), and dis-
placed metal (D) sites, assuming that around each X va-
cancy the six neighboring metal atoms are displaced by
xD along the [100] direction, where the same scattering
factors are used for both types of titanium atoms. DFY
accurately fitted their experimental data and obtained a
set of parameters given in their Tables I and II.

Assuming that all the parameters are not only fitting
parameters but that they have physical significance, we
can calculate static structure factors of an ideal crystal,
denoted I',', whigh are derived from the experimental
data. For this purpose we set p» and pz; to unity to
achieve stoichiometry; then we keep the titanium orbital
occupancies, but renormalize the nonmetal values in order

G,''

0

/ 1

I (

/
i

/ i
0

)/ .' /I /

/ 'I

I

)
I I

1 / (

/

FIG. 6. Difference density in the (1TO) plane for TiC and
TiN obtained from F,' —FLAp~ of the valence electrons. Con-

0 0
tour intervals, 0.2e A; values in units of 0. 1e A

to guarantee electroneutrality. This renormalization going
from TiC094 to TiCi 0 changes the carbon orbital occu-
pancies as follows: pH„2.0~1.97; p2„3.07~3.02; pz~,
3.11~3.05. In the following. discussion the structure fac-
tors E,' and the corresponding densities will be referred
to as "experimental results, " but it should be pointed out
that the above model is used as link to transfer the experi-
mental data from the real crystal to the ideal one.

We are now in a position where we can compare experi-
mental and theoretical results, since both should corre-
spond to an ideal crystal. The difference densities derived
from F,' FL&p—w (Fig. 6) shows generally good agree-
ment for TiN judging by the many (dashed) zero lines; for
TiC, however, significant positive densities around both
atoms are observed, indicating a stronger localization in
experiment than in theory, The nonspherical effects agree
well in all cases since the residual densities are almost
spherically symmetric around each atom.

The valence charge density obtained by the empirical
pseudopotential method for TiC yields a spherically sym-
metric density around titanium but small nonspherical ef-
fects around carbon, contrary to experiment. Since only d
functions, and not p functions, are split in an octahedral
environment (crystal field), deviations from spherical
symmetry can only occur around Ti.

'Another analysis of these deviations can also be made
in reciprocal space by comparing the structure factors
F,' with Fqp pw [Fig. 7(a)]. The differences between
them (

~
F,'

~

—
~ Fz,~pw

~
), especially for smaller

(sin8)/A, values, are much larger for TiC than for TiN.
For TiN the differences

~
F,'

~

—
( Fi~pw

~

are small
and always less than l%%uo, except for the 111 reflection.
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FIG. 7. Difference in structure factors for TiC and TiN for
even (Y) and odd (4 } reflections, where I' f;, is taken from Ref.
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~

—
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1

—
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the basis functions used in the fitting procedure are suffi-
ciently flexible to reproduce the theoretical data well.

Although this is difficult to see from Fig. 7(a), it should
be mentioned that the differences of paired reflections (as
discussed in connection with Fig. 5) in the sophisticated
model of F,' show a decrease with (sine) jA, quite similar
to that in I'LApw. Therefore, the contributions from stat-
ic displaced titanium atoms seem to be properly treated.

I.et us return to direct space and examine the corre-'

sponding density differences, where one-dimensional plots
are sufficient, since the residual densities are spherically
symmetric. While for TiN the difference density between
experiment and theory [Fig. 8(a)] is of the same order of
magnitude as deviations between the fit and theory [Fig.
8(b)], for TiC the deviations near the atoms are signifi-
cantly larger for the experimental density than for the fit
case. A similar argument holds for deviations in recipro-
cal space by comparing Fig. 7(a) with 7(b).

Considering the experimental error bars and the uncer-
tainties introduced by some approximations in theory, the
agreement is excellent.

For TiC, however, deviations up to 4% occur, where
even reflections (/i +k +l =2n ) corresponding to
F=fT; +fc differ from the odd reflections with

F=fT; fc. Thi—s different behavior between even and
odd reflections can be understood if we assume that both
fT; and fc derived from experiment are greater than the
respective quantities from theory, because then partial
cancellation can take place for odd reflections but not for
even.

In order to know whether the differences shown in Fig.
7(a) are tolerable or not, the same fitting procedure which
was applied to the raw experimental data was also used by
Dunand and Flack to fit the theoretical (LAPW) struc-
ture factors, and the results shall be denoted Fs, . The de-
viations of FLApw [Fig. 7(b)] are small and indicate that

C. Parameters of the sophisticated model

In the preceding subsection concerning the sophisticat-
ed model, two types of fits have been discussed one
which fits the experimental data of the real crystal
(T1CQ 94 and TiNQ 99) and one which attempts to reproduce
the theoretical structure factors +gApw using the same
atomic model, which we denoted (TiC)r„and (TiN)r„.
Table II lists the essential parameters of these fits, addi-
tional details being given by DFY.

As a first step, the orbital occupancies p; are analyzed
and comparisons between fit, APW, and experiment are
made.

(i) The p4, in the fit cases are much greater than the
respective values of about 0.13e obtained in the APW cal-
culations. ' This discrepancy can be understood by con-
sidering that, in the APW formalism, these values corre-
spond to 4s-like charges which lie inside the titanium

TABLE II. Parameters obtained by a nonlinear least-squares fit of structure factors of TiC and TiN.
The values in the columns headed (TiC)f,, and (TiN)f;, denote the fit (Ref. 30) to the LAPW structure
factors (where a constant 0.=0.0025 was taken, assuming a normalization per formula unit), while the
fit to experiment taken from DFY (Ref. 1) is given in the columns headed TiCp 94 and TiNp 99.

gx
XD

p4s

P~2

pe

P2s

P2p
K4s

K
28

Ke

K2s

K2p

Q(Ti)

(Tic)„,

1.00

1.20(13)
0.72(03)
0.80(03)
1.28(09)
4.01(19)
1.01(05)
1.18(03)
1.10(03)
0.99(03)
0.92{02)
1.29(13)

T1Cp 94

0.94
0.097
0.44(40}
0.76(04)

0.75(04)

3.07(37)
3.11(63)
0.94(10)
1.77{08)
1.47(07)
0.97(05)
1.20(09)
2.05(39)

(TiN) fit

1.00

1.20(10)
1.00(04)
0.51(03)
1.17(11)
5.12{17)
1.00(05)
1.14{03)
1.17(05)
0.90(03)
0.95(01)
1.29(11)

TiNp 99

0.99

1.09(38)
0.65(05 }

0.35(04)
1.81(65)
5.12(66)
0.91(06)
1.40{08)
1.42(12)
0.78(08)
0.96(06)
1.91(37)

R (%) 0.16 0.25 0.16 0.23
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FICx. 8. Difference density in the [100] direction for TiC and TiN using data for (sin8) IA, & 1.73 A ': (a) with F,' Fr~pw—[one-
dimensional cut in Figs. 6(a) and 6(b)]; (b) with Frt FLApw—.

spheres, but most of the charge originating from Ti 4s
wave functions is found outside the atomic spheres, where
the APW method yields more than two electrons. In con-
trast to this spatial division of charge, the fit corresponds
to a linear combination of atomic orbitals picture where
the orbital occupancies specify how much charge is cen-
tered at the corresponding atomic site. For a discussion
of this fundamental differences between APW and
LCAO, see, for example, Ref. 18. While, for TiN, fit and
experiment are comparable, for TiC a much smaller value
is found in experiment, but the very large standard devia-
tion (o.) should be noted.

(ii) The ratio between p, and p, , important for the
28

nonspherical effects, agrees well between fit and experi-
ment; it is about 1:1 for TiC and 2:1 for TiN. While in
the former case the absolute values also agree, in TiN the
entire d-like charge is about 0.5e smaller in experiment.
The LAPW results' show trends similar to the fit case
since (in contrast to the 4s-1ike charge) the 3d-like charge
is rather localized inside the titanium sphere.

(iii) The nonmetal occupancies pz, and p2p in TiCQ94
cannot have too much physical significance, since the
value of 3.07 for p2, is clearly greater than 2, the physical-
ly given limit. The increasing localization from carbide to
nitride leads to a slight increase of p2, in APW calcula-
tions, ' but here a decrease is found.

(iv) The net atomic charge Q(Ti) clearly indicates a
charge transfer from Ti to the nonmetal, but these quanti-
ties are directly affected by the uncertainties in the orbital
occupancies. The fact that the charge transfer obtained in
the APW calculations' is smaller, and only about 0.4e
again comes from the LCAO versus spatial partitioning
of charge, as discussed above for the 4s-orbital occupan-
cies.

In the second part of this discussion the ~ parameters
which are used in the fitting model to allow the orbitals to
expand or contract are analyzed. These parameters
should give additional flexibility for the basis functions to
describe solid-state effects. For that purpose the orbital
scattering factors for the solid at (sin8)/A, =s are taken
from the free atom at s/Ir. Table II shows that some ~
parameters remain close to I, but values such as 1.77 or
0.7& also occur. These values are certainly too large

Io+
(D

C5

3,0

1,8-

-t2g -eg
1.00 1.00
090 090
1.10 1.10

dlr
ioo 1.74 1J7
»0 174 147

0,6-

0.0
s

20 r (Aj
FICx. 9. Effect of the ~ parameter on the density around a Ti

atom; a model density is used which consists of one d electron
on Ti in a NaCl lattice (p, =0.6 and p, =0.4). If, for t28 and

28 8'

e8, equal v values are used, spherical symmetry remains; other-
wise the density is shown in both the [100] and the [110]direc-
tions.

(small) and may result from shortcommings in the DFY
model (for example, the thermal vibrations of the 36%
displaced Ti atoms are assumed to be isotropic, and both
types of titanium atoms have the same form factors, i.e.,
fD fT;). Such ——values which differ significantly from 1.0
dramatically alter the orbital form factors f„I shown in
Fig. 4(b); e.g., a a' of 1.77 shifts the intersection of f3d
with the abscissa from 0.6 to about 1.0 A '. For the
atom, f3d is already very small at s=1.77 A ', but at
s/K= 1.0 A ' a relatively large f3d is effective and leads
to poorly converged densities.

For an additional analysis of the effects of a. parame-
ters, we have calculated structure factors with our atomic
model that we have simplified by setting all orbital occu-
pancies equal to zero, except that corresponding to the Ti
3d orbital, where we assume that p, =0.6 and p, =0.4

28
in order to generate a spherically symmetric density
around the Ti site. Densities obtained from these struc-
ture factors are shown in Fig. 9 and allow us to investi-
gate the influence of various a values in direct space. The
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solid curve corresponding to K=1.0 is the reference state
derived from free atomic data and shows the typical shape
of a 3d density, and the small value at the Ti -origin indi-
cates good convergence —if structure factors up to 1.73
A ' are used. A uniform change of K by +0.1 leads to a
small contraction or expansion, but the main effect is a
change in the peak height. Using the experimental K

values of 1.77 and 1.47 for tax an-d eg-symmetry com-
ponents, the corresponding densities are more localized
around the titanium atom and their peak maximum is
nearly 4 times as large as in the K=1 case. The resulting
density does not resemble a Ti 3d density, and therefore
the change caused by such a values goes far beyond solid-
state effects. Functions of that type lose their physical
significance and play the role of almost arbitrary fitting
functions. Judged by the very large values at the origin,
we see that convergence is not achieved even if structure
factors up to (sin8)/A, = 1.73 A ' are used. Furthermore,
spherical symmetry around the Ti site is lost, as can be
seen from Fig. 9 where densities in the [100] and [110]
directions are plotted. From this example it is evident
that the assumed spherical symmetry can only be
recovered if the different ~ values for t2g and eg are com-
pensated for by their respective orbital occupancies, a fact
which illustrates the correlation between these parameters.

In this context is is important to consider that there is
an energy dependence of the Ti 3d wave functions. If
states with mainly tz~ or eg symmetry fall in different en-

ergy regions, then the radial part of the corresponding
electron densities of the two symmetries could differ.
However, such an effect would be small in the present
cases and should appear mainly in the tail region and not
near the 3d maximum, where the x values are most effec-
tive. Consequently, the ~ values of the two symmetries
should be about the same (and near unity), a requirement
which is almost satisfied in TiCr„and TiNr„(Table II).

V. DISCUSSION AND CONCLUSION

In this paper the LAP' method was used to calculate
electron densities and the corresponding structure factors.
As discussed in Sec. III, relativistic effects, non-muffin-
tin corrections, the use of various exchange-correlation
potentials, or different treatments of core and semicore
states should affect the structure factors by less than 1%.
An analysis of the present results has shown that even at
(sin8)/A, values as high as 1.7 A ', Ualence states contri-
bute to structure factors, and therefore measurements
should be carried out to such high scattering lengths.

A quantitative comparison between theory and x-ray-
diffraction measurements is performed in Sec. IV. A usu-
al refinement of the experimental data (rudimentary
model) was insufficient, especially in the case of TiCo 94,
where the carbon vacancies require a more elaborate treat-
ment of nonstoichiometry than that using occupancies
only.

In order to overcome these difficulties, DFY have em-
ployed a sophisticated atomic model which has the advan-
tage over the often used multipole model that it is based
more on physics than on mathematics. This model should
bring us into a better position to do the difficult job of

transferring data from the experiment, carried out on a
real crystal, to the ideal situation as assumed by theory.
The following requirements of the model must be satisfied
in order to succeed.

(i) The model should be sufficiently flexible to repro-
duce the experimental data well.

(ii) It should allow us to extrapolate from the experi-
mental conditions to an ideal crystal, i.e., stoichiometric
composition, with neither static nor dynamic displace-
ments, and without extinction. In order to satisfy this
condition, we require that all parameters used in this
model represent properly, but also exclusively, the physi-
cal phenomenon for which they have been introduced.

(iii) Electronic effects caused by vacancies should play a
negligible role, so that keeping the atomic form factors
unchanged when going from the defect case to the
stoichiometric one is justified.

DFY have shown with their sophisticated model that
the experimental data are reproduced well, and thus the
first requirement is satisfied.

The extrapolated data agree well with theory in the case
of TiN, while for TiC, discrepancies remain that are
larger than the estimated error bars (of both experiment
and theory). A further analysis has shown that for TiC
the nonspherical components of the electron density agree
well with theory and the effects of the displaced titanium
atoms seem to be included correctly in the model. The
discrepancies in TiC are found in the electron densities
near the atoms, where experiment (i.e., the extrapolation
to TiC, o) yields significantly higher values than theory.
A similar situation occurs for the small-angle reflections
with deviations up to 4%.

The origin of these discrepancies indicates that the oth-
er two requirements may not be strictly fulfilled. DFY
have found several correlations between parameters, and,
here, the correlation between K and p; parameters was dis-
cussed above. Furthermore, since some atomic functions
are drastically distorted by high values (1.77 for Ti 3d),
and occupancies outside their quaritum-mechanical limits
appear (p2, for carbon), the physical significance of the
model is, to some extent, lost.

The other possibility could be that the carbon vacancies
introduce true electronic effects which alter the electron
density in such a way that a simple extrapolation to
stoichiometric composition is no longer possible. From
the present results, a quantitative analysis of such effects
cannot be made, but formation of "vacancy bands" have
been reported in literature, for example, in the defect
structure of NbO. '

In the two papers of this series it is demonstrated that
vacancies drastically affect the electron densities of com-
pounds, although the deviation from stoichiometry is only
a few percent. This observation is not surprising if one
considers that around each carbon vacancy at least the six
nearest-neighbor titanium atoms will be displaced (i.e., in
TiCo 94 about 36% of the titanium atoms). The present
investigations have once more shown the enormous im-
portance of sample preparation and characterization,
especially in the context of a comparison with theory,
where ideal crystals are normally assumed.

Apart from the difficulties caused by defects, theory
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and experiment are in good agreement and they lead to
the following bonding picture.

(i) There is a clear charge transfer from the metal to the
nonmetal, but the amount depends on the model used to
define this charge transfer (Mulliken versus spatial parti-
tioning). This establishes the ionic component of the
bonding.

(ii) The covalent pd bonds become evident in TiC in
terms of nonspherical effects (with es symmetry) of the
electron density. Such a bonding, although weaker, is also
present in TiN, but in contrast to TiC, more Ti 3d orbitals
with t2s symmetry are occupied that form dd and pd
bonds; thus in TiN an overall almost spherically sym-
metric density around Ti results, but this does not imply
that covalency is absent.

(iii) Metallic bonding can be discussed more easily in
terms of densities of states than by electron densities, in
which the energy dependence is lost. Conductivity mea-
surements or band theory, however, clearly show that me-
tallic bonding must be present.

Since the chemical bonding in these compounds con-
sists of a combination of ionic, covalent, and metallic con-
tributions, the early binding mechanisms were able to give
some explanation, although often only one aspect was
considered to be important. In such a complicated bond-
ing situation no quantitative statement about ionic, co-
valent, or metallic contributions can be made, since these
terms are only defined in idealized cases.

It should be pointed out that the collaboration between

theory and experiment was particularly fruitful in this in-
vestigation, since, for example, the attempt to compare
data from the real crystal with theory led us to carefully
analyze the vacancy problem. Other theories "' come
to different conclusions, and, therefore, it was important
to confirm the present theory by experiment. Another ar-
gument is best illustrated for TiN, where experimental
data lead to an almost spherically symmetric density
around Ti, from which it would be difficult to derive a
bonding mechanism, but, since the LAP%' results agree
well with this observation, theory allows a further analysis
by considering contributions from various energy regions
separately, ' a procedure which is unaccessible to x-ray
diffraction.

Recently, Trebin and Bross calculated the electron
density of TiC and obtained a dominance of tze symmetry
around Ti, in contrast to the present result. This
discrepancy, however, was explained by Blaha et al. and
could be traced back to an overly restricted k summation
used in their density calculation.
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