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FeC12.2H20 and CoC12.2H20 represent metamagnets with two discontinuities in the magnetiza-
tion at low temperatures. An antiferromagnetic (AF) phase at low fields is followed by a ferrimag-
netic phase at intermediate fields and a paramagnetic (P) phase at high fields. These three phases
meet at one point at a higher temperature. By means of neutron-diffraction experiments, we have
investigated the properties of the systems in the vicinity of this point. For FeC12 2H20, this point is
shown to be a critical endpoint (Hcpp =4.329+0.007 T; Tczp ——11.20+0.05 K), i.e., an endpoint of
a A, line of continuous transitions emanating from the Neel point and ending on a first-order transi-
tion line. In zero field, we find the critical exponent for the sublattice magnetization to be
P=O. 30+0.01; near the critical endpoint (CEP) we find PcEp ——0.29+0.02, i.e;, no crossover on the
whole X line. For CoC12.2H20, we find a triple point (HTP =3.972+0.009 T; TTp =9.53+0.01 K).
The critical exponent P in zero field is observed to be P3——0.32+0.01 for
eq (T~ ——T) /T' ~—& 6 X 10 but p~ ——0.18+0.01 for 6 X 10 & er & 6 X 10; this is interpreted as
crossover in effective spatial dimensionality. Under applied fields, the d =3 behavior disappears on
the AF-P-phase boundary at 8,=4.00+0.01 T; T, =10.0+0. 1 K. Here we find an exponent

P, =0.130+0.005. We discuss in detail whether this may be understood as a tricritical point at
(H„T,) or whether the triple point (HTp, TTp) should be characterized as a critical endpoint as in
FeC12 2H20, so excluding the existence of a tricritical point: The issue cannot be fully resolved.

I. INTRODUCTION

The work of Griffiths' (in 1970) on multicritical points
has stimulated new interest on systems with such a
behavior. In 1972, Riedel and Wegner presented the first
renormalization-group (RG) treatment of tricritical points
(TCP). They found general agreement of RG tricritical
exponents with those calculated by Landau theory. As an
example, the exponent p, of the order parameter

M, -(H, H) ' should b—e p, = —,
' at the tricritical point.

This is valid only for the lattice dimensionality d & 3, but
for all values of the spin dimensionality n. For d =3, ad-
ditional logarithmic corrections are probably necessary.
During the last few years, many experimental studies on
systems with such tricritical points have been performed,
especially on metamagnetic systems such as FeC12 (Refs.
4—6) and CsCoC13 2D20. Detailed information on ex-
perimental results on metamagnetic compounds can be
found in the literature. Metamagnets are Ising systems.
In applied magnetic fields parallel to the easy direction,
these systems only show spin reversals but no change of
the spin orientation into directions perpendicular to the
easy direction, i.e., no spin-flop phases as found for weak
anisotropies. Below the temperature T, of the TCP, there
are field-dependent jumps of magnetization M and sublat-
tice magnetization M, . At temperatures T & T, the phase
transitions are continuous with the above-described
behavior of the order parameter M, -(Hc H)~. —

In the following we present our results on critical
behavior of the metamagnetic compounds FeClz 2HzO
(FC2) and CoClz 2H20 (CC2). At temperatures below
Tz ——21.5 K (FC2) and Ttt ——17.3 K (CC2), both systems
order in an antiferromagnetic phase (AF). By contrast to
most metamagnets, both systems exhibit two successive
jumps of the magnetization M and sublattice magnetiza-
tion M, . This holds for temperatures below a tempera-
ture TTp of a triple point (HTp, TTp). For temperatures
below TTp, the AF phase is followed by a ferrimagnetic
phase (FI) at intermediate fields and a paramagnetic phase
(P) at high fields. At the temperature TTi, the FI
phase disappears. CoBrz 2HzO (Ref. 9) (CB2) and
RbFeC13 2HzO (Refs. 10 and 11) represent other com-
pounds with such behavior. Figure 1 shows the (H, T)
phase diagram of CC2. '2 Our aim has been to clarify by
new experiments whether there is a new kind of critical
behavior, caused by the existence of the intermediate
phase, or whether there is just an ordinary tricritical
behavior with a tricritical point (TCP) on the AF-P phase
boundary and with normal first-order phase transitions
below this TCP. From molecular-field (MF) theory there
exist statements about the kind of phase transitions,
specifically for our compounds. ' Therefore, the aim of
our experiments was to look for differences between these
MF results and experiments, so as to stimulate new
theoretical work by modern RG theories and Monte Carlo
methods. In Sec. II we present what is known about the
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FIG. 1. (H, T) phase diagram of CoClq 2HzO (from Ref.

12).

phase transitions of these compounds from the literature
in theory and experiment. Sections III and IV report our
new experiments: geometrical aspects and the critical
behavior. In Secs. V and VI, we discuss our experiments
in the framework of existing theoretical treatments in de-
tail. Section VII concludes the paper by comparing brief-
ly the results for the two compounds.

II. MAGNETIC PHASE TRANSITIONS
IN FC2 AND CC2

FC2 and CC2 crystallize in isomorphous chemical
(C2/m) and magnetic (PC2i/a and Pc2/m, respectively)
structures. The individual magnetic moments are coupled
in ferromagnetic chains along the c axis with an ex-
change interaction Jo&0. Such chains are coupled to-
gether by two exchange interactions: an antiferromagnet-

I

ic interaction Ji &0 from the umt-cell corner to the a, b-
face center and an antiferromagnetic interaction Jz&0
along the a axis. A magnetic exchange coupling J3 along
the b axis is negligibly small because of the screening of
the water molecules. The following inequality is valid:-

Jo&
~
Ji

~
& ( Jz ). In the AF phase the interaction Ji

determines the AF structure consisting of two antiparallel
sublattices, one formed by the unit-cell corners and the
other one formed by the a, b-face centers. In FC2, the
easy axis (a) lies within the (a, c) plane, whereas in CC2,
the easy axis is along the b direction. In the FI phase,
complete chains have reversed their spin directions. There
results a honeycomblike ferrimagnetic structure with a
unit cell trebled in the direction of the a axis and a mag-
netization of one third of the saturation magnetization
Ms. The nature of the magnetic phases and their exten-
sion in the (H, r) plane have been extensively studied by

s 12, 14—16

The results of the MF calculations mentioned above for
FC2 and CC2 can be summarized as follows 3 The topol-
ogy of the (H, T) diagram as well as the character of the
phase transitions are completely determined by the con-
stants Jo, J~, and Jq. These constants can be calculated
given the Neel temperature TN, the paramagnetic Curie
temperature 0, and the transition fields Hci and Hcq at 0

as follows ' ' 2k8=2JO+4Ji+2Jq, ' Jq/Ji

2(Ãc2 Hcl)/(2Hc2+Hci) and kTiv ———4Ji +2JO
+2Ji. In these equations, the signs of the exchange in-
teractions J; and the notation of the transition fields Hci
and Hci are chosen according to Refs. 17 and 18, i.e., iq
contrast to Ref. 13. So far MF calculations are in qualita-
tive agreement with the experimental phase diagrams; that
of CC2 is shown in Fig. 1. Some special features of the
phase diagrams, resulting from the experimental values of
Tz, 0, Hc&, and Hcq should be pointed out All phase
transitions from the FI phase are of first order, i.e.,
discontinuous. For the temperature T, of the TCP,
one obtains T, =T~+2T~Ji/(3Jo+3Ji)=T~+2T~Ji/
(3k8 —6Ji). For CB2, the AF phase arches over the FI
phase forming a sickle-shaped AF region near the triple
point (see Fig. 4 of Ref. 13). The AF-P phase boundary is
a line of continuous transitions up to the triple point be-
cause one finds T«Typ. In contrast to CB2, the phase
diagram of CC2 should exhibit a TCP on the AF Pphase-
boundary, because now one has T, & Typ. FC2 should
behave more like CC2 than like CB2.' Some further con-
siderations' based on MF theory should be mentioned:
They indicate two unspecified multicritical points, one on
the FI-P phase boundary and the other on the AF-P
phase boundary.

Our previous experimental work' ' ' on FC2 and
CC2 confirmed the phase diagram as calculated by MF
theory, ' but we found a part of the FI-P boundary with a
continuous transition near the triple point. From this fol-
lows the existence of a tricritical point on the FI-P border
and of a triple point in the form of a bicritical point, both
in agreement with the other MF analysis. '

Our new experiments, which we will report in the fol-
lowing sections, yield everywhere a first-order phase tran-
sition for the FI-P phase boundary. This is contrary to
what appears on a first inspection (see, e.g., Fig. 4 of Ref.
12), and it was not manifested until we studied the critical
phenomena of both systems. Generally MF theory is not
correct in details. Critical fluctuations shift the phase
boundaries, and they may change the kind of multicritical
behavior. For our systems, modern theoretical treatments
do not exist, but we can refer to the analogous situation of
spin-flop systems with bicritical points. Experiments on
CB2 also agree only qualitatively with MF results. For
instance, the AF-P phase boundary does not extend over
the FI phase; rather, it shifts below it.

III. EXPERIMENTS —PHASE BOUNDARIES

Single crystals were grown by a method described else-
where. ' The c axis is always parallel to the main growth
direction of the crystal. Single-crystal neutron-diffraction
experiments were carried out on the two-axes diffractome-
ters P49 at the FR2 reactor, Karlsruhe, and D10 at the
Institut Laue-Langevin (ILL) reactor, Grenoble. The in-
cident wavelengths were A,(P49)= 1.069 A, A,(D10,
FC2) =2.3649 A, and A,(DIG,CC2) =2.3630 A. The sam-
ples (V=2X2X7 mm ) were mounted within a 6.4-T
split-pair cryomagnet of our laboratory which is equipped
with a variable-temperature insert. The temperatures of
the two samples were measured via a Ge-resistor ther-
rnometer and a Au/Fe-chromel thermocouple, respective-
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FIG. 2. (H, Q phase diagram of FeC1& 2820; H&& ——4.6 T
(T=O K); T~ ——21.5 K; open and closed circles represent
second- and first-order phase transitions.

ly. In order to study the field and temperature depen-
dence of the magnetic scattering, we recorded about 1000
co scans for each compound around the reciprocal-lattice
points (010) for FC2 and (100) for CC2. The reflection
profiles were analyzed for Bragg and Lorentz scattering
by means of our computer program NI.SQ.

The experimental phase diagram of FC2 is shown in
Fig. 2. It is in agreement with our former results. '5 Only
the location of the AF-FI phase boundary differs from
that which we have published previously' insofar as the
unusual curvature below 8 K is absent. This time we lo-
cated the boundary by scanning the reflections (100) and.
(010) right after cooling the sample from the paramagnet-
ic state down to low temperatures at H =0. Only in this
case, called the "first run, " does the crystal exist in a vir-
gin state, in contrast to the states of second and further
runs of the magnetic field, at which the temperature be-
tween the different field runs was kept always below Tz.
The new transition field is Hc i

——3.7 T at T=2, 3, and 4
K. The previously observed AF-FI curvature with
Hg) ——4.0 T in this temperature range could be repro-
duced after the sample had been in the FI state at least
once, with the temperature kept below T~. The sweep
rates of the magnetic field were 9 and 18 Oe/sec. Howev-
er, the transition field was not influenced by these two dif-
ferent sweep rates nor by the field direction relative to the
a axis. The field has to be adjusted parallel to the c axis
for the reflection (100) and parallel to the a direction for
the reflection (010). In the former case we converted the
measured field Hci(c) into an effective field Hci(a)
simply by using Hci(a)=Hei(c)cosy, in .which cosy
represents the projection of the measured apphed field
onto the easy direction a with qr( c,a )=32.9'. All exper-
iments in connection with the AF-FI phase boundary
were performed with the same crystal.

We can demonstrate by the following experiment the
fact that the previously observed curved phase boundary

is not stable. Coming from zero field at 2 or 3 K in a
second, third, or further run, we stopped raising the field
at 3.9 T and found that the AF reflections (100) and. (010)
disappeared after some minutes, whereas the FI reflection
(—,00) appeared simultaneously. This demonstrates a
metastable behavior, and we believe that the correct loca-
tion of the AF-FI boundary is the one where we detect the
first indications of a breakdown of the AF-phase reflec-
tions for sweep rates as slow as possible and in a first run.

The question arises' whether there exists a homogeneous
metastable magnetic structure at these temperatures and
in the field region between 3.7 and 4.0 T or whether the
phase boundary is simply shifted from 3.7 to 4.0 T. Con-
cernirig this question, it has been reported that a metasta-
ble phase exists below 4 K with a bulk magnetization of —,

'

that of the fully aligned phase. In particular, these mag-
netization experiments show that at 4.2 K the AF-FI
transition field Hz& increased from the first to the second
runs as we have found (Fig. 5 of Ref. 23). Second, the
transition field increased with rising sweep rate, i.e., when
the sweep rate of the magnetic field was increased from
20 to 60 Oe/sec (Fig. 5 of Ref. 23). Below 4 K and at
3.97 T, the above-mentioned Ms/2 magnetization ap-
pears, and it is seen more clearly for a second than for a
first run. This measured Ms/2 magnetization was ex-
plained by a new homogeneous, metastable, ferrimagnet-
ic "Ms/2-state" appearing only for sweep rates such as 60
Oe/sec and only for temperatures below 4 K and fields
above 3.97 T. In summary, this means that it is not only
possible to shift the AF-FI phase boundary to higher
fields by various procedures, but even to produce a second
ferrimagnetic phase. Some models for the magnetic struc-
ture of this metastable phase have been proposed: one
with doubled a or b axis and one with doubled a and b
axes.

Unfortunately, it was not possible for us to increase the
sweep rate of our Nb&Sn-tape split-pair magnet to a value
higher than 18 Oe/sec to study this proposed new phase.
Nevertheless, in one case with our slow sweep rate of 18
Oe/sec, we could demonstrate the existence of a reflection
(—,00) with low intensity by an co scan at 3.85 T and 3 K.
We believe that we detect a remnant of a Ms/2 phase.
Search for a reflection (0—,'0) was fruitless in every case.
This suggests a magnetic structure for the metastable
phase with a unit cell 2a, b, c and excludes the other pro-
posed model with a unit 2a, 21, c. Nevertheless, because
of the small intensity, we cannot decide whether the re-
ported Ms/2 magnetization belongs to a homogeneous,
well-defined Mq/2 state or not. We believe that one can-
not exclude:a mixture of two or more phases, e.g., of the
AF,FI (Ms/3), and I' phases, existing in this region of
the phase diagram for high sweep rates and resulting in a
bulk M~/2 magnetization. Raman experiments which
can separate the different magnetic phases as in neutron
diffraction but not in bulk magnetization measurements
have been used to search for a Ms/2 state also. With a
sweep rate of 100 Oe/sec, no Mz/2 state was detected.
Until now it is not clear how much time can pass from
starting at zero field and moving up to a field of 3.97 T,
at which the M~/2 state exists, in order to have it persist
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critical endpoint (CEP). ' In previous work, the nota-
tion "A, point" was used, e.g., for the two well-known
"upper and lower A, points" which exist in the (p, T) dia-
gram of He . The coordinates of the CEP ' are
~cEP =4.329+0.007 T and TcEP ——11.20+0.05 K. More-
over, we find a sickle-shaped region arching over the FI
phase as was found by MF theory for CB2 but not for
FC2.' The sickle bends down into the CEP, apparently
developing a cusp of the P phase (see Fig. 4). As men-
tioned in Sec. II, we believe this bending down of the AF-
P phase boundary to be due to the critical fluctuations.
Similar shiftings. of phase boundaries are seen in spin-flop
systems at bicritical points. It was not possible to decide
whether the k line in FC2 is cut off by the first-order line
or whether it meets the first-order line tangentially as at
bicritical points. RG calculations of systems with CEP's
do not show tangential behavior, ' whereas Monte Carlo
studies do not exclude such a behavior. Figure 6 shows
some examples of co scans, the positions of which in the
(H, T) plane are to be seen in Fig. 4. Because of the poor
counting statistics at high fields we prefer to give a more
qualitative interpretation of the profile analysis results. If
we merely distinguish between continuous and discontinu-
ous transitions this is no restriction. As long as we find
Lorentzian-shaped contributions (points 1—3) there exist
continuous transitions. Otherwise there is pure Bragg
scattering at first-order transitions (point 4), and simple
background scattering at the reciprocal-lattice position
(010) (point 5) means the FI phase must exist there.

The situation for CC2 is more complicated; see Fig. 5.
We find a triple point with coordiilates Hrp=3. 972
+0.009 T and Typ=9.53+0.01 K. Additionally, there
exists another special point with coordinates
H, =4.00+0;01 T and T, = 10.0+0.1 K on the AF-P tran-

sition line. Let.us call this point a tricritical one (TCP).
Then we find T, —Typ=0. 47 K, and this would be in
agreement with MF theory where the calculations' give
T, =—', T& and T, —Tzp ——1.6 K. Moreover, we found a
very small overarch of the FI phase by the AF phase as in
FC2. The temperature interval where this happens
amounts only to 0.01 K instead of 0.3 K for FC2. Shift-
ing of the AF-FI phase boundary by various experimental
procedures, which we found and discussed for FC2, was
not observed by us for CC2.

IV. EXPERIMENTS —CRITICAL BEHAVIOR

Although the critical scattering intensity in FC2 could
be separated quite well from Bragg scattering, its overall
contribution was very small. Therefore we could not get
any reasonable exponents from it. CC2 showed no critical
scattering at all. This is in accordance with measurements
on CoClz 2DzO (Ref. 33) which should be an even better
candidate for observing critical scattering because of the
missing incoherent hydrogen background scattering.
Furthermore, for CC2, the small difference between the
temperatures T, and Typ demonstrates that there was no
chance to find exponents for the jumps in the sublattice
magnetization and in the magnetization between the tem-
perature and Typ. Taking everything into account, we
were restricted to the determination of the exponent P of
the sublattice magnetization M, . For this quantity, one
has, at zero field, M, -IB„ss-eP' [ez(T&—.T——)/Tz)
and, in a field at constant temperatures, M, —IB„ss
-e~ [e~=(Hc H)/Hc]; —Hc is the least-squares value2P

of the transition-field strength of an isothermal field scan.
The critical exponent P of FC2 in zero field is found to

be p=0.30+0.01 for ez &1.0X10 ' as shown in Fig. 7.
There also we can see the field dependence of M, at a
temperature T=TcEp + 0.6 K. Here, we found

pcEp ——0.29+0.02 with eli & 1.5 X 10
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FIG. 7. Log-log plot of Bragg intensities of the reflection
(010) of FeClz-2H2O in zero field and for constant temperature
T=11.8 K.
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V. DISCUSSION —FC2
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Data to determine the critical exponents p for CC2 are
presented in Fig. 8. The e~ and e~ ranges are shown
therein and. also in Fig. 5. At zero field near the Neel
temperature (ez. & 6 X 10 ), we found p3 =0.32+0.01,
whereas further away (6X10 &eT &6X10 ) we found

pi ——0.18+0.01. With increasing field, the critical region
displaying p3 becomes smaller and smaller until it disap-
pears. This finally happens at the point (H„T,), which
we called TCP and where P, =0.130+0.005 is observed.
This implies the existence of two crossover phenomena in
this region, one from p3 to p, and one from pi to p„ in
addition to the crossover from P3 to Pi in zero field.

We want to emphasize that we did not transform our
data by scaling methods such as the ones introduced by
Fisher. This is the reason for the apparent continuous
course of the field dependence of the values of P3 and PI
with decreasing temperatures and increasing fields.
Indeed, we cannot compare them directly with theory, but
they clearly demonstrate the reliability of our experimen-
.tal and mathematical evaluating methods. Near the CEP
(Heap TCEp) for FC2 and at the point (H„T, ) for CC2,
the AF-P lines in the diagrams are tangent to the horizon-
tal which means dH/dT =0. In this special case, an iso-
thermal field scan in the (H, T) plane is perpendicular to
the AF Pphase bound-ary, i.e., it represents a straight line
coinciding with one scaling axis. Therefore, scaling is
redundant, and we can compare directly our results for
the exponents pcap and p, with theoretical values, e.g.,
our measured p, with p, = —,

' for systems with d & 3. We
'suppose that the existence of points with dH/dT =0 on
the AF-P border is due to the intermediate FI phase. For
other systems like FeC12 or CsCoC13 2020, without such
an intermediate phase, scaling has to be carried out in any

As mentioned above, FC2 shows neither tricritical nor
bicritical behavior but a critical endpoint. In the litera-
ture there is, as far as we know, no reference to metamag-
netic materials with similar critical behavior. The (p, T)
diagram of He exhibits a continuous /II, line ending at two
first-order transition lines in two separate so-called "upper
and lower A, points. "

In the framework of mean-field theory, metamagnets
with two exchange constants J and J' have been investi-
gated theoretically. The first one J is antiferromagnetic
and couples the nearest neighbors; the second one J' is
ferromagnetic and couples the next-nearest neighbors.
Depending on the choice of the ratio J/J', there exist two
different kinds of (H, T) phase diagrams, one with a tri-
critical point and a second one with a /II, line ending on a
first-order line. In particular, one can reproduce the prin-
cipal topology of the A, line which we found for FC2. Ac-
cording to this theory, it ends on an AF-P first-order line
at a so-called critical endpoint. As in FC2, but contrary
to systems with tricritical points, the first-order line does
not end at the CEP. In the case of the model, it goes into
the AF phase ending therein at a so-called "bicritica1 end-
point" (BCE) which might more properly be called a
critical point (CP). ' ' A third phase as in FC2 and, con-
nected with it, a A, point or triple point do not exist in this
theoretica1 phase diagram. As an experimental example
for a system with a CEP, often FeBrz is nominated.
This is because the CEP is found in experiments34 even
though the BCE has not been found up to now. The ex-
perimentally determined exchange constants of FeBr2 re-
sult in a ratio J/J' too far away from those which mean-
field theory requires for the appearance of CEP*s. In view
of these last findings, the CEP of FeBri is nowadays also
regarded as a tricritical point. ' It seems to us to be
crucial that mean-field theory gives p= —,

' for the ex-

ponent at a critical point and at a critical endpoint,
whereas the same theory yields p, = —,

' at a tricritical

point. We suggest measuring these exponents for FeBr2.
RG theory of such a system with competing exchange

interactions also finds the same exponents for critical
points and critical endpoints; ' that means no crossover
over the whole A, line. All this together is similar to the
situation we have found for FC2, i.e., a A, line ending on a
first-order line without any crossover on this A, line. We
also could not find a CP or BCE for FC2, perhaps be-
cause of the resolution, but perhaps because the FI phase
displaces it.

There exists also a theoretical model with competing in-
teractions in which mean-field theory gives a bicritical
point. By RG and Monte Carlo methods, it could be
shown that fluctuations can drive the discontinuous tran-
sitions to temperatures beyond this bicritical point and
thus change what was originally a bicritical point into a
critical endpoint. This analysis also shows no crossover
effects from zero-field exponents to other exponents on
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the A, line including the CEP. This likewise brings us to
the conclusion that we have observed for the first time a
critical endpoint in a magnetic system.

VI. DISCUSSION —CC2

In zero field, we found p3 ——0.32 for ez &6X10 and
pi ——0.18 for 6X10 &er &6X10 . We can explain
this result by a crossover in spatial dimension in zero field
at e~ ——6&(10 . This is suggested by the pronounced
chain structure of the Co spins along the c axis. For
comparison, we refer to former NMR experiments on
CC2 which have yielded P=0.30 in zero field. Accord-
ing to Fig. 3 of Ref. 37, this result is in fact restricted on
two or three experimental data points on a straight line
within 10 &ez &2X10 . However, to get more data
on this straight line one can fit these data with a lower
value of T~, e.g., T~ —17.2 K in—stead of T~=17.35 K
taken in this paper. It results in an exponent P with
d &3 behavior as we have observed it. The d =3 region
which we have found for er & 10 has certainly not been
detected in the NMR experiment, independently of wheth-
er one takes T~ ——17.35 K or Tz ——17.2 K.

At the TCP we found P, =0.13. The exact value for
d)3 is P, = —,

' at a TCP. In the following we discuss
three kinds of interpretation for our low experimental
value P, . First, as in zero field, there could be a crossover
from d =1 behavior to the d =3 critical behavior also at
the TCP. Second, one can suppose the effective dimen-
sionality d is fixed at d =3 in the region of the TCP. In
this case, one must in addition hypothesize the existence
of impurities in the samples. Third, one can interpret the
results by the existence of a critical endpoint instead of a
TCP as we concluded for FC2. These three interpreta-
tions will be. explained and then compared in the follow-
ing.

First, in case of a crossover in spatial dimension, our
experimental value of P&

—0.18 in zero field corresponds
to an effective dimensionality of roughly d,elf=2.2; i.e.,
1 &8 & 3, because the exact d =2 value is Pz ———,', and for
d =3 the accepted value is Pi=0.325 (Table III of Ref.
38). Therefore our measured value Pi does not correspond
to true critical fluctuations, since because of universality
arguments, only the exponents corresponding to dimen-
sionalities d = 1, 2, or 3 are significant. In any case, how-
ever, we can explain our measured value P& ——0.18 by an
incompletely resolved crossover d =3~d = 1 at
er 6X10 . Below ez ————6X10, we find the usual
d=3 behavior. With increasing fields, the region with
d =3 behavior contracts, and the TCP is the point where
we can observe it no longer. So, at the TCP, we can pos-
tulate a crossover to the "d=2.2 state" together with a
second crossover from standard critical behavior with
d=2.2 in zero fields to tricritical behavior with d=2.2 at
the TCP. Indeed it is known from (3—e) expansions that
the tricritical exponent P, decreases with decreasing lat-
tice dimensionality d (d =3—e) according to

1 e 3 (n+2)(n+4) @
4 4 16 (3n +22)

Using this expansion together with a dimensionality

cj ff —2.5, we would get the value for P, we have found
experimentally at the TCP. Certainly this expansion is
not reliable for values of d that are too low; e.g., for d =2
it would give P, =O; however, Monte Carlo calculations
for a two-dimensional, antiferromagnetic Ising model
yield P,=0.06. So, as a first and very rough estimate we
can take from theory for the relation between the standard
simple critical exponent P and the tricritical exponent P,
the expression P=P, +0.05 for 2&d &3. This is in ac-
cordance with our observed exponents P=P, =0.18 and
P, =0.13.

The experimental values a, =0.69 and P, =0.126 are
known for the TCP of structural phase transitions of
NDqC1 (Ref. 41); furthermore, the values a, =0.65 and
P, =0.15 are found for the TCP of the metamagnet
CsCoC1&.2D20. This is in agreement with our value
P, =0.13. The exponent a, = —,'+ —,e (@=3—d) increases
for d &3 beyond at 2—or 1=3.39 This is also ob-
served. ' ' Therefore, for the last compound a lowered di-
mension d & 3 was proposed. ' Comparing the quasi-
one-dimensional behavior of the magnetic specific heat of
this compound' with that of CC2, one can establish a
temperature region with quasi-one-dimensional preorder
also for CC2. This region lies only partially within the
critical region but there it may influence the critical
behavior both in zero field and at the AF-P phase boun-
dary, but it will not result in exact d =1 critical ex-
ponents.

Some similar examples for a lattice-dimension crossover
in zero field are known. As a d=2~d=3 crossover it
has been seen for Rb2FeF4 (Ref. 43) and K2MnF4 (Ref.
44). For K2MnF4, however, we must note that a second
study does not find the crossover and casts doubts upon
the first investigation because of impurities of the sam-
ple. %hether the crossover was detected or not, there
must exist a crossover to d =3, since K2MnF4 shows or-
dinary d =3 behavior below T~. The discussion for all
these K2NiFz compounds has been summarized as fol-
lows. - There exists a crossover temperature T* which
takes the value 0.97T& for Rb2FeFz and 0.996T& for
K2MnF4. For K2NiFz itself, the crossover temperature
'1 is so close to T& that it was not possible to find d =3
behavior in experiments although it must exist. A lattice
crossover from d =2 to 3 lying within the experimentally
accessible part of the critical region was proved defi-
nitely for the compounds (CH3NH3)2CuC14 and
(C ipH2iNHi)2CuClq.

There have been several discussions of the question of
what kind of parameters determine whether the crossover
temperature lies outside the critical region, within that
part of the critical region which is accessible in experi-
ments (ez &10 ), or too close to the critical point to be
observable in experiments (er & 10 ). The discussion has
been directed specifically towards CC2 as an example.
According to the le~eral treatments, a compound must
fulfill some criteria to exhibit a lattice-dimension eros's-
over within that part of the critical region which is experi-
mentally accessible. The crossover temperature is, for a
given compound, not fixed; rather, this temperature de-
pends on how it is measured. That means it differs for
measurements of sublattice magnetization, susceptibility,
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or magnetic specific heat. The crossover may not neces-
sarily appear both below and above the critical point. The
important factor is the ratio R =J'/J of couplings J' of
next neighbors between neighboring chains or planes to
couplings J of next neighbors within chains or planes.
Too large a value of R results in ordering with d =3
without a lower dimensional preordering; too small a
value of R results in ordering with d =1 or 2 with the
crossover to d =3 behavior happening too close to the
critical point to be accessible in experiment. A necessary
condition to observe crossover within the critical region is
J&0. This is realized for the Cu compound mentioned
and for CC2 with its ferromagnetic spin chains, but not
for KzNiF4. This is the reason that crossover to d =3
behavior could not be found in this compound.
Another analysis deals directly with CC2, comparing ex-
perirnental and calculated magnetic specific heat and sus-

ceptibility. The best agreement was found for R = —0.2,
and a deviation from d =3 behavior in the direction of
d =1 behavior could be seen clearly in experiment and
theory. This was outside the critical region; the theory
was not applied within the critical region. Further, Monte
Carlo calculations on CC2 confirm these results. ' Our
experiments show that the theoretically and experimental-

ly verified d = 1 behavior extends into the critical region.
Second, besides the lowering of dimensionality, one has

to discuss the so-called "random exchange" effects which
are caused by impurities within the sample and influence
the critical behavior. In zero field, there is crossover to
new critical behavior, ' but it develops so slowly that it
usually is not observable. In applied fields, the situation
changes drastically. A homogeneous external field which
is applied to a uniaxial anisotropic antiferromagnetic sys-
tem induces effective "random local fields" within the
sample. These fields change critical behavior. ' In sys-

tems with random fields and a spin dimensionality n &2,
RG theory yields deviations in critical behavior from
mean-field theory for d &6 instead of the usual d &4.
Long-range order disappears for d &4 instead of d &2.5~

For Ising systems (n =1) with random fields, long-range
order is absent for d &2 instead of d &1 for pure systems.
This is discussed in older and recent works. ' For tri-
critical behavior in random-field systems, RG theory
yields deviations from mean-field theory for d & 5 instead
of d & 3 as for pure systems. Generally, one gets the tri-
critical exponents of d-dimensional random-field systems

by taking the exponents of the corresponding pure system
at d —2. This means that the e expansion for P, is now
valid for @=5—d instead of a=3 —d. We can take over
our rough estimate for the dimensionality of our system
CC2 and get now d=2.5 + 2=4.5. In other words, a sys-
tem with fixed d =3 and random fields should result in a
value for P, much lower than our observed P, =0.13.
Therefore, we exclude random fields as significant for our
sample of CC2.

Recently, earlier results for FeC12 (Refs. 4 and 5), which
were obtained by neutron scattering, have been reinter-
preted by introducing random fields. This has been
done to remove contradictions between these experi-
ments"' and optical investigations. In principle, this
work is based on a critical dimension d& ——3 for break-

down of long-range order for Ising systems (n =1) with
random fields. The assumption of di ——3 is suggested by
some theoretical papers which consequently find the
so-called d —&d —2 rule in the whole (n, d) plane. It fol-
lows that the random-field d =3 Ising model fails to show
long-range order because the pure d =1 Ising model does
not order. The consequences for critical behavior in
the (H, T) plane are enorinous. In a random-field Ising
system, there exists only a critical point T~ at zero field,
but no A, line of continuous transitions between this criti-
cal point T~ and the point (H„T,). The tricritical point
(H„T, ) becoines a second, standard simple critical
point. With this theory and the additional assumption
that the FeC12 sample in the neutron scattering experi-
ments had contained impurities, but that the sample of
the optical investigations did not, it was possible to find
agreement between both experiments and between experi-
ment and theory. To us, this agreement relates only to
temperatures below .T, . For temperatures above T, and
for fields H&0, such considerations would mean that
long-range order with Bragg scattering could not be
detectable. Neutron scattering, nevertheless, gives Bragg
scattering, a line of continuous transitions between Tz
and the tricritical point and even critical exponents P for
H & 0 (Ref. 5). Only if these last results are rejected can
the assumption of impurities in the FeC12 sample of
neutron-diffraction work be accepted without contradic-
tion. As these results have not been rejected, we believe
that the existence of random fields in FeC12 is not demon-
strated by experiments. Apart from this, there is the
theoretical obscurity relative to the critical dimension
di ——3 or di ——2 for random-field systems with n =1.
Concerning CC2, we consider it decisive that we found
Bragg scat tering and exponents for temperatures
T, & T & T& in applied fields. In the framework of a criti-
cal dimension di ——3 this could not be explained. Earlier
results for CsCoCli 2D20 (Ref. 7) were also reinterpreted
by introducing random fields. Better agreement for tem-
peratures below T, results in strong contradictions for
temperatures above T„because Bragg scattering was
found in this region for this compound also. Therefore,
in our opinion, the observed deviation of the experimental
tricritical exponent P, =0.13 for CC2 from the theoretical
value of P, = —, cannot be explained by random-field ef-
fects. As shown above, it can be explained sufficiently by
an effective spatial dimensionality d & 3.

Third, we want to discuss the question of whether we
can be sure that CC2 has a tricritical point together with a
triple point or whether it has a A, line without a tricritical
point but with a critical endpoint, until now denoted as a
triple point. In the latter case, the exponent P, =0.13 in
nonzero field has only to be reinterpreted as a standard
critical exponent Pi ——0.13. Additionally we must assume
that the sinearing of the crossover which gives Pi ——0.18 in
zero field is reduced in a field so that the exponent Pi ap-
proaches the real value for lower dimensionality in a field.
Between the temperatures T, of the tricritical point and
TTP of the triple point, we found a gap of only 0.47 K.
In this region, in the case of the first interpretation, there
would exist discontinuous transitions recognizable by the
absence of critical scattering. As we could not detect crit-
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ical scattering in the whole (H, T) diagram, we cannot use
that fact to establish the nature of the transition. Further-
more, the temperature interval between T, and TTp is so
small that jumps of the sublattice magnetization occur
only within the critical region. In this region they would
be detectable by bends in straight lines in log-log plots for
small err values. Such deviations from straight lines
could also be caused by crossover from d =1 to 3, if the
extension of the d =3 region in terms of the field coordi-
nate is as small as we have found it. Therefore a cross-
over from d &3 to d =3 behavior is not distinguishable
from a change from d & 3 behavior to discontinuous tran-
sitions with jumps of the sublattice magnetization. Until
now, the temperature T, of the tricritical point was mani-
fested by us as the lowest temperature for which we could
detect a d =3 exponent. This happened in accordance
with the definition of the tricritical point as that point at
the end of a A, line where the high value of the simple crit-
ical exponent 13 changes to the low value of the tricritical
exponent P, . As discussed, we cannot exclude a very
small d =3 region, not resolved by us, in the neighbor-
hood of the AF Pphhse -boundary at a field of about 4.0
T and temperatures below T, and above TTP. In this case
the point hitherto referred to as a tricritical point would
coincide with the triple point, so in fact representing a
critical endpoint. Its coordinates would be those hitherto
attributed to the triple point, namely, HcEP ——3.972
+0.009 T and TCEp ——9.53+0.01 K. We would interpret
our experimental result as saying that, if a tricritical point
exists in CC2, it is situated at a temperature 0.47 K above
the triple point at most. It is still possible that the tricriti-
cal point does not exist and the triple point of CC2 is in
fact a critical endpoint as found for FC2. As discussed,
one cannot distinguish the two cases by the measured
value of P, . This must be studied in further experiments.

VII. CONCLUSIONS

To summarize the experiments and the discussion up to
this point, we have established for FC2 a A, line ending on
the FI phase boundary in a critical endpoint. In the case
of CC2 we would interpret our experiments in the same
way but we could not totally exclude the existence of a tri-
critical point on the AF-P phase boundary dividing this
line in two parts, a A, line going to the Neel point and a
first-order line meeting the FI phase boundary in a triple
point. The reason for our difficulties comes from a.cross-
over in spatial dimension, which we found in zero field

and which we could follow nearly up to the FI phase.
This crossover in zero field is predicted by theoretical
treatments in the literature for the case of our compound
CC2. Nothing is known about a similar crossover in FC2.
Our experiments indeed show that this effect is absent for
FC2. The question arises as to whether this can be under-
stood in terms of differences in the values of the exchange
constants or even in the Hamiltonians for the two com-
pounds. Generally, and in brief, it is true that the Co
compound must be described by a strong anisotropy of ex-
change constants whereas the Fe compound can be
described by isotropic exchange constants together with a
single-ion term D. ' As one example of the effect of
these differences, the anisotropies make the b direction an
easy axis for CC2 and the crystal-field effects make the a
direction an easy axis for FC2. As a second example, the
anisotropies cause the well-known spin-cluster resonances
which are found only for CC2. In the present work, we
could observe differences in the critical behavior coming
from these different Hamiltonians.

Incidentally, it is known that such a single-ion or D
term does not change the critical behavior, provided it is
not too strong. If it is strong, it is not known in detail
what happens. For that case for ferromagnets only, it was
shown that the D term can drive the system to a new
zero-field tricritical point if certain assumptions are made
about the ratio of the exchange constants to the D term.
We could not detect any unusual critical behavior in zero
field in our experiment on FC2. It would be desirable to
study theoretically a system such as FC2 with competing
exchange interactions together with a single-ion term.
With respect to our question for modern theories at the
end of Sec. I, we want to point to recent Monte Carlo cal-
culations of a phase diagram of an antiferromagnetic Is-
ing system with two competing exchange interactions of
different sign, in which for the first time the FI phase
could be reproduced by a theory including critical phe-
nomena.
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