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Optical absorption of Mo-based alloys
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A study of the optical absorption of Mo-based dilute alloys (MoRe, MoOs, MoPt} by a sensitive
differential technique is presented. The experiment is analyzed for the difference in the optical con-
ductivity between the alloy and pure Mo. The structures observed in the differential optical conduc-
tivity are classified into two groups: One is sensitive to impurity species and the other is not. The
former structures, which appear in the region of photon energy below 2 eV, are found to behave con-
sistently with the prediction of the rigid-band approximation in the framework of the indirect opti-
cal transition model. The latter structures, which lie above 2 eV, are shown to be well described in

terms of the change in optical conductivity arising from impurity-induced wave-vector-

nonconserving optical absorption processes, on the basis of the electronic band-structure calculation
of pure molybdenum.

I. INTRODUCTION

In Mo-based alloys (MoNb, MoRe, etc.) the electronic
density of states at the Fermi level determined by elec-
tronic heat-capacity measurements is known to show a
rigid-band-like behavior. That is, if the experimentally
determined density of states at the Fermi level for various
Mo-based alloys are plotted as a function of the Fermi en-

ergy which is determined by the electron-to-atom ratio
(i.e., average number of valence electrons) of the alloys,
the data agree well with the theoretical density of states of
pure molybdenum. The rigid-band model has been widely
applied for the analysis of transport properties of Mo-
based alloys. The applicability of the rigid-band model
to the whole electronic structure, however, can only be
confirmed by optical or other spectroscopic measurements
which probe the electronic structure at energies up to
several electron volts above and below the Fermi level, a
region untouched by the sophisticated "Fermi-surface"
measurements. However, the optical studies to date ap-
pear to be insufficient to exclude the applicability of the
rigid-band model to Mo-based alloys. Bahl et al. studied
the differential optical reflectivity of Mo-Re alloy and
concluded that the rigid-band model is inapplicable to
that case. They observed a large peak near 1 eV which
they interpreted as arising from localized Re d states lo-
cated in the valley of the host (Mo) density of states be-
tween the bonding and antibonding orbital density-of-state
peaks. Black et al. measured optical properties of Nb-
Mo alloys and concluded that the rigid-band model
without inclusion of electric dipole matrix elements can
explain the spectra for Nb-rich alloys with Mo in the
(l—3)-eV region, but it is poor at higher energies, and for
the Mo-rich end of the system. They also concluded that
alloying does not cause major changes in optical selection
rules. More recently, Colavita et al. measured the ther-
moreflectance of Nb-Mo alloys, and concluded that while

the lower conduction bands behave roughly as predicted
by the rigid-band model, the higher-lying conduction
bands show distinctly non-rigid-band-like behavior.

In this paper, we present a study of the differential op-
tical properties of MoRe, MoOs, and MoPt alloys, based
on an improved sample preparation process compared
with the previous work. We conclude that the changes in
the optical spectra of Mo-rich alloys below 2 eV are con-
sistent with the rigid-band model, while the spectral
features at higher energies can be explained in terms of
the change in optical selection rules caused by alloying.

II. EXPERIMENTAL

A. Sample preparation

The samples were prepared by simultaneous vacuum
evaporation of the two constituents onto polished fused-
quartz substrates, 1 mm thick by 25.4 mm diam, preheat-
ed to 500'C. Two substrates, one for the alloy and the
other for the pure-metal reference samples, were mounted
in the evaporation chamber in a geometry such that a
shield placed between the two sources prevented the solute
vapor from falling onto the pure side substrate while per-
mitting the molybdenum vapor to fall on both. The depo-
sition rates were typically 50 A/sec (monitored by a
quartz oscillator), and the total thickness was typically
3000 A, The molybdenum was evaporated with a Varian
5-kW electron-beam evaporation source, while the solute
(Re, Os, or Pt) was evaporated with a Varian 2-kW
electron-beam evaporation source. The evaporation
chamber was evacuated by a conventional oil-diffusion
pump with a liquid-nitrogen trap. While preheating sub-
strates the pressure in the evaporation chamber was about
5/10 Torr, which rose to about 5&10 Torr during
film deposition. The solute concentrations were con-
trolled to be around 4 at. % by measuring the ratio of the
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deposition rates of host and solute materials, monitored
independently by two quartz oscillators. Actual composi-
tion, however, may suffer from the variation of sticking
coefficient. Details of sample preparation and other ex-
perimental conditions were described elsewhere.

0.9—

B. Reflectivity measurements
0.7—

Reflectivity measurements were made with a single-
beam differential reflectometer similar to that described
by Beaglehole. Both pure-metal and alloy samples were
mounted on a rotating holder so that light beam was re-
flected alternatively from pure molybdenum and an alloy
sample. The quantity a = (Rz«, —R,ii,„)/(Rz«, +R,ii&&„)

was recorded continuously as a function of photon wave-
length. Typical spectra of a versus photon energy are
shown in Fig. 1. u was measured to one part in 10 in the
visible photon wavelength region, and the precision fell
off to 1 part in 10 in the infrared (below 0.6 eV) and in
the ultraviolet (above 5 eV). It was essential that the
pure-metal and alloy samples to be measured were
prepared at the same time, in order to reduce the reflec-
tivity differences due to variations of vacuum-deposition
conditions and the effect of "aging" after exposure to air.
The reflectivities of our pure-molybdenum films were
measured separately using a Perkin-Elmer model 350
spectrophotometer with a specular-reflectance accessory.
We found a reasonable agreement between the reflectivi-
ties of our molybdenum films and the published results on
bulk samples, as shown in Fig. 2.

C. Kramers-Kronig inversion

The complex conductivity function &=oi+iozof the.

sample was obtained through a Kramers-Kronig analysis

0.5
0 2

of the reflectivity data. &~«, and &,ii,„were determined
separately from R&«, and R,ii,„=R&«,[( I —a)/( I+a)].
The results were then presented in terms of the differen-
tial conductivity b,oi ——oi"'"—of '. As always, in per-
forming the Kramers-Kronig analysis, it was necessary to
extrapolate the reflectivity data outside the measured
spectral range.

For the low-energy extrapolation, we modeled the com-
plex dielectric function @=l+4mi&/co as the sum of a
Drude term for the conduction-electron response and a
simple Lorentzian oscillator term to account in an ap-
propriate way for the interband absorption. The oscillator
frequency coL was located well above the low-frequency
cutoff co/ at 0.5 eV. Thus, for the low-energy extrapola-
tion, we have

4(u (eV)

FIG. 2. Optical reflectivity of pure molybdenum. The solid
line is the reflectivity data for our pure-Mo film. The dashed
line is the reflectivity of Ref. 8 for bulk Mo.
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For the Drude term we used the plasma frequency
(mz ——7.9 eV) given by Veal and Paulikas for pure
molybdenum, and the small change expected for the alloy
was ignored since it could not be reliably determined by
our parametrization. The lifetime r,~, and the three pa-
rameters (coL, , fL, , and I ) in the Lorentz oscillator term
were then determined by a weighted least-squares fit to
the reflectivity data near the low-frequency cutoff. This
procedure was found to provide a physically consistent
low-energy extrapolation. Representative values for the
low-energy extrapolation parameters are given in Table I
as well as the dc relaxation time rd„evaluated from the
residual resistivity ratio (9F), using the relation

4rdhre(rt) 9F—1
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FIG. 1. Experimental data of the differential reflectivity
(+p +~py )/(+p +R~ y) measured for AfoRe, A/IoOs,

and AfoPt alloy films. Alloy concentrations are about 4 at. %.

~h~~~ 4~ac(rt) =1304 eV corresponding to the dc resis-
ti»ty pe=5. 7 Qcm of bulk molybdenum at room tem-
perature. The optically estimated values of r, , are con-
sistently smaller than the dc values, and they show a con-
sistent variation from one alloy to the other as expected.
The Lorentz oscillator term was necessary in order to ob-
tain a smooth extrapolation with reasonably small values
of fi/r, ~,. The resultant hoi's were not very sensitive to
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TABLE I. Representative'values for the residual resistivity ratio (A'), dc relaxation time, and pa-
rameters for low- and high-energy extrapolations of reflectivity.

1
(eV)

7dc +opt
(eV) coc, (eV) fc. (eV') I (eV) coo (eV)

pure Mo
Moo 96Reo 04

Moo 960s0.04

Mo0.96pto

3.8
2.5
2.0
1.3

0.07
0.08
0.10
0.21

0.14
0.16
0.20
0.30

1.8
2.5
2.0
2.6

126
260
184
435

2.8
6.2
4.8

10.4

13.2
13.2
13.3
13.7

0
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I
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FICx. 3. Optical conductivity of pure molybdenum. The solid

line was obtained from Kramers-Kronig inversion of the mea-

sured reflectivity using extrapolations described in the text. The
dashed line represents a Drude contribution as used for the
low-energy extrapolation of the reflectivity, and the dashed-

dotted line corresponds to the interband optical conductivity.

this low-energy extrapolation, except very near the cutoff
frequency.

We extrapolated our reflectivity data for pure molybde-
num samples to higher energy (irtco&6. 0 eV) as follows.
We approximated the reflectance by

Ng +NO
R (co) =R(cot, ) ~, co & cot„p &0, (3)

+no

where cos is the frequency of the highest measured point
at 6.0 eV, and coo and p are parameters. We have found
that it is adequate to represent reflectivity with p =4 in
Eq. (3) at frequencies where some contribution from inter-
band transitions still remains, since it smoothly reduces to
the free-electron asymptotic limit R(co) ccco for suffi-
ciently high frequency (co»coo). The parameter coo was
chosen to be 13 eV so that the Kramers-Kronig inverted
optical conductivity, o i(co ) =coez(co ) /4~, matched the
ellipsometric data by Kirillova et al. around 2 eV, where
ellipsometry is considered to be most reliable. (With
coo ——0 we obtain p =2, which is unphysical, in order to
satisfy the same requirement. )

oi(co) obtained in this manner for the pure-Mo film is
shown in Fig. 3. The dashed line in Fig. 3 shows the
Drude contribution to the optical conductivity o l, calcu-
lated using the low-energy extrapolation parameters
described above. The remaining interband contribution,
O.l", is shown by the dashed-dotted line.

For alloy samples we modified the extrapolation pa-
rameter coo in order to satisfy the differential conductivity
sum rule

hn = f *bcri(co')dco',
me

(4)

III. DISCUSSION

The results for hoi for MoRe, MoOs, and MoPt are
shown in Fig. 4. We note and discuss the following spec-
tral features in this section. First, the low-energy part
(below 1.5 eV) contains a sharply rising low-frequency
divergence in common. The second feature of interest is
the various structures around 2 eV. Finally, at higher fre-
quencies, there is a pronounced dip at 4.1 eV which is
commonly seen for all three kinds of alloys with different
impurity species.

First of all, we will discuss the so-called Drude contri-
bution caused by the change of the free-electron absorp-
tion upon alloying. The low-frequency divergence in b,o i

can be interpreted largely in terms of the increased
scattering of the conduction electrons in alloys. At the
frequencies where co » 1/~, ii,„&1/~~~„ the Drude contri-
bution to ho l can be approximately expressed as

2

(5)
pme N

1 1hO-l-
4~ +alloy

which gives a positive low-frequency divergence in Aul as
observed experimentally. The value of Eq. (5) for each al-
loy, calculated using parameters in Table I, is plotted in
Fig. 4 by the dashed line. A larger Drude contribution for
MoPt in Fig. 4 corresponds to shorter v.all, y in Table I.

Secondly, we will discuss the interband contribution
which is usually complicated in transition-metal-based al-

where bn is the difference of the density of valence elec-
trons between pure molybdenum and alloys. The high-
frequency cutoff co, in Eq. (4) was taken to be the fre-
quency for the saturation of the conductivity sum rule for
valence electrons in the pure system. We obtained a
reasonable result of co, =60 eV, indicating that the oscilla-
tor strength of the six valence electrons in molybdenum
(atomic configuration 4d 5s') is exhausted at this energy.
The high-energy parameters have a large influence on the
magnitude of the resultant differential optical conductivi-
ty. The spectral features, however, are much less sensitive
to the choice of the extrapolation parameters. The
representative values for the high-energy extrapolation pa-
rameters are also given in Table I.
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where i,f designate band indices for filled initial and emp-

ty final states, respectively, Ef; =Ef E—;, and the matrix

elements are given by ~Mf;(k, co)
)

=
[ (@fg p ~ g,. ) ]

in the nonrelativistic approximation. Figure 5 shows the
a i(co)'s computed by Koelling et al. for the direct-
transition model using constant-matrix elements (dashed
line), and the indirect model (dashed-dotted line) along
with the experimental results (solid line) from Ref. 11. In
order to see what we should expect for ho i corresponding
to the disorder-induced wave-vector-nonconserving optical
absorption, we evaluate two quantities as a function of
photon energy in Fig. 6; that is, (a) the difference between
the results of indirect- and direct-transition model calcula-
tions, ho i ——o i(indirect) —,o i(direct), and (b) the difference
between the indirect-transition model calculation and the
experimental result, her

&
——o i(indirect) —o i(experiment).

The meaning of the latter quantity, (b) may not appear as
straightforward as the former one, (a). The indirect
model completely neglects the wave-vector-conservation
selection rule, whereas the actually observed optical con-
ductivity of pure metal is expected to be governed to some
extent by the selection rule, including direct processes.
After introduction of a small number of impurity atoms,
we have "nearly direct" transitions —the wave vector has
still some meaning. It is not a total rejection of the direct
process implied by the convolution integral in the indirect
process. Nevertheless we can still expect that the differ-
ence between the calculated o i(indirect) and experimental
o i(pure) would suggest how and to what extent the optical
conductivity could change when the selection rule is re-
laxed upon introduction of impurity atoms. Since (a) is
regarded more complete and consistent in the framework
of the theoretical consideration, as compared with (b)
which is a semiempirical mixture of theory and experi-
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0.1—
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FIG. 4. Differential optical conductivity ho'~ ——cr~'""—o f""
obtained by Kramers-Kronig analysis of data in Fig. 1. The
dashed lines correspond to Drude contributions given by Eq. (5).

loys due to the presence af complex d bands with plenty
of structures in the density of states within the spectral re-
gion of interest. In the course of optical studies on Ni-
based alloys, we have pointed out the important role of
impurity-induced indirect transitions, i.e., wave-vector-
nonconserving transitions. ' We now examine whether
the same indirect optical processes can explain any part of
the spectral features in b,oi. In the following discussion,
we will utilize the results of the calculation of the optical
conductivity of molybdenum by Koelling, Mueller, and
Veal. " The calculation was based on the band-structure
computation by m.cans of the relativistic augmented-
plane-wave method. Two theoretical models based on the
band approximation were employed for the calculation of
the optical conductivity. The first, or direct-transition,
model ignores lifetime effects and assumes that wave-

vector (k) conservation is an important selection rule,
while the second one, called the indirect model, em-
phasizes such lifetime effects, ignores selection rules, and
depends on transition energies alone. In the indirect
model, assuming constant matrix elements, the interband
part of a.&(co) was found for the density. of states as

EF+~
vari(co) cc —f nf(E)n;(E %co)dE . — (6)

N F

2—

0 1 2 3 4 5 6

fin (eV)

FIG. 5. Interband optical conductivity of molybdenum, from
Ref. 11. The dashed line is a theoretical calculation based on
the direct model, using a constant-matrix element, and the
dashed-dotted line is based on the indirect model. The solid line
is experimental data.

Here nf and n;, respectively, refer to final- and initial-
state densities about Ez. In the direct-transition model
(interband absorption only), o &(co) is given by

2

ai(co)=pm iIi f iMf;(k, co)
i 5(Ef; fico)dk, (7)—

CO
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FIG. 6. Differences in optical conductivity calculated using

o~ s in Fig. 5. (a) ho.
~
——o.~(indirect) —o.~(direct) (b) ho

&

——o.~(in-

direct model) —o.&(experiment). These quantities are related to
the change in optical-absorption spectra caused by the introduc-
tion of disorder by alloying.

ment, one naturally expects that (a) should work better
than (b). However, upon comparison of Ao& in Fig. 6
with those in Fig. 4, one clearly sees that (b) in Fig. 6
reproduces the experimental spectral features (a pro-
nounced dip at 4. 1 eV and a smaller one at 2.2 eV) in Fig.
4 surprisingly well, while (a) in Fig. 6 does not. This
unexpected result can be understood as follows.

(i) The present one-electron energy-band calculation
gives sufficiently reliable results: The indirect model based
on the density of states alone reflects properly the case
when the wave-vector conservation rule is completely ig-
nored.

(ii) The direct model, on the other hand, does not satis-
factorily reproduce the overall spectral features in the
measured optical conductivity of molybdenum.

The second point does not necessarily mean that the direct
model itself is as unsatisfactory as it appears to be. Di-
pole matrix elements are notoriously difficult to calculate
accurately, and the problem is likely to lie in the matrix
elements. ' It is also recognized that, so far, the features
at 4.1 eV in Mo and 4.5 eV in Ni which are the most
prominent in the optical response are not well understood
from the band theory. "' Inclusion of dynamical corre-
lation may possibly improve the existing band-structure
calculations. '

It is to be noted that a model calculation of the quantity
similar to the above (b) has been shown to explain b,o.

~

spectra in Ni-based alloys also. ' A difference, however,
exists since the impurity-induced optical absorption re-

sulted in a positive ho.
& peak at 2 eV and a broad Ao i dip

around 4.5 eV in the case of Ni-based alloys, whereas we
only have dips or negative peaks in ho

&
for Mo-based al-

loys. The positive ha~ peak at 2 eV in Ni-based alloy cor-
responds to a pronounced peak in the optical conductivity
in the indirect model calculation, or more specifically, in
the calculated joint density of states in the minority-spin
band. ' Absence of a corresponding peak in the measured
conductivity of pure Ni implies that the indirect transi-
tions are suppressed by the dipole selection rule, which
can be relaxed by the introduction of disorder. This inter-
pretation leads to a positive b,o.

& peak at 2 eV as well as a
negative 50.

~ background elsewhere to obtain a system
sum rule. The negative Ao& peak around 4.5 eV in Ni-
based alloys seems to have a common origin with the neg-
ative ho'~ peaks in Mo-based alloys. The fact that these
peaks are negative implies that they are related to the
reduction of host ot. The reduction of the optical con-
ductivity of the host can come about for two reasons.
One is the decrease in host atoms, and a simple reduction
proportional to the host cri has been proposed. ' But this
carries with it the implication that the transitions are lo-
calized on the host atoms. The other is a selective reduc-
tion of the preexisting direct optical transitions. As we
saw, the direct transition model did not successfully fit
the experimental optical conductivity as a whole in the
case of pure Mo, but this does not exclude the possibility
that direct transition processes are involved somewhere in
the measured spectrum. Here we assume the existence of
direct optical transitions at 2.2 and 4.0 eV in the optical
conductivity spectrum of pure Mo. If we have direct
transitions and introduce some scattering centers, but not
many, it seems we can simulate the effect by increasing
the relaxation rate. This is what happens in the coherent
potential approximation (CPA) calculations —the bands
attain finite width from the imaginary part of the self-
energy. In this case we have broadening of the direct
transition peak, which results in a decrease in the optical
conductivity at the peak energy as well as a smaller in-
crease around. A closer look reveals that, actually, optical
transitions in pure Mo consist mainly of wave-vector-
conserving direct transitions at these photon energy where
we observe dips in ho. &. Since these direct transitions are
relatively suppressed by the introduction of disorder,
while the rest of the ot spectrum grows at large, we ap-
parently have negative peaks or dips in ho.

t at these pho-
ton energies. This argument can be substantiated by iden-

tifying the nature of these optical transitions, as follows.
According to Koelling et al. ,

"a weak shoulder in o.i ap-
pearing at 2.2 eV results from direct, transitions from
band 5 to band 6 along b, (transitions from the "lens" of
the Fermi surface). Also a pronounced peak at 4.0 eV in
o.

&
results from a direct Fermi-level transition along h.

Moreover, the absorption peak near 4.0 eV should persist
with the inclusion of matrix elements. The 4.0-eV peak,
attributed primarily to transitions from bands 3,4 to band
6 near 5, results from transitions originating at s bands,
which are strongly hybridized with overlapping d bands,
and terminating at d bands. The hybridized band has a
significant fraction of p character with the result that the
dipole selection rules for the 4.0-eV peak should be
reasonably well satisfied.

Therefore, as a result of the above comparison, the ori-
gin of the pronounced dip in ho.

~ at 4.1 eV and a smaller
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dip at 2.2 eV, which are commonly seen in Fig. 4, can be
unambiguously ascribed to the effect of the impurity-
induced-indirect optical transitions.

To see additional evidence for the impurity-induced-
indirect transition and to examine the possibility of inter-
preting the spectral features below 2 eV in terms of the
rigid-band model, the experimental result on optical prop-
erties of Mo-Nb alloys by Black et a/. is useful. In Fig.
7, the solid line reproduces a part of their difference spec-
tra for ho i ——o i(Moo sNbo 2) —cri(Mo). First, it should be
noted that similar spectral features to our hoi, i.e., pro-
nounced dip at 4.1 eV and a smaller one at 2.2 eV, were
observed irrespective of different impurity species.
Secondly, the spectral features of ho i below 2 eV, on the
other hand, seem to be sensitive to impurity species, indi-
cating that this low-energy portion of the Seri spectra is
caused by different mechanisms.

We next examine what the rigid-band model predicts
for the optical properties of this alloy system. The rigid-
band model calculation by Pickett and Allen' for the case
of 20 at. % Nb in Mo is plotted by the dashed line in Fig.
7. Upon comparison with the experiment, we must admit
that the negative conclusion by Black et al. is inappropri-
ate. ' Actually, as is sho~n in Fig. 7, the rigid-band
model calculation by Pickett and Allen reasonably ex-
plains the spectral features of the measured b,o& below
2 eV. Interestingly, a similar comparison for ho i=o'i(Nbo sMOO 2) —lTi(Nb) also sllows 1'casoilablc agi'ce-
ment between theory and experiment. Thus the agree-
ment between measured and calculated differences in opti-
cal conductivity is found to be much better than conclud-
ed in Ref. 4 at both the Mo-rich and Nb-rich ends of the
system.

Another useful test of the rigid-band model is as fol-
lows. As was discussed by Beaglehole and Hendrickson, '

if b, (fun) is an energy shift, then a ho =—[do'i /
d(fico)]h(fm) will result. Figure 8 shows der'i /d (fico) for
pure Mo. We are now concerned with a der'i /d (fuo) peak
around 1.5 eV in Fig. 8, which is related to the absorption
edge near 1.5 eV in Fig. 3. According to Koelling
et al. ,

" the abrupt absorption edge near 1-.5 eV is present
in both direct and indirect models. For the indirect
model, the edge largely results from a peak in the density
of states about 1.5 eV below E~ coming from the region
of the Brillouin zone near I . For the direct model, transi-

I I I I

Q t 2 3 '4 5 6
5(d (eV)

FIG. 7. Differences in optical conductivity
huq ——o~(Moo SNbo 2)—o.~(pure Mo) as measured (sohd hne) I
Ref. 4, and calculated (dashed hne) in Ref. 12.

I I I

O I 2 3 4 5 6

0@ (eV)

FIG. 8. First derivative of the interband optical conductivity
of molybdenum calculated using the dashed-dotted line in Fig.
3.

tions from this peak in n;(E) are not so important. How-
ever, additional large contributions come to o &(co) at this
energy from transitions between bands along b, (also
bands along X) which are nearly parallel over an extended
region of the Brillouin zone. Upon alloying with Re or
Os, additional electron density shifts the Fermi surface to
higher energy in the rigid-band model. Thus in the in-
direct model a transition to the Fermi level would show a
distinct blue shift and therefore a negative ho i peak near
1.5 eV. On the other hand, in the direct model, transi-
tions between nearly parallel bands predict only a small
red shift and thus a small positive ho i peak near 1.5 eV.
The observed negative peak in 50 ~ at about 1.S eV in Fig.
4 for MoRe and MoOs is consistent with the rigid-band
picture if the indirect-transition model is applicable. It
would also be helpful to look into the case where the elec-
tron density is reduced upon alloying with elements locat-
ed on the opposite side of the Periodic Table. Since exper-
imental efforts to obtain optical data for MoTa or MoHf
have been unsuccessful, we refer again to the MoNb data
in Fig. 7. Although slightly shifted to lower energy, hai
around 1.5 eV shows clearly a positive peak, which is in
accord with the rigid-band-model prediction within the
framework of thc indirect model of optical transition.
Thus the b,oi structure around 1.5 eV in various Mo-
based alloys are shown to behave consistently with the
rigid-band-model prediction based on the indirect optical
transition. This, in turn, supports the applicability of the
indirect transition model to the optical absorption of Mo
around 1.5 eV. That is, the sharp absorption edge near
1.5 eV in the optical conductivity of pure Mo results
mainly from the indirect transitions originating from a
peak in the density of states around 1.5 eV below the Fer-
mi level.

Finally, we would like to point out that, in principle,
the wave-vector nonconserving optical absorption should
also be induced by the disorder due to thermal phonons.
This point can rea,dily be verified by looking into the ex-
perimental results of thermoreflectance measurements. In
Fig. 9 thermomodulation spectra measured by Colavita
et al. ' are shown for pure Mo and Moo 8Nbo z alloy in
terms of ho i. Two distinct negative peaks for pure Mo
indicated by arrows in Fig. 9 apparently correspond to our
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tion spectrum will broaden, simply because it is a deriva-

tive spectrum.

IV. CONCLUSION

0.2

(eV)

FIG. 9. Thermomodulation spectra 50.~ for pure molybde-

num and a Mo-rich Mo-Nb alloy, from Ref. 5.

4.1- and 2.2-eV dips in Fig. 4. Therefore, these structures
are considered as arising from wave-vector-nonconserving
optical transitions induced by thermal disorder, indicating
that this mechanism is also important in the analysis of
thermomodulation spectra. It is interesting to note that
these peaks are less pronounced in the spectrum for
MOQ sNbQ Q' alloy, ' indicating that the effect of thermal

phonons to induce wave-vector-nonconserving optical ab-

sorption is much smaller in alloys where disorder by im-

purity atoms already exists. The last point, however,
should not be taken as a unique interpretation, since if
there is any broadening of the energy eigenvalues by any

means, including impurity scattering, the thermomodula-

We have shown that the differential optical conductivi-

ty of Mo-based alloys provides a sensitive probe to mea-

sure the change of electronic structure of Mo upon alloy-

ing. Calculations of differential optical conductivity
based on both indirect- and direct-transition models were

compared with the observed differential conductivity.
The impurity-independent negative peaks at 4.1 and 2.2
eV in the differential optical conductivity are shown to re-

sult from the change in the optical conductivity caused by
the impurity-induced wave-vector-nonconserving optical
transitions, indicating that the pronounced peak near 4.0
eV and a shoulder at 2.2 eV in the optical conductivity of
pure Mo consist mainly of direct transitions. Similar
structures are also shown to exist in the thermomodula-
tion spectra for pure Mo. ' The impurity-dependent
structure around 1.5 eV is shown to be consistent with the
rigid-band model, which suggests that the absorption edge
near 1.5 eV in pure Mo results mainly from indirect opti-
cal transitions originating from a peak in the density of
states about 1.5 eV below Ez. This interpretation is also

shown to be consistent with the results for Mo-Nb alloys.
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