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Coupled-cluster approach to electron correlation in one dimension:
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The many-electron correlation problem for metalliclike systems with Born —von Karman boun-

dary conditions, as modeled by the cyclic polyene Pariser-Parr-Pople and Hubbard Hamiltonians, is
examined over the entire range of the coupling consta, nt using the coupled-pair (CP) many-electron
theory based on the exponential-cluster ansatz for the exact wave function. It is shown that the
standard CP theory breaks down not only in the highly correlated, but even in the intermediately

correlated, regions, and the nature of its singular behavior in these regions is examined. This break-
down is linked with the increasingly important role played by the connected quadruply excited clus-

ters, which invalidate the basic assumption of the CP theory, as the highly correlated limit and/or
the extended character of the model are approached. The contribution from the quadruply excited
clusters is then taken into account using the new version of the approximate coupled-pair theory
corrected for connected quadruply excited clusters, called ACPQ. This approximation is almost
identical with the standard approximate coupled-pair {ACP) -theory approach, in which only factor-
izable (with respect to hole pairs) nonlinear terms are retained, and differs from it only by a numeri-
cal factor associated with one of the nonlinear diagrams. It is shown that the ACPQ not only re-
moves the singularities and associated convergency problems of the standard CP approaches, but, in
fact, provides excellent quantitative results over the entire range of the coupling constant, yielding
the exact correlation energy in the strongly correlated limit.

I. INTRODUCTION

The problem of electron correlation in extended one-
dixnensional systems has received the continuous attention
of solid-state physicists, theoretical chemists, and
mathematical physicists alike ever since the early days of
quantum mechanics. Initially, the main reason for the
study of such systems was their greater simplicity as com-
pared to their three-dimensional analogs. This, in turn,
often enabled the exact solution to be found by exploiting
some very elegant mathematics, so that these systems be-
came of interest per se for mathematical physicists. ' The
one-dimensional models can often shed useful light on the
corresponding three-dimensional problems, even though,
more often than not, the basic physical phenomena in
one-dimension are radically different from their three-
dimensional counterparts. ' Interested readers can find a
vast amount of literature on various one-ditnensional
model systems as well as some excellent monographs'
and proceedings of specialized meetings.

A renewed interest in these systems was stimulated by
the synthesis of polyacetylene films, the highly anisotro-
pic electric conductivity of which can be changed by al-
most 20 orders of magnitude by doping with small
amounts of oxidizing agents, and which possess a num-
ber of very fascinating optical, electric, and magnetic
properties. ' Even though the initial 'model explaining
some of these properties was based on a strictly one-
electron model, the importance of electron correlation in
these systems was recognized long ago in connection with
the optical - properties of linear polyenes. ' Recently,
this problem was examined by many authors, exploiting

very diverse methods for the handling of electron correla-
tion, particularly in connection with the so-called Peierls
instability or chain-dimerization problems. ' A major-
ity of these studies exploited semiempirical model Hamil-
tonians, either of the Hubbard or Pariser-Parr-Pople
(PPP) types (cf., e.g., Ref. 17), and examined both finite

,and infinite variants of the cyclic or linear polyene
models. In fact, as a number of studies indicate, there is
little difference between the finite and infinite models, the
former ones reaching the "saturation" limit rather quickly
with their increasing size. ' ' 0 Recently, these systems
were also examined at the ab initio level, be it simple
chains of H atoms or more realistic linear polymer
models. ' Several of these investigations went beyond
the independent-particle [Hartree-Fock (HF)] approxima-
tion, primarily exploiting finite-order perturbation
theory, and very recently the multiparametric alternant-
molecular-orbital (AMO) method. For the semiempiri-
cal Hamiltonians a number of other techniques have been
also employed. In particular, several authors" ' ' '

start from the homopolar valence-bond (VB) picture,
which is most appropriate for the fully correlated limit,
even though the ionic VB states become more and more
important as the intermediately correlated region is ap-
proached. However, in contrast to the three-dimensional
electron-gas problem, where a number of various infinite-
order perturbation-theory approaches, ranging from the
random-phase approximation (RPA) to the approximate
coupled-cluster (CC) approach, have been successfully ap-
plied, ' no papers exist exploiting the infinite-order
techniques in one-dimension. The reason for this fact
probably lies in the truly singular character of the one-
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dimensional correlation problem, in which the electrons
are subject to "head-on" collisions and which causes vari-
ous divergence or singularity problems when standard ap-
plications are made, as we shall see below. Only a very re-
cent development in the coupled-cluster approach en-
abled us to better understand this model and to overcome
these divergence and singularity problems.

In this paper we first apply the standard coupled-pair
many-electron theory (CPMET), ' briefly outlined in Sec.
II, to the linear metallic chain, modeled by the cyclic po-
lyene semiempirical Hamiltonians of both PPP and Hub-
bard type, which are described in Sec. III. It is shown
that the CPMET suffers from a singular behavior (Sec.
IV) when the length of the chain becomes large, or for
chains with 14 or more sites, when the strongly correlated
limit is approached. The full range of the coupling con-
stant is always considered. We next examine the nature of
this singularity in Sec. V, while Sec. VI contains the re-
sults which, in addition to the pair clusters, also account
for quadruply excited connected clusters using the tech-
nique described in greater detail in Ref. 30. This new
method, which is computationally almost identical with
the approximate coupled-pair (ACP) approach, yields
excellent results over the entire range of the coupling con-
stant and becomes exact in the fully correlated limit for
both the PPP and the Hubbard Hamiltonians. In Sec. VII
these results are discussed from the viewpoint of the gen-
eral correlation problem in one-dimensional systems. The
essential role played in these systems by the connected
quadruply excited clusters is clearly shown, and the new
ACPQ (denoting the new version of the approximate
coupled-pair theory corrected for connected quadruply ex-
cited clusters) technique which accounts for their effect is
tested on this very challenging model.

II. COUPLED-CLUSTER FORMALISM

We now briefly review the notation and formalism of
the CC theory as needed in this paper. The essence of the
CC approach is to exploit the logarithm of the wave
operator, called the cluster operator, thus transforming
the multiplicative wave-function structure into the addi-
tive one. Since the wave operator is then represented by
the exponential map of the cluster operator, we are
guaranteed the correct particle number X dependence
even when the cluster operator is arbitrarily truncated to
the one-or two-body, or, generally, low-order terms. Such
a truncation will, of course, be physically meaningful only
when the higher-order components can be successfully
represented as products of lower-order clusters, which
arise via the exponential map. Assuming such a trunca-
tion to be viable, one derives the set of (generally) non-
linear CC equations determining the low-order cluster
components. These equations essentially represent the re-
cursion formulas for the generation of relevant diagrams
of many-body perturbation theory (MBPT), whose contri-
bution is then automatically summed to infinite order by
solving the CC equations. The exponential structure of
the wave operator was discovered by Hubbard and
Hugenholtz, and- its exploitation in the nuclear correla-
tion problem was suggested by Coster and Kiimmel.

The general equations for CC components, in a form par-
ticularly suitable for the atomic and molecular many-
electron correlation problem, were given by Cixek. '
During the past decade a number of important develop-
ments contributed to a better understanding, and the ex-
tension, of the CC approach, as well as to its efficient
computational implementation, and their exposition may

, be found in numerous reviews or even monographs.
We thus restrict our attention to those closed-shell ap-
proaches which are employed in this paper.

Starting with some independent-particle-model (IPM)
single determinantal state

~
4&, we write the exact state

~

4& in the cluster-expanded form (using the intermediate
normalization (4

~
@&= I)

Using the second-quantization formalism, the i-times-
excitmi (ith-order or i-body) cluster component T~ can be
expressed through its matrix elements as follows:

X g (X'„,X, .),
j=1

(2)

(3)

which we have written in the normal product form3' 6

with he designating the correlation energy (relative to the
IPM energy). We assume that the Hamiltonian of the
closed-shell system considered is spin independent and
contains, at most, two-body interactions, i.e.,

H~=g &tt!f!b &N[E.bl
a, b

+ g (& b ~U ~~ d&N[E Ebd]
a, b, c,d

(4)

where the N product is defined with respect to
and the orbital unitary group generators E,b are given
b 47

E b=+X ~b

assuming that the spin orbital
~

A & can be written
as a simple product of the orbital and spin states,

~
A &

where X~ (Xz) designates the creation (annihilation)
operators associated with an orthonormal spin-orbital set
I ~

A & I. This set consists of a disjoint union of the hole

I ~A;&} and particle I ~A'&} spin-orbital subsets, the
former determining the IPM reference state

~
4&=Q.X~. ~0&, with ~0& designating the true physi-

cal vacuum state.
The CC equations determining the cluster components

T; (that is, the matrix elements

( A ', . . . , A'
i t; i

A i, . . . , Ag &)

are then obtained by employing the cluster ansatz, Eq. (2),
in the time-independent Schrodinger equation,
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= ~Q& ~o), o=+—,'. The one-electron matrix elements

are defined by

&Q If lb&=&Q I~ Ib&+X

of the tz matrix elements, we can simply label them [or
thc corrcspond1ng unnorIDa11zcd v2 matrix elements, Eq.
(Al)] by I; (i =1, . . . , m), where m is the number of
linearly independent pair clusters considered. The CCD
equations can then be cast into the following simple form:

—(Q,ci (
u [ ci,b)), (6) aI +&IJ.tj+CIJk tj tk =0 ~ (10)

the sum extending over the hole-state orbitals (dis-
tinguished by subscripts from the particle labels, which
carry R sllpci'script).

Substituting the cluster expansion, Eq. (1), into Eq. (3),
and exploiting the time-independent diagrammatic for-
malism, we obtain

[H~exp(T)
~
4) ]c——b,e

~
4),

where the subscript C indicates that only connected dia-
grams ax'e to be consideIed. Projecting this equation onto
the IPM state

~
@),we obtain the correlation energy ex-

PI'CSS1OQ

EC=(4
~
HIvexp(T)

~
4)c——(4

~
H~( , T I+TI—)

~
N)c,

and the energy-independent CC equations follow from a
siinilar projection onto the appropriate manifold of ~-
times-excited configurations

~
41"'),

(4,'"'iH~exp(T)
i
@)c——0, a=1,2, . . . , k . (9)

S111cc tllc pail clustcls T2, wlllcll already appeal' 1Il flrs't-
order MBPT, play the most important role, the commonly
used truncation scheme is to assume that T=T2 (or
T=T, +T2 if the Ti are not negligible). The coupled-
pair many-electron theory (CPMET), or simply CCD
(coupled clusters with doubles), equations ' ' determin-

1ng thc T2 coIDponcnt arc then obta1ncd by considering
the doubly excited manifold [ ~

4I ') I in Eq. (9).
We shall find it particularly convenient to employ the

so-called orthogonally-spin-adapted form of the CCD
cquatlons 1Il %'hich the pa1r-clustcI matrix elements as
well as the projection in Eq. (9) are defined with respect to
an orthogonal set of singlet pp-hh coupled biexcited con- .

figurations,

where the subscripts S (S=0,1) designates the inter-
mediate spin of pp (hh) pairs. These configurations,
as well as the corresponding t2 matrix elements,
(Q,Q

l
f2 i

Q i,Q2 )s, possCSS very SIIIlplC Rnd desirable
properties given by Eqs. (22), (23), and (29)—(31) of Ref.
50. The explicit form of the CC equations in
orthogonally-spin-adapted form is most simply derived by
apply]tng the diagramIDatic t1IIlc-1ndcpcndcQt tcchnlquc
combined with graphical methods of spin algebras (cf.,
e.g., Refs. 45, 49, and 51). For convenience and for pur-
poses of further discussion, the relevant orbital diagrams
and orthogonally adapted CCD equations are given in
Appendix A. Assuming some fixed but arbitrary ordering

RssllII1111g fhc suII1I11atlo11 is ovcl repeated IIldlccs. Thc
coefficients Q;, b;1, and c;Jk

——c;kj are given by the expres-
sions of Appendix A in terms of one- and two-electron in-

tegrals (Q
~ f ~

b ) =5,bc, and (Q,b
~

u
~
c,d ), respectively,

defined in terms of the orthonormal HF (or, generally,
IPM) molecular-orbital basis.

Neglecting the nonlinear part (i.e., setting c,zk
——0) in

Eq. (10), we obtain the linear version of the coupled-pair
theory designated as thc I -CCB apploach. Thc rclatlon-
ship of this approximation with the configuration-
interaction approach limited to biexcited configurations
(DCI) was studied ill detail 111 Rcf. 52.

We shall also consider an approximation in which
only the nonlinear diagrams 4 and 5 [cf. Fig. 10(c) in Ap-
pcnd1x A], namely fl1osc wlllcll facforlzc wlfll respect to
hole pairs, are considered. This approximation, referred
to Rs fhc ACP-D45 (RpproxiII1Rtc coUplcd pairs wlfll dlR-
grams 4 and 5), or simply the ACP, approach, was shown
to yield results very close to the full CCD approach in
both semiempirical and ab initio ' applications. In
fact, this approximation provides results which are usual-
ly better than the full CCD approach, particularly in
quasi-degenerate situations. This fact was recently ex-
plained by cons1dcriIlg thc colrcctloIls to thc CCD equa-
tions accounting for the effect of connected tetraexcited
clusters, which effectively eliminate the contribution from
the first three nonlinear diagrams (D123) [Fig. 10(c) in
Appendix A]. These corrections are given by the term

A'" = & e I2'
~
H„T„~C )c,

which is neglected in the CCD approach, and we have es-
timated its contribution by approximating the T4 ~4}
component by thc connected quadruply cxcltcd com-
ponent which is contained in the unrestricted Hartree-
Fock (UHF) wave function or some of its projected ver-
sions, such as the projected Hartree-Fock (PHF) or the
alternant-molecular-orbital method. One can, in fact,
exploit the general structure of the UHF solution to derive
the general form of an approximation for A' ' (Ref. 30).
This approximation would be exact if the UHF wave
function were exact. The resulting approximate coupled-
pair procedure, which thus approximately accounts for
connected quadruple clusters, is designated as the ACPQ
approach, and is found to be almost identical to the
ACP-045 approach mentioned above, except for the
numerical factor of 9 associated with the diagram 5 [Fig.
10(c)] contribution to those CCD equations, which are ob-
tained by the pI'ojection onto doubly excited configura-
tions with intermediate triplet couphng of hh and pp
pairs. [Note that in these CCD equations diagram 5 gives
a nonvanishing contribution only to products of triplet
coupled cluster components, as follows immediately from
the last term in Eq. (A5), in which S appears in every r2
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term ]. We shall see that this modificationof the CPMET
or the CCD approach, which accounts for the T4 com-
ponent, will prove to be of the utmost importance for the
applications of the CC approach to cyclic polyenes and to
highly degenerate situations in general.

III. CYCLIC POLYENE MODEL

We consider the cyclic polyenes CNHN with the nonde-
generate ground state (N =2n =4v+2, v= 1,2, . . . )

described by the model Pariser-Parr-Pople Hamiltonian59

H~,
1H„=g zi,„Eq„+—, g y~,(EppE 5q+p—„),

P, V

where the orbital unitary group, U(N), generators E„„are
defined by Eq. (5) and the creation and annihilation
operators of the second-quantization formalism are de-
fined on a minimum basis set of atomic spin orbitals

I p, o & =
I p &

I
0 &, p =0, 1, . . . , N —1, o = + —,', localized

on the vertices of the regular N gon. Th-is Hamiltonian
results from the general m-electron Hamiltonian by invok-
ing the approximation of zero differential overlap, so
that only two-center Coulomb-type two-electron integrals
survive. Like all semiempirical Hamiltonians, it is de-
fined directly by specifying the one- and two-electron ma-
trix elements z& and y&„, respectively, rather than by
selecting the spin-orbital basis I I p, o.

& I as is done for ab
initio model Hamiltonians.

For the one-electron matrix elements the tight-binding
approximation is employed, so that in view of the D~k
symmetry of our model, we have that

yoo ——10.84 eV,

y„=e /(R»+a), a =e /ypp

(13)

where Rz, is the internuclear separation between the sites

p and v. The nearest-neighbor site separation is taken to
be 1.4 A. For the Hubbard model, in which only on-site
interactions are allowed, we have simply

'Ypv=l~pv ~ (14)

with y=5 eV (roughly equaling the ypp —ypi difference
for the PPP model Hamiltonian; cf. Ref. 61). The
geometry of our model again implies that

(15)VPV X@+K,V+K 70, P —V '

Including the internuclear repulsion term g„„y»,
we can write the Hamiltonian (11}in the following simple

fm:

where n.z ——Ezz is the pth-site occupation-number opera-
tor.

The Hartree-Pock molecular orbitals
I
k &, k =0,

1, . . . , N —1, are given by Bloch's theorem,
Ã —1

I

k&=N ' ' g exp(i~kp) Ip&, co=2m/N (1. 7)
p=O

and the corresponding one- and two-electron integrals
take a very simple form when transformed to this basis,
namely (cf. e.g. , Ref. 21)

H =Pg (E& &+ ~
+E& &+ i )+ —, g y»(n& —1)(n„—1),

P P, v

(16)

zpq ——zp =0, z„~+i
——P,

z&
——0 otherwise,

(12) & k
I
z

I
l & =2p 5kicos(mk),

& k I
I

U
I

k' I'&=«k k')5k+I—k'+1

where

(18)

(19)

N —1

K(k) =K( k) =N ' g —yp~exp(icokp),
p=O

k =0, 1, . . . , n (20)

with all indices or arguments taken mod X. The Hartree-
Fock orbital energies ek are

ek =
& k

I f I
I &&kt =2P cos(cok)+NK(0} QK(k —

k )),—
k)

(21)

where the summation extends over the occupied (hole) or-
bital set labels k1,

—V(k1 & V, (22)

defining the HF sea. Thus, the Bloch orbitals (17) are
pairwise degenerate, Ek =E' k =—6'N k except when k =0
or n. We also note that the exact solutions for the first
two members (N =6 and 10) are available, ' as well as
those for both the Hubbard finite and infinite models.

' In addition to the spatial CN or DN~ symmetry, these
models also possess the hole-particle and so-called alter-

with all indices understood to be taken mod N and where
zero of the energy scale is chosen by setting zp ——0. The
one-electron component of H is thus proportional to the
resonance integral P, whose reciprocal value can be inter-
preted as the coupling constant for this model. Conse-
quently, varying the resonance integral p from zero (fully
correlated limit) to large negative values ( —5 or —10 eV
in practice, weakly correlated limit), we can examine the
entire range of the correlation effects. Obviously, the
strongly (fully) correlated limit (P=O) corresponds to the
low-density (or strong-coupling, r, ~ 0D ) regime, using the
parlance of the electron-gas model, and, conversely, the
weakly correlated limit ( —P—+ca) corresponds to the
high-density ( r, ~0) limit. The physical (spectroscopic)
value of the resonance integral p for the Coulomb integral
approximations used below is about —2.5 eV.

We use the Mataga-Nishimoto parametrization for
the two-electron Coulomb repulsion integrals y&„ in the
PPP model, with the one-center integral y00 defined
through the difference between the valence-state ioniza-
tion potential and electron affinity (so-called I Aap-—
proximation },so that
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FIG. 1. Schematic representation of the Bloch-orbital label-
ing, corresponding one-electron energies, and hole-particle (h-p),
complex conjugation, and alternancy symmetries as represented
by reAections in the x axis, y axis, and the origin, respectively.

nancy symmetries. ' ' The natural label for the symme-

try species of the Cz subgroup is the quasimomentum k
labeling Bloch orbitals, Eq. (17). Since the Bloch orbitals
(17) are completely determined by the symmetry for our
models, with each Bloch orbital spanning one irreducible
representation of C&, they are simultaneously both the
HF and Brueckner (maximum-overlap) orbitals. Conse-

quently, all monoexcited Ti clusters, which are invariably
associated with a nonzero quasimomentum transfer, must
vanish, since our cyclic polyene models have a nondegen-
erate totally symmetric ground state which is character-
ized by zero quasimomentum. Thus the CCD approach
is, in this case, equivalent to the CC with singles and dou-
bles (CCSD) approach. However, triexcited or higher
odd-number-of-times —excited clusters do not necessarily
vanish and do give a nonvanishing contribution to the
correlation energy.

The pair clusters must also be associated with an
overall zero quasimomentum. In view of the cyclic sym-

metry the n dependence for the number of all biexcited
configurations (or pair clusters) reduces to the n depen-
dence since a general tz matrix element with a vanishing
quasimomentum has the form

a'+k &s (23)

where ai ——a' —k and az ——a +k must be hole labels
(mod N), i.e., —v&a; & v, i =1,2. Each such matrix ele-
ment is uniquely specified by the virtual orbital labels
a', a and the quasimomentum transfer k (together with
the intermediate-spin label S, of course).

In order to exploit the p-h and alternancy symmetries,
we represent Bloch orbitals by the vertices of a regular
N-gon with its center at the origin of a Cartesian system
(cf. Fig. 1), also displaying the orbital degeneracies since
the ordinates of each vertex give corresponding one-
particle energies, Eq. (18). The h-p pairing then corre-
sponds to a reflection in the horizontal x axis, while the

mk =[—,(k + 1)]—k'(2k'+ 1),

k'=k —v —1 (k) v+1) .
(24')

The total number of singlet coupled (S =0) t2 matrix ele-

ments, m~+ 0~, which follows from this enumeration is

n

~ (g O)
— P?lk

k=1
(2S)

with mk given by Eqs. (24} and (24') (see Table I}. The
triplet coupled pair clusters are fewer in number since
both hole and particle labels must be distinct (a'Aa,
a&&az) (see Table D. Further reduction is then possible,
exploiting fully the alternancy and orbital-conjugation
symmetries by simply carrying out both symmetry opera-
tions on each listed element and searching for duplica-
tions. An efficient indexing scheme for the pair clusters
can then be developed using the above-listed enumera-
tion. ~ The resulting number (and, in fact, an actual list)
of independent pair clusters for both spin couplings, as
well as their sum mT which gives the order of the system
of CCD nonlinear equations (10), are listed in Table I for
the first seven polyenes. It can be shown that, in the limit
of N =2n ~ 00, the number of zero-quasiinomenturn biex-
citations will vary as —', n . Exploiting all the available

y-axis reflection is associated with complex conjugation.
The alternancy conjugation results in the multiplicative
phase factor exp(icon@)=( —1)& applied to each Ip)
atomic orbital in each Bloch orbital, Eq. (17), which
changes the signs of all the odd coefficients. This opera-
tion clearly corresponds to the operation of inversion in

the origin using the representation of Fig. 1. Equivalent-

ly, the alternancy conjugation corresponds to adding the
maximal quasimomentum transfer k =n to the orbital la-

bel. These additional symmetries can further reduce the
number of independent tz matrix elements (they cannot,
however, change their cubic dependence, but only to lower
the multiplicative coefficient at n 3).

We have exploited'all available symmetries by first sys-

tematically enumerating the elements (23) for each quasi-
momentum transfer k while deleting duplications
which follow from the p-h conjugation. Thus, for
k=1,2, . . . , v+1 the virtual pairs a', a will range from
a'=v+1 to a'=v+k (or a'=v+r+1 if q=r and k is

odd) with a given by a =v+n —q, for each

q=0, 1, . . . , r, with r=[—,'(k —1)] (here, [x] designates

the integer part of x). For each k ( k & v+ 1), we thus ob-

tain mk matrix elements,

mk ——[—,
' (k + 1)], k = 1, . . . , v+ 1 .

For quasimomentum transfers k, k ~ v+1, the above list
will partially duplicate already listed elements (e.g.,
(v+1, 3v+1

I t2 I

—1, 1)s, with k =v+2, is equivalent
to (v+1, 3v+1

I
tq

I
1, —1)s with k=v). We can elim-

inate these duplications by ranging a' from a'=max(v
+1,v+2k+n —q) to a'=min(v+k, n+v —q) (or,
again, a'=v+r+1 if q =r and k is odd), with
az=n+v —q, q =0, 1, . . . , r=[ 2 (k —1)]. Thus, for
each k =v+2, . . . , n we now have only mi. t2 elements,
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TABLE I. Dimension of the pair-cluster manifolds for cyclic polyenes C~H~, N =4v+2, with vari-
ous degrees of symmetry adaptation. The number m(s o& gives the dimension of biexcitation manifold
with singlet intermediate coupling which follows from the enumeration given by Eq. (25), while m[s o&

and m&s ]& are dimensions for singlet and triplet intermediate couplings, respectively, when all the
available symmetries of the PPP cyclic polyene model are exploited. The last row gives the total num-
ber m~ of t2 matrix elements, mT ——m&s o)+m&s ~], and thus the order of the system of CCD equa-
tions, Eq. (10).

m&s=o&

m&s=o&

m&s=j)
mT

10

16
14
8

22

14

38
30
20
50

18

75
55
40
95

22

131
91
70

161

26

210
140
112
252

30

316
204
168
372

symmetry yields an additional factor of —,', so that the
overall number of totally symmetric biexcitations varies as
n /6.

The above-listed symmetry properties will also simplify
the CCD equations (A2)—(AS). Roughly, each rz matrix

element will eliminate one orbital summation. This par-
ticularly facilitates the computations of the nonlinear part
since it reduces the fourfold summations in Eq. (A5) to
only twofold sums. For example, the most laborious
first term in Eq. (A5), which we write schematically as

b), b2, b),b2

&b'i, bz
I

U
I
bz', b i'

& g G(S,S'i, &)&a i'» i'
I rz I

a' b i &s&az»z'
I
rz

I

a„-',bz &s
S,S',x

(26)

where G (S,S',K) designates the remaining S-, S-, S'-, and ~-dependent factors, reduces to

&bi, bz I" lb'»i'& g G(SS',i~)&ai'»I' lrz la'»'i &s&az' bz' lrz a —,bz&s' (26')

b j,b2 S,S',z

where

bI'=a„'+b'i —aI'(modN), bz' ——a„'+bz —az'(modN) .

(26")

Extreme care, however, must be exercised when apply-
ing various approximation procedures while employing
the symmetry simplifications indicated above. For exam-
ple, it is immediately obvious that the nonlinear diagrams
3 and 4 [Fig. 10(c)] are related by hole-particle symmetry
(i.e., the reversal of the orientation of each fermion line
transforms one into the other). Now, for the cyclic po-
lyene model, which possesses h-p symmetry, both dia-
grams 3 and 4 [Fig. 10(c)] yield identical contributions.
Now, if we apply the ACP approximation, for example, in
which only diagrams 4 and 5 [Fig. 10(c)] are considered,
this p-h symmetry will be broken. Consequently, an ex-
ploitation of h-p (or, closely related to it, alternancy) sym-
metry in our calculations would lead to an incorrect re-
sult. An obvious way to circumvent this problem is, of
course, to ignore the alternancy or p-h symmetries and to
exploit only the spatial symmetry. We have found, how-
ever, that an almost equivalent result (up to at least three
decimal figures in the strongly correlated limit and to
seven decimal figures in the weakly correlated region) is
obtained when keeping other than spatial symmetries
(thus reducing the order of the problem by roughly a fac-
tor of 4), but replacing each diagram contribution by its

average over all the configurations which are generated
from those appearing explicitly by the p-h and alternancy
conjugations. In this way the maximal symmetry reduc-
tion can. still be exploited even when the approximate
ACP and ACPQ approaches are used.

IV. COUPLED-PAIR RESULTS

We have written a special-purpose program, exploiting
all the available symmetries of the PPP cyclic polyene
models, along the lines outlined in the preceding section.
This significantly reduces the computational complexity,
so that even for a fairly large cycle such as N=22 po-
lyene, the order of the CCD equations was only 161.
Thus, the linear system of the L-CCD equations was
solved using the Gauss elimination algorithm, and a stan-
dard Newton-Raphson procedure [cf., e.g., Appendix B of
Ref. 33(a)] was sued to solve the nonlinear CCD system,
Eq. (10). In normal cases, only three or at most five
Newton-Raphson iterations were needed to obtain at least
the seven-figure accuracy.

As we have shown earlier, the L-CCD approximation
breaks down when the lowest-lying canonical biexcitation
becomes degenerate with the reference configuration.
For the cyclic polyene models this will invariably happen
when we approach the strongly correlated limit, and the
critical value of the coupling constant for this to happen
is given by the resonance-integral (P) value which makes
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the matrix B=~~b,j. ~~
singular. Since the resonance in-

tegral P occurs only linearly in the diagonal terms, it is

easy to find this critical value, P, , by diagonalization
[cf. the Appendix of Ref. 18(a)]. Of course, we can also
simply interpolate to find P," for which the lowest
eigenvalue of B vanishes. This critical value P, of the
resonance integral is shifted towards the weakly correlated
limit with increasing polyene size N (cf. Fig. 2). Thus,
while the L-CCD approximation can provide reasonable
values of the correlation energy for the intermediately
strong coupling in small rings (cf. Tables II—V), it will in-
variably break down, even in the intermediately correlated
region, as N~ac (cf. Figs. 3—6). Moreover, higher and
higher eigenvalues of B will cross zero and become nega-
tive as P—+0 or as N~ ac (cf. Fig. 2), so that the L-CCD
approximation will possess a highly singular character in
the crucial intermediate- and strong-coupling regions.
For the smallest ring (N =6), at most two roots of B can
vanish as P~O, namely at P, = —0.79 eV and

P, '" = —0.37 eV. Dependence of the first few critical
resonance integral values on X is illustrated in Fig. 2.

Consequently, the L-CCD approximation, which is
equivalent to the infinite-order MBPT with doubly excit-
ed intermediate states (cf., e.g., Ref. 52), called D-
MBPT( ac ), will not be usable even as the first approxi-
mation in solving the nonlinear CCD equations. In fact,
already at about P= —1 eV (for N=6), the Newton- .

Raphson procedure does not converge when the L-CCD
solution is used as the starting iteration. In such cases,
one has to use either the second-order perturbation-theory
result (given simply by t; -a; /b;; ) or the D-CI (configura-

1.5
pl-ccD

C

(eV}

tion interaction restricted to doubly excited configura-
tions) result [obtained by diagonalizing the B matrix bor-
dered with (O, Lr) and (O,a)", a= ~(a;~ ~, as the first row
and column; cf. Ref. 52] as the starting iteration. Even
this remedy may fail in the strongly 'correlated limit, par-
ticularly as N increases and both the D-CI and the
second-order MBPT become poorer and poorer approxi-
mations. Here, the best procedure was to' employ as the
first approximation the CCD solution for a sufficiently
close resonance-integral value, proceeding from the well-
behaved, weakly correlated limit where all of the above-
mentioned procedures yield a fast convergence in a few
(about 3—5) iterations. Using the CCD solution for the
sufficiently close P value, and making the steps sufficient-
ly small as

~
P ~

is decreased, enabled us to find the solu-
tion of the CCD equations for the first two cycles
(N=6 and 10) in the entire region of the coupling con-
stant. However, while the CCD approximation provides
an excellent approximation in the weakly and intermedi-
ately correlated regions in this case (N =6 and 10), it fails
in the strongly correlated region, as Figs. 3 and 4, giving
the percentage error in the correlation energy, indicate.
The situation is very similar for both the PPP and the
Hubbard Hamiltonians.

For the N=14 ring a procedure analogous to that
described above fails at P= —1.75 eV. At this point the
correlation energy he, as well as the most important pair
clusters t;, begin to deteriorate rapidly (

~

db, e/dP
~

—+ ao ),
and even when very small steps in the resonance-integral
lowering are used the Newton-Raphson procedure fails to
converge. This critical resonance-integral (P) value,
beyond which we were unable to find any solution of the
CCD equations using our Newton-Raphson procedure,
shifts towards the weakly correlated limit with increasing
ring size N, as may be seen from Fig. 4 for the Hubbard
Hamiltonian. Approximate values of these critical
resonance-integral values P, are listed in Table VI. The

1.0

100—

o&
0

I

l

1

CCD
————L- CCD

0,5

50
N ~10

o,o&
6 10 18

N

FIG. 2. Dependence of the first few critical resonance-
integral values P," (in eV) on the size of the cyclic polyene
model, X, for both the PPP (points connected by the solid lines)
and the Hubbard (dashed lines) Hamiltonians. (For the first
three polyenes all critical values are shown. ) For each such criti-
cal value, the L-CCD correlation energy has a singularity
(he~ + Do ) (Refs. 32 and 52).

I I

4
-P (eV)

FIG. 3. Percentage error of the L-CCD (dashed lines) and
CCD (solid lines) correlation energies (0% for exact full CI ener-
gies) as a function of the resonance integral P (in eV) for the
first two PPP models (%=6 and 10) of the cyclic polyene
homologous series C~H&. Note that the L-CCD curves pass
through a singularity given by the P, values shown in Fig. 2.
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f;=a;+ g bjtj+g g cijkt, tk, (28)

case studied here, where any conclusion made can be veri-
fied by the numerical evidence as well.

The resonance integral p occurs only in the diagonal
terms of the 8 matrix [arising from the difference of orbi-
tal energies, as given by the one-body diagrams 1 and 2 of
Fig. 10(b), which corresponds to the MBPT denonunator
part], so that we can write

b;j =bioj+P5;jb;, (27)

making the coefficients a;, bj, b;, and c;jk of the CCD
equations (10) p independent. Designating the left-hand
side of Eq. (10) by f;, i.e.,

5.0
O

'o
CV

2.0

pCC
C1.0—

9.17

—9.18

—9.19
EO

0
Q ~

N

X
j=1 k=1

we can write the CCD equations as

f (t)=0, i=i, . . . , mz
—=m (29)

where t is the row vector with components t;,
t = (t 1 ~t2~ ~ ~ ~ ~ tm ).

We have seen in the preceding section that Eq. (29) is
unable to provide any reasonably converged solution in
the intermediately and strongly correlated regions starting
with the N =14 ring, even when the solution is very care-
fully followed from the weakly correlated side. Indeed,
we have seen that one can find empirically the critical p
value, P=P, (cf. Table VI), beyond which no real solu-
tion can be found using either the straightforward zero-
order iterative procedure (of the Jacobi type) or the first-
order Newton-Raphsgn procedure.

We shall now show that under certain very plausible as-
sumptions there exists a singluar point p=p, beyond
which no real solution can be obtained, which is continu-
ous as a function of P from the weakly correlated side. In
fact, for

I p I
& I p I

the real solution will become com-
plex, and may not have a simple physical meaning. The
numerical evidence will also show us that P is, in fact,
identical to p, determined empirically earlier.

Let us designate the Jacobian of the system (29) for a
given value of P by J(P),

I
I
I
ly

0 2
I I I

6 8 10

6P (~o ) (ev)

—9.20

portional to the square root of the resonance-integral
difference,

»=J(P) J(P'—)=J(P—)-
I P P'I '"=

I

~—PI '". (34)

Moreover, for
I p I

&
I p I

only complex solutions exist.
We have examined this behavior numerically for several

cases. The dependence of the square of normalized Jaco-
bian [for each equation of the system (29), the tangent
vector given by the ith row, Eq. (31), is normalized to unit

FIG. 6. Square of the normalized Jacobian
I
NJ

I

~ of the
CCD equations and correlation energy he (in eV) as a function
of the resonance integral P (in eV) near the critical value P,
for the PPP Hamiltonian model of the cyclic polyene with

N =14. The inset shows the same dependence of
I
NJ

I
on P

over a wider range of P values. The figure verifies the general
behavior near the singular point P=P, =P, as expressed by

Eqs. (34) or (820).

J(P)=
I Jj«) I

=
I Jj I

=
I [~f (t)]1

whose ith row Bf; has the form

(30)
45

I

O

1.0

df; =Bf;(t)—= bji+2 g Cijktk
k=1

44

j=1, . . . , m . (31)

At the singular point p=p we assume the solution to to
exist,

f;(t') =0,
while the Jacobian (30) vanishes,

(32)

J(P')= Iaf, (to)
I
=0. (33)

Assuming further that the rank of J(p ) is one less at p
than at

I p I
&

I p I, it is shown in Appendix B that in
the neighborhood of the singularity the Jacobian is pro-

1 0 2

I ( ) & l I ) ) { ) I

1.015 1.020 1.025—P (eV)

FIG. 7. Dependence of the square of the absolute value of
the normalized Jacobian

I
NJ

I
and of the correlation energy

be {in eV) on the resonance integral P (in eV) for the Hubbard
Hamiltonian model of the cyclic polyene with N =10 in the re-
gion where (d b e/dP) becomes very large.
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length], designated by
~

NJ ~, is plotted as a function of
the resonance integral P for the N =14 cycle in Fig. 6.
The Jacobian obviously vanishes at Po

—=P,
= —1.74856123 eV, and in the neighborhood of this
point the plot of its square as a function of the resonance
integral is remarkably linear, in agreement with Eq. (34).
The correlation energy also shows the same

~
bP~ '~

dependence in the neighborhood of P (cf. Fig. 6).
In contrast to this behavior, which is characteristic of

cyclic polyenes with X& 14, the Jacobian does not vanish
in the entire region of the coupling constant for N =6 and
10. The behavior of the normalized Jacobian

~

NJ
~

and
of the correlation energy b,e as a function of the resonance
integral P, in the region where the energy starts its rapid
decline (cf. Figs. 3 and 4), is shown for the Hubbard
model of the N =10 ring in Fig. 7. We see that in this
case, even though the normalized Jacobian becomes very
small, it never vanishes, while going through a minimum
at P- —1.02 eV. 'Consequently, the ground-state CCD
solution can be followed all the way to the fully correlated
limit, even though the correlation energies obtained show
an enormously large error (up to a factor of 10 at P=O).

VI. ACCOUNT OF CONNECTED QUADRUPLY
EXCITED CLUSTERS

As we mentioned in the Introduction, the ACP (or
ACP-D45) approach, in which only the hole-
pair —factorizing nonlinear diagrams 4 and 5 [Fig. 10(c)]
are considered, generally provides correlation energies
which are very close to those obtained with the full CCD
approach (or CCSD if Ti&0). This is true even in many
highly quasidegenerate situations involving either the
orbital- or configurational-type quasidegeneracies. In all
test calculations, ' where the exact solution is also
known, the ACP result lies, in fact, closer to the exact
value, even though only slightly closer (except for some
highly configurationally quasidegenerate cases where the
difference may be of the order of 1—3 mH). It was gen-
erally believed that the contributions from the first three
nonlinear diagrams [Fig. 10(c), or from the corresponding
two Hug enholtz diagrams, e.g. , Fig. 5 of Ref. 50]
somehow cancel out so that the ACP-D45 approximation
yields essentially the same result as the full CCD ap-
proach. This cancellation seems to be supported by the
calculations in which only the first three nonlinear dia-
grams of Fig. 10(c) are considered, since this approxima-
tion (called linear ACP-D123) yields correlation energies
which are very close to the L-CCD or CPMET (L-
CPMET) results, ' in which case all nonlinear terms are
neglected. Our detailed study of various combinations of
the nonlinear-diagram contributions for the Be atom
also indicates an approximate additivity of the individual
diagram contributions, and, in particular, a mutual can-
cellation of the D123 contributions. This can be also seen
from the D123 results for cyclic polyenes, which we also
included in Tables II—V, and which are very close to the
L-CCD results (except in the singular region where no
convergence of the ACP-D123 approximation is found).
This behavior is further amplified if only the first two
(RPA with exchange-type) diagrams [Fig. 10(c)] are con-

sidered, as may be seen from Tables II—V. (Note that in
our D12 approximation, all linear diagrams are con-
sidered. ) In view of the behavior of the ACP approach
just outlined, it would seem of little interest to apply it to
the cyclic polyene case. However, we have recently
shown that the ACP approach is, in fact, very close to the
ACPQ approach, which accounts approximately for the

~ ~

connected T4 clusters. It is precisely the T4 component
which becomes important in the highly correlated region,
as we have shown by an explicit cluster analysis of the ex-
act wave function in the N =6 and 10 cases. ' As one ap-
proaches the fully correlated limit, the basic assumption
of the CPMET, namely that —,T z && T4, breaks down, as
it does generally in quasidegenerate situations. It is thus
interesting to test both the ACP and the proper ACPQ
approaches in the highly degenerate situations represented
by the strongly correlated limit of the cyclic polyene
models. These results a're presented ig Tables EX and X,
together with the exact results whenever available (see also
Fig. 5 for the N =22 case).

We note immediately that the ACP approximation al-
ready provides excellent correlation energies over the en-
tire region of the coupling constant. In fact, for the Hub-
bard Hamiltonian, both the ACP and ACPQ approaches
yield the exact result in the fully correlated limit (P=O),
while for the more demanding PPP Hamiltonian, this is
only true for the ACPQ approach, even though the ACP
result is still very close to the exact result in the P=O lim-
it. Indeed, both approaches yield amazingly good correla-
tion energies, particularly in view of the highly singular
behavior of both the L-CCD and full CCD approaches.
The plot of the correlation energy as a function of the res-
onance integral P, obtained with various approaches for
both the PPP and the Hubbard models of the N =22 cy-
clic polyene, is shown in Figs. 5(a) and 5(b), respectively.
In the Hubbard case, the ACP and ACPQ approaches
yield identical results (see Discussion), while only a very
minute difference can be discerned in the PPP case [Fig.
5(a)]. Finally, in contrast to the full CCD approach, not
even slightest convergency difficulties are encountered
with either the ACP or ACPQ approaches.

VII. DISCUSSION

The cyclic polyene model, and the metalliclike systems
in general, represent one of the most challenging correla-
tion problems, particularly in the strongly correlated re-
gion of the 'coupling constant. The high orbital and con-
figuration degeneracy ' requires that the high-order exci-.
tations are properly taken into account, and the impor-
tance of higher-than-triexcited connected clusters causes
the commonly used pair approximations, including the
full CCD approach, to break down. Likewise, the. ap-
proaches which are so successful for finite systems are
plagued with fundamental difficulties when applied to
these systems, be it the size extensivity problem for the
limited CI approaches or convergency problems for the
finite-order MBPT. Yet this model plays the role of a
simple prototype for the metalliclike quasi-one-
dimensional systems, not unlike the role played by the
electron-gas model for three-diinensional systems. How-
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TABLE X. Same as Table IX for the Hubbard Hamiltoman model. (Note that in this case both the
ACP and ACPQ approximations yield the same result. )

5.0

4.0

3.0

2.5

2.0

1.5

1.0

0.5

0.0

6
ACP, ACPQ

0.0842
(0.12)
0.1054
(0.21)
0.1409
(0.43)
0.1695
(0.66)
0.2124
(1.09)
0.2834
(1.92)
0.4177
(3.14)
0.7039
(2.51)
1.25
(0.00)

10
ACP, ACPQ

0.0849
(0.24)
0.1063
(o.41)
0.1423
(0.83)
0.1713
(1.31)
0.2149
(2.20)
0.2871
(3.86)
0.4228
(5.81)
0.7084
(4.o1)
1.25
(0.00)

14
ACP, ACPQ

0.0851
(0.30)
0.1066
(0.53)
0.1426
(1.09)
0.1717
(1.73)
0.2154
(2.96)
0.2876
(5.15)
0.4224
(7.28)
0.7066
(4.82)
1.25
(o.oo)

18
ACP, ACPQ

0.0851
(0.35)
0.1066
(0.61)
0.1428
(1.28)
0.1718
(2.04)
0.2155
(3.50)
0.2874
(6.02)
0.4211
(8. iS)
0.7045
(5.33)
1.25
(o.oo)

22
ACP, ACPQ

0.0852
(0.38)
0.1067
(0.66)
0.1428
(1.41)
0.1718
(2.27)
0.2154
(3.91)
0.2871
(6.60)
0.4200
(8.72)
0.7027
{5.69)
1.25
{0.00)

ever, the strength and character of the interelectron corre-
lations is rather unique in the cyclic polyene models due
to their low dimensionality, with electrons colliding
"head-on" and having no option to avoid one another,
even though this model shares many of the interesting
properties of the three-dimensional electron-gas model
which arise from the long-range nature of Coulomb forces
whose infinite range of interaction gives the correlation
effects such a prominence in these systems. It should be
noted, however, that even for the Hubbard Hamiltonian
models, when only on-site interactions are permitted, very
much the same type of correlation problem arises. Conse-
quently, the degeneracies encountered in the strongly
correlated limit of these models have a decisive role to
play.

In order to better realize the nature of the correlation
problem at hand, we recall' some of the CI results for the
first two members (N =6 and 10) of the cyclic polyene
homologous series, keeping in mind that the intricacies in-
volved will be only amplified with increasing N. In the
weakly correlated limit, and even for the intermediate
values of the coupling constant corresponding to physical
densities (P- —2.5 eV), the CI limited to biexcited con-
figurations provides a very good approximation (cf.
Tables II—V). However, in the fully correlated limit, the
error in the correlation energy is 40% and 60% for N =6
and 10, respectively. It is well known that, in fact, for the
N —+ao case, the biexcited CI wave function will have a
zero overlap with the exact wave function, and the corre-
lation energy per particle Ae/N will tend to zero as
I/O N. This tendency is already clearly evident froin the
N =22 results of Figs. S(a) and 5(b), and particularly
from the b,e/N plots in Figs. 9. The role of the triexcited
configurations being relatively minor (at most 2% of the
correlation energy over the entire range of the coupling
constant; see, e.g., the third column in Table II), the next
important contribution is due to the tetraexcited configu-

rations (see also Refs. 41 and 67). For the N =6 cycle,
proceeding up to the quadruple CI yields very accurate
correlation energies over the entire range of the coupling
constant (the largest error is -3% for P- —0.5 eV) and
the exact result in the fully correlated limit for both the
Hubbard and the PPP Hamiltonians. However, already
for the N = 10 cycle, the error of the limited CI including
biexcited through tetraexcited configurations monotoni-
cally increases as the fully correlated limit is approached.
While still providing an excellent result (0.5% error for
the Hubbard model and 1.2% error for the PPP Hamil-
tonian) for the spectroscopic value of the coupling con-
stant (P- —2.5 eV), an error of almost 25% results in the
fully correlated limit. ' This error is clearly due to the
higher-than-tetraexcited contributions. Since the odd-
number-of-times —excited contributions can be generally
expected to play a lesser role in view of the cluster struc-
ture of the wave function and the prominence of pair
correlations, ' this 25% error must be primarily due to
the neglect of hextuply excited configurations. Since
there is only one such configuration in the N =6 case
which, moreover, becomes degenerate with the ground
state in the fully correlated limit, we can understand the
above-stated behavior of the quadruply excited CI for this
system.

Obviously, this situation, with respect to the impor-
tance of highly excited configurations, will become more
and more aggravated as X increases. The CC approach
could obviously remedy this situation, assuming that only
the disconnected, highly excited clusters play the role.
Unfortunately, in view of the degeneracies present in the
fully correlated limit, this cannot be the case. Our cluster
analysis of the exact full CI wave functions for the first
two cycles' clearly indicates the increasing importance of
the connected, quadruply excited component T4 as the
highly correlated regime is approached (cf. Figs. 8—11 of
Ref. 17). Moreover, in view of the high symmetry of
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these systems, a new phenomenon enters into play (for the
first time in the N = 10 ring), namely the fact that certain
quadruply excited configurations cannot be obtained as
products of zero-quasimomentum biexcitations. Thus for
24 (from over 500, alternancy symmetry being ignored)
quadruply excited configurations of CipHip, the sole con-

A 2tribution is from T4, while the —,T 2 contribution vanishes

altogether [see Eqs. (31) and (32) of Ref. 17, and the fol-
lowing discussion]. The number of configurations of this
type will rise faster, relative to the total number of qua-

'

druples, than the number of those which can be associated
with the disconnected —,T2 component. Indeed, we have
seen in Sec. III that the requirement of zero overall quasi-
momenturn for the totally symmetric ground state reduces
the n i' dependence for the number of p-times-excited
configurations to n i' ', the other symmetries modifying
only the n-independent multiplicative factor ( n /6 for the
biexcited configurations when all the symmetries are ac-
counted for). Thus we immediately see that the number
of zero-quasimomentum tetraexcited configurations will

vary as n when n= —,'N~ao, while the number. of
tetraexcited configurations of the disconnected —,T2 type
will vary only as (n ) =n, ignoring all numerical fac-
tors. Clearly, the extra n=n /n dependence arises due
to the configurations of the type mentioned above for the
N =10 case, for which the —,

' T z contribution vanishes al-

together. Even though the number of connected tetraex-
cited clusters which cannot be represented as products of
zero-quasimomentum pair clusters will dominate in the
quadruply excited manifold as N~ao, as we have just
shown, the role played by these clusters in the determina-
tion of the exact correlation energy is not entirely clear
and deserves further investigation.

Now, in the CC formalism, the energy is determined
solely by the pair clusters (and, of course, the Ti clusters,
if present), while the CCD equations determining these
clusters can involve, at most, the T4 clusters, since the
electronic Hamiltonian can contain, at most, two-body
terms. Thus, if we could somehow determine the T4 con-
tribution (in the usual CCD approach we neglect them),
we could use them to correct the pair equations and ob-
tain, in principle, the exact result. In this way the contri-
butions from all higher excited configurations, say hextu-
ples, would be also automatically accounted for. It is, of
course, computationally hopeless to consider the quadru-
ples within the CC formalism, so we must rely on some
independent estimate for T4. Obviously, if we approxi-
mate T4., only approximate results can be obtained.

En our recent paper we showed how the T4 contribu-
tion can be estimated from the unrestricted Hartree-Fock
(UHF), or some of its projected versions like the PHF
(projected HF) or the AMO (alternant-molecular-orbital)
wave functions. By using a general form of such wave
functions, we have succeeded in taking into account the

T4 contribution in a way which only simply modifies the
CCD approach. There is, of course, the possibility of ac-
tually calculating the correction terms for each pair equa=
tion of the CCD approach directly from &he UHF, PHF,
or AMO wave functions. Such a computational pro-
cedure is not very demanding and will be further explored.

However, we have also shown that if we assume that the
UHF- or PHF-type wave function is exact (which, of
course, will be true in only very special cases), this pro-
cedure will simply modify the CCD equations. This
modification essentially results in the ACP approach, in
which only the nonlinear diagrams 4 and 5 [Fig. 10(c)] are
considered, as already mentioned. The modified ACPQ
equations are thus identical to the ACP equations, except
for an extra factor of 9 for diagram 5 [Fig. 10(c)] contri-
bution in equations which correspond to the projection on
the biexcited states with triplet intermediate spin coupling
of pp and hh pairs.

It is well known that the UHF approach, as well as its
various projected versions, provides the exact correlation
energy in the fully correlated limit (cf., e.g., Refs. 18(a)
and 68) of the cyclic polyene systems. Consequently, it is
not surprising that the ACPQ approach also yields the ex-
act correlation energy in this limit. In fact, the ACP ap-
proach already yields excellent results for the PPP Harnil-
tonian and the exact result for the Hubbard Hamiltonian.
This fact is related to the simple structure of the latter,
Eq. (14), which makes the molecular two-electron in-
tegrals E(k), Eq. (20), independent of the quasimomen-
tum transfer k, since K(k) =N 'happ in the Hubbard case.
In view of the antisymmetric property of the triplet cou-
pled pair clusters [cf. Eqs. (30) and (31) of Ref. 50] the
contribution of diagram 5 [Fig. 10(c); see the last term of
Eq. (A5)] vanishes when S= 1, since the two-electron in-
tegral is constant. Thus, the exact factor of 9 multiplies,
in this case, the zero contribution, thus making no differ-
ence between the ACP and ACPQ results in the Hubbard
case. It should also be mentioned here that the exact
ground state, in fact, becomes degenerate in the fully
correlated limit, and the UHF procedure, while yielding
the exact energy, gives a wave function which is a linear
combination of the degenerate state which would be ob-
tained by an analytic continuation of the ground-state
wave function for nonzero P values. This fact, however,
does not seem to impede in any way the basic assumptions
of the ACPQ approach.

The UHF result for the correlation energy rapidly
deteriorates as we move away from the fully correlated
limit, yielding zero correlation energy once the critical
coupling constant for the triplet instability ' is reached.
If the UHF wave function were indeed used to compute
the corrections to pair equations, the same abrupt
behavior could be expected at the critical P value associat-
ed with the triplet (nonsinglet) instability. Of course, this
behavior would be smoothed out by using projected pro-
cedures (with projection done prior to the optimization),
such as the AMO method, and we are currently investi-
gating this possibility. It is, however, most satisfactory
that a simple modification of the CCD or, in fact, the
ACP equations, which results in the ACPQ approach, is

capable of smoothly correcting for the connected T4 con-
tribution and providing such remarkable results over the
entire region of the coupling constant.

These results also clearly demonstrate how the T4 com-
ponent is essential, so that any attempt to correct for the
correlation error in the strongly correlated region of the
one-dimensional metalliclike systems (since our cyclic po-
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lyene model can be regarded as a model of a linear metal
with Born —von Karman boundary conditions), solely on
the basis of the coupled pair (i.e., CCD) approaches, must
necessarily fail. In this regard it is remarkable that the
pair-cluster approximation (designated SUB2 by Bishop
and Luhrmanz9), or, in fact, the RPA, which only consid-
ers the ring-type diagrams [i.e., diagram 6 of Fig. 10(b)
and diagram 1 of Fig. 10(c) considered as Goldstone dia-

grams], can provide such good results for the three-
dimensional electron gas (where the RPA becomes exact
in the high-density limit). This undoubtedly reflects on
the severity of the correlation problem in the one-
dimensional gas analog (except for the discrete rather than
continuous positive background) treated in this paper, as
stated earlier. In fact, the RPA-type approximation,
designated RPA', which results when diagram 6 of Fig.
10(b) and the nonlinear diagram 1 of Fig. 10(c) [and, of
course, the absolute-term diagram of Fig. 10(a) and the
"denominator" terms given by diagrams 1 and 2 of Fig.
10(b)], are considered [or the so-called RPA with ex-
change when diagram 5 of Fig. 10(b) and diagram 2 of
Fig. 10(c) are also taken into account], yields rather poor
results in the one-diinensional case as the data in Tables
II—V attest. (Note that even when considering only the
first nonlinear term [diagram 1 of Fig. 10(c)], certain ex-
change terms are automatically included in view of the
spin-adapted form we are using. )

Interestingly enough, the RPA' results show a very dif-
ferent behavior for the PPP and the Hubbard Hamiltoni-
ans, as graphically illustrated in Fig. 8(a) for the smallest
ring, N =6. Thus, while in the PPP case a fast conver-
gence is found, when solving the RPA' equations using
the Newton-Raphson procedure, over the entire range of
the coupling constant with the percentage error in the
correlation energy monotonically increasing to almost
90% as the fully correlated limit is approached [Fig. 8(a)],
we find a very poor convergence below

I P I
-o.5 CV and

a nonmonotonic correlation error dependence for the
Hubbard Hamiltonian model. Nevertheless, using a very
small step in lowering the resonance-integral

I P I
value,

we can continue the RPA' solution all the way to t'he
P=O limit in the Hubbard Hamiltonian case as well.
However, the energy error passes, in this case, through the
maximum at about p= —0.5 eV, and the exact solution is
obtained in the fully correlated limit. An examination of
the corresponding Jacobian shows a singular behavior at
P=O, with the normalized Jacobian approaching zero as

I
&J

I

—
I P I

and the correlation energy approaching
the exact value at p=O (4e/X —1.25 CV) as

I p I

'

[Fig. 8(b)]. The behavior of the Jacobian suggests that at
P=O its rank is reduced from m =7 to I =4, i.e., by
three units, thus yieldmg the

I p I

'/ dependence. An
analogous behavior is found for %=10 Hubbard Hamil-
tonian case, but the rank reduction at P=O is even larger
in this case, while the energy again shows square-root
dependence on

I p I
. Needless to say, no singular

behavior is found for the PPP Hamiltonian models in ei-
ther case.

We finally note a rapid "convergence" of the finite-
cycle results as X is increased, which was also observed in
a number of instances earlier. ' ' To obtain a better
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idea of how the approximations employed in this paper
will fare when %~00, in Fig. 9 we have. plotted the
correlation energy per particle he/N as a function of the
poiyene»ze X (or v) for the four typical values of the res-
onance integral (P=O, —1, —2.5, and —5 CV). We
present these results in graphical form only for the Hub-
bard model, in which case the exact result can be obtained
by solving Lieb and Wu equations for any N. (Recall,
however, that it is only the correlation energy which is
provided by Bethe's ansatz, so that we have no informa-
tion about the corresponding wave functions. ) In these
plots (Fig. 9) wc also include thc bicxc1tcd CI (D-CI) re-
sult, which clearly shows the size inconsistency of this ap-
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FIG. 9. Correlation energy per electron Ae/N (in eV) as a
function of the chain size, as given by the site number N, for the
Hubbard model of cyclic polyenes C~H~, N =4v+ 2,
v=1,2, . . . , 5, for the four typical values of the resonance in-

tegral P (P=O, —1, —2.5, and —5 eV). Here, ~ designates the
exact energy obtained by solving the Lieb and Wu equations
(Ref. 63), 4 represents the ACP or ACPQ energies, and CI and
Q represent the L-CCD and CCD energies, respectively, wherev-

er available. For comparison, the size-inconsistent D-CI ener-

gies (CI limited to doubly excited configurations) is also shown

by Q'. The solid horizontal lines indicate the limiting exact
values for the infinite chain (Ref. 63). Note that a different en-

ergy scale is used for each value of P; for quick orientation the
vertical segment on the right-hand side of each figure indicates
0.01 eV.

proach: The correlation energy yielded by this method
will, in fact, approach zero as I/~N when N~oo. On
the other hand, all the CC approaches provide a rather
quick "convergence" toward the X—+ Do limit in view of
their size-extensive behavior. In the strongly correlated
region (cf. Fig. 9, P= —1 eV) the b,e/N dependence on N
is - not monotonic, passing through the maximum at
%=10. However, the "saturation" with X is always fas-
ter for the ACPQ or ACP correlation energies than for
the exact energy (cf. Fig. 9), thus causing the percentage
errors given in Table X for the Hubbard Hamiltonian to
slightly increase with N These errors s.tay below 10%
over the entire range of the coupling constant, and in view
of the similar behavior of the PPP and Hubbard Hamil-
tonian correlation energies observed for the N =6 and 10

rings, we can hope that the ACPQ correlation energies for
the PPP Hamiltonian (Table IX) are also smaller than the
exact ones by, at most, about 10%.

To conclude, we shall briefiy compare the results
presented here with those obtained earlier. We have seen
that while the UHF yields the exact correlation energy in
the fully correlated limit, it gives zero correlation energy
for resonance integrals which are larger in absolute value
than the triplet-instability critical P value. ' ' ' Subse-
quent projection onto the singlet manifold makes the
correlation-energy dependence on the coupling constant
even more pathological without significantly improving
it. The one-parameter AMO approximation also gives
the exact energy for P=O and gradually deteriorates as
the weakly correlated limit is approached. This deteriora-
tion is rather slow for small cycles [still yielding about
70% of the correlation energy in the weakly correlated
limit for N=6; cf. Fig. 3 of Ref. 18(c)], but it increases
rapidly with N [thus yielding less than 50% of the corre-
lation energy when p~ —oo already for the N =10 ring;
cf. Figs. 4 and 5 of Ref. 18(c)]. The multiparameter
AMO results can be expected to be much better; however,
the method used to obtain them is rather difficult to im-
plernent5 and becomes very costly, as the number of non-
linear parameters which must be optimized is increased
with N. Nevertheless, this method is worthy of further
investigation (cf. also Ref. 27), and new ways of obtaining
the multiparameter AMO wave functions should be ex-
plored (cf., e.g., Ref 71). The finite, as well as some
infinite-order (e.g., standard CCD or CPMET), ap-
proaches also suffer many shortcomings. Primarily, they
pose serious convergency problems as the strongly corre-
lated limit is approached. For finite cycles the radius of
convergence of the standard perturbation theory based ei-
ther on the IPM of the weakly correlated limit (with
Huckel or HF Hamiltonians as the unperturbed Hamil-
tonian) or the strongly correlated limit (with one electron
part of the Hamiltonian considered as a perturbation) can
be determined. These radii monotonically shift toward
their respective limits, thus increasing the divergency
gap. For extended chains, the standard perturbation
theory based on the weakly correlated limit (i.e., with the
Hartree-Fock Hamiltonian as Hp) diverges for all cou-
pling constants, even though the perturbation energy
passes through a minimum as a function of the
perturbation-theory order (cf. Fig. 9 or Ref. 19), which
approximates rather well the true correlation energy (cf.
Fig. 10 of Ref. 19). However, already for p= —1 eV the
result obtained in this way is rather poor (-20% error),
and it further rapidly deteriorates as the p=0 limit is ap-
proached.

In view of this behavior of both variational and pertur-
bative approaches, the results afforded by the ACPQ (or,
in fact, the ACP) approach are truly remarkable. More-
over, keeping in mind the highly singular behavior of both
the I.-CCD and the full CCD approaches in the strongly
correlated region, it is perhaps even more remarkable that
these results are achieved by effectively implementing cer-
tain cancellations in the infinite-order MBPT, as approxi-
mated and summed by the CCD approach, the result of
which is a relatively simpler ACPQ approximation.
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APPENDIX A: EXPLICIT FORM OF THE ORTHOGONALLY-SPIN-ADAPTED CCD EQUATIONS

The explicit form of the orthogonally-spin-adapted CCD equations is most simply obtained by exploiting the time-
independent diagrammatic technique, ' together with graphical methods of spin algebras. ' The relevant orbital dia-
grams (cf. Fig. 3 of Ref. 50) are shown in Fig. 10, where we use Goldstone diagrams to represent one- and two-particle
interaction vertices and the Brandow form (one Goldstone representative for each Hugenholtz diagram) to represent
pair-cluster vertices. With the latter we associate unnormalized ~2 matrix elements, which we designate as

[& j k ~]s:= (a' a'
I
rz I

ak ai &s =[(I+~ J)(1+&. ..)l" (a' a'
I rz I

ak ai &s (Al)

in order to simplify our expressions (note that the bra part always contains particle labels and the ket part the hole la-
bels). In the one- and two-electron integrals, (a

I f I
b ) and (a,b

I
u

I
c,d ), which are associated with one- and two-

particle interaction vertices, respectively, we distinguish the hole and particle states by simple and double primes. Thus,
e.g., (a', a

I
u Ia„a2)=(1",2"

I
u

I

1',2'), while for ~2 elements we simply write (a', a Ir2 I ai, az)s ——[1,2;1,2]s.
The diagrams of Figs. 10(a), 10(b), and 10(c) contain zero, one, and two pair vertices, and yield, respectively, the abso-

lute ( r =0), linear ( r = 1), and bilinear. ( r =2) terms A'"' of the CCD equations, Eq. (9), v=2,
2

$ A'"'(1",2";1',2',S)=0, (A2)

labeled by the configurations

l II Pll

2 S
—~

These terms, Eq. (A2), have the following explicit form:

A'(I",2";I',2';s)= —[s]'"t(1",2"
I

"I2', 1')+(—1)'(1",2"
I

"I 1',2') j, (A3)

2
&'ti~(1",2";1',2',S)= g g (~"

I f I

3")[3,K K K]S g(3'
I f—I

z') [a',R;3,t7]S,
x=1 3" 3'

+ y (1",2"
I

u
I
3",4")[3,4;1,2]-+y (3',O'

I
u

I

1',2')[1,2;3,4]-
3tt 4lt 3t 4t

2 1

+ g ( —1)'"+ ' g g I —,'([S][S])' (~",3'Iu IA, ', 3"
&
—5- (x",3'Iu I3",1, ')I[3,F;A, ,3]s,

]c,i,=1 3",3' S=0

2 1

A' '(1",2";1',2';S)= 4[S]' g ( —1)" g ( —1) + ([S] [S']) i
S,S'=0

(A4)

X y [I"(S+S+S')(3',4'
I

u
I
4",3")

3t 4I 3tt 4tl

—(3',O'
I

u
I
3",4") ][1,3;a,3]s[2,4;K,4]s

2 1

+ —,
' g ( —1)" g [S]'i g (3',O'

I
u

I
3",4")([4,a;1,2]-[R,3;3,4]s

S=O 3I 4I 3tt 4tl

+[1,2;a,4]s[3,4;a, 3]s)—( —1) —,
' [$] 'i g (3',4'

I
u

I
3",4")[1,2;3,4]-[3,4;1,2]-,

(AS)
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(81)

we can rewrite the system of CCD equation (29) in the vi-
cinity of P as

(b)
S S

f;=ft+xb;tg ——0, i=1, . . . , m (82)

(4)

(el
,

S'

(1)

S'

S

(s)

,

S'

(2)

S'

S

(6)

I

I

with f; given by Eq. (28) and b; defined by Eq. (27). The
singular point p=p is defined by the vanishing of the
Jacobian J(p), Eq. (30), and we shall assume that the rank
of J(p ) is one less than that for

~
p

~
&

~
p ~, i.e., rank

[J(P )]=m —1, while rank [J(P)]=m ( ~P~ & ~P ~

).
This is a plausible assumption since J(p)&0 for

~
p ~

&
~
p ~, and the singularity at p, where J vanishes,

Eq. (33), is its first singularity as the coupling constant is
varied from the weakly correlated limit towards the
strongly correlated region.

Writing the solution of the system (82) in the neighbor-
hood of p in the form

t=t'+g, (83)

and using the fact that to is a solution at p=p, Eq. (32),
we can give (82) the form

FIG. 10. Schematic representation of mixed Goldstone (in-
teraction vertices} and Hugenholtz (pair-cluster vertices) repre-
sentation of (a) absolute, (b} linear, and (c} nonlinear CCD dia-
grams. One Goldstone representative of each such diagram is
shown. See. Ref. 50 for details.

hf;(g)=0, i =1, . . . , m

with

m m

~f;(P= b;(t +0;)+(r)f;,g+ g gc;,kg, 4,
j=1 k=1

where (, ) designates an ordinary scalar product,

(84}

(85)

where we designated

[S]=2S+1, (A6)

m rn

(Bf;,f)= g bgJ. +2 Q g c,jkgj. tk .
j=1 k=1

(A7)

and

—F(0)=F(1)= 1, F(2)= —,',F(3)= —,
'

(A8)

The order of individual terms on the right-hand side of
Eqs. (A4) and (A5) corresponds to the order of corre-
sponding diagrams in Figs. 10(b) and 10(c), respectively.
The correlation energy is given by the expression g A,;Of;=0

i&1
(87)

It should be noted here that, for the p values away from
the singularity, where rank [J]=m, we can truncate Eq.
(85) at the first order in x, thus obtaining the solution
~ich is proportional to x and which corresponds to the
usual first-order Newton-Raphson procedure. The as-
sumption that rank [J(p )]=m —1 implies the linear
dependence of rows df; =Bf;(t },so that the constants A,;
exist, not all zero, such that

Pt 1lt all

1

)& g ( —1)'+ [S]' [1,2;1,2]s .
S=0

(A9)

holds. Vfe can assume, without restricting the generality,
that df i&0 and choose A,; such that A, i ——1. We then con-
sider a transformed system

hf i defi+ Q A,;hf;=0, ——
k &2

APPENDIX B: SINGULAR BEHAVIOR
OF CCD EQUATIONS FOR COCCI.IC POLYENES Af,'.=hf; =0, i&2.

(88)

In this appendix we show that the CCD system, Eq.
(29), with the vanishing Jacobian (30) at the critical point
P=P, Eq. (33), has only complex solutions for

~ p~ (
~ p ), and in the neighborhood of the singularity

its Jacobian is proportional to the square root of the
resonance-integral difference, Eq. (34).

Designating by x a small change in p about the singular
point p,

j=1 k=1

hf,' =xb;t; +(df;(to), f)+O(x )=0, i &2

where

(89a)

(89b)

More explicitly, this new system for the unknown g can
be written as
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A) b——,t)+g I,;b;t;,
i&2

Now solving (814) for y, we obtain

y =A 'I —Bx+[(Bx) A—Cx]'i J, (816)
Bt b——),B; =A,;b;,i &2, (810)

so that keeping, at most, linear terms in x, we can write
Cljk c lj k+ g ~i cijk .

i&2

In Eq. (89b) we have written out explicitly only the terms
which are, at most, linear in x.

Now, considering the linear subsystem for i &2, Eq.
(89b), we can write the solution in the form

y =A '[ Bx—+( —ACx)' ]+O(x )

We can now choose x such that

—ACx &0,
so that y is real, in which case

(816')

(817)

g=xt+ys, (811) y =A '( —ACx)'i +O(x) =
i
x

i

' (818)

b;t +(Bf;(t'),t)=0, i &2,
and s satisfies conditions

(812)

where y is an arbitrary parameter, t is some particular
solution of the system

The Jacobian of the transformed system (85), which gives
the variation 5J of J in the neighborhood of P, Eq. (34),
is then

J=
i Bf,(t'+g)

i

(Bj";(t ),s)=0, i &2 . (813) =
~

df;(to+a)+x5; b; )

Substituting the solution (811) into the first equation of
our system, Eq. (89a), and again keeping the terms which
are, at most, linear in x, we obtain

= J,j(tc)+2y g c, jks k+0( x)
k=1

(819)

Ay +2Bxy+Cx+O(x )=0,
where

and since at least one minor of the order I—1 of J(P ) is
nonzero, we have that

m m

j=1 k=1
C&jksjsk

5J=J= ix
~

'i +O(x),

2B=g Bjsj+2 g
C=A) .

Cljktj Sk
k=1

(815)
thus completing the proof of the assertion (34).

Clearly, when ACx &0, which represents P values on
the opposite side of P than those given by the condition
(817), only complex solutions will exist.
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