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Computer simulation study of hysteresis and free energy in the fcc Ising antiferromagnet
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A method for estimating the entropy S from a Monte Carlo simulation, suggested previously by

the author, is applied to the fcc Ising antiferromagnet with nearest-neighbor interactions and exter-

nal magnetic field h. The estimated accuracy for S is 0.01% to 0.5%, which is, at least, 1 order of
magnitude higher than has been obtained with thermodynamic integration by Binder. Comparison

of the free-energy results for the coexisting ordered and disordered phases enables us to determine

with high accuracy the first-order transition points and the discontinuities in the thermodynamic

functions. For the residual ground-state entropies per spin S(0)/kz at the critical fields h, /J =12
and 4, we obtain 0.24989(2) [=0.36051(3)ln2] and 0.239(l) [=0.345(1)ln2], respectively. The

first result is significantly larger than the theoretical upper bound, o.„=0.2398 (=0.3460ln2), con-

jectured by Hadjukovic and Milosevic. Our results are also significantly larger than Binder s result,

—
3 ln2, obtained for both critical fields.

I. INTRODUCTION

Identification of first-order phase transitions with com-
puter simulation (for magnetic systems, for example) re-

quires a calculation and comparison of the free energy for
the coexisting ordered and disordered phases. Such an
analysis cari conveniently be carried out with the stochas-
tic model (SM) simulation technique of Alexan-
drowicz, ' which leads to sharp transitions and also pro-
vides the entropy and hence the free energy (see Ref. 4).
On the other hand, the commonly used Metropolis Monte
Carlo (MC) method yields, in many cases, strong hys-

teresis, and does not provide the entropy as a direct
by-product of the simulation. One can obtain the entropy
indirectly by carrying out a suitable reversible thermo-
dynamic integration, but this is an inefficient procedure
since it requires performing many MC runs ' for dif-

ferent values of a thermodynamic parameter. An alterna-
tive way is to employ a method, suggested by the author, '

which enables one to extract the entropy from configura-
tions obtained with any computer simulation technique.
The method is based on a formula, in which the entropy is

expressed approximately as a function of the frequency of
occurrence of certain local states. These frequencies are
calculated from a MC run for a single value of a parame-
ter, which makes the method substantially more efficient
than the thermodynamic integration procedure. Further-
more, in contrast to other methods for calculating the en-

tropy, "' the accuracy of our method actually improves
with increasing system size.

So far, the method has been applied very successfully to
MC simulation of several Ising lattices' ' and lattice-gas
models ' in this paper we apply it to MC simulations
of the fcc Ising antiferromagnet in order to study its
phase transitions. This model is defined on a fcc lattice
with I. cells on a side, I. cells, and X=-4I sites. Qn
lattice site k, a spin variable o.k is defined, o.k ——+ 1 or
—l. The Hamiltonian H of the system is

H=J+omok —h g crk,
NN Ic =1

where J& 0 is the antiferromagnetic interaction constant,
NN denotes nearest neighbors, and h denotes the magnet-
ic field. This model also describes an AB binary alloy,
where ok = 1 or —1 corresponds to occupation of site k
by atom 3 or atom 8, respectively. The model has been
studied extensively with various approximate methods,
leading to conflicting results. For h =0, mean field
theory predicts a second-order phase transition, Bethe's
approximation' does not lead to any transition at all, and
the quasichemical approximation' and Kikuchi's
cluster-variation method each give a first-order transi-
tion. ' A first-order transition has been also suggested
by Lifshitz, ' and recently by Mukamel and Krinsky,
who have carried out a renormalization-group analysis of
the Landau-Ginzburg-Wilson Hamiltonians with ap-
propriate symmetry. For nonzero fields, many ordered
states and their mixtures have been shown to be stable in
the ground state; however, in the phase-diagram cal-
culations only the three ordered states 33B, AB, and
283, which occur in Cu-Au, have been taken into ac-
count (see Fig. 1). Again, the results depend very much
on the approximation: According to mean field theory, '

all phases extend to a multicritical point, Bethe"s approxi-
mation does not predict any ordering, ' and the quasi-
chemical approximation' and the cluster-variation
method' each lead to a very different phase diagram.
Also, a recent real-space renormalization study fails to
yield the ordering of the AB phase and predicts the transi-
tion of the A 38 phase to be of second order.

In view of these discrepancies, several groups were
motivated to study the model with the MC method,
which, in principle, constitutes an exact procedure.
Indeed, such studies have been carried out by Phani et
a/. , ' Binder, and Binder et a/. The results give
strong evidence (but not a proof} that the transitions are
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l2

tures, AB and A38. The order parameters mq~ and

mz tt for these structures are defined by the magnetiza-
3

tion m, of the four simple-cubic sublattices v=1,4 (see
Refs. 31 and 36),

m, =X-'g (o„),
kev

—(1)m ~~ ——I&+m2 —m3 —m4,
—(2)I gg =I ) —m2 —m3+Vl4,
—(3)I &Z ——m

&

—m2+m3 —m4,

0 I.Q 2.0 k~T J

FIG. 1. Schematic ( T,h) phase diagram for the fcc Ising an-
tiferroma. gnet at absolute temperature T in the presence of a
magnetic field h. The transitions studied in this work are
numbered 1—4.

—(&)
g =I ) +fPl2+m3 —Pl4 ~

3

—(2)m ~ ~ ——I&+m2 —m3+m4,

—(3)I g g =I )
—PPl2+Pl3+PE4,

3

—(4)~ Z Z
———I&+m2+m3+m4 .

(7)

always of first order. The phase diagram obtained from
the MC calculations3s'36 (see Fig. 1) differs from those
predicted by former studies, in that at the critical field be-

tween the two ordered phases (h, =4J), the disordered

phase is stable down to zero temperature. It is also
predicted, in accordance with other theoretical studies,
that at this critical field and at the maximum critical field
(h, =12J), the ground-state entropy is finite. A MC
study of the entropy (and the free energy) of this model
has been carried out recently by Binder using reversible
thermodynamic integration. However, since this method
is relatively inefficient (see previous discussion), we have
decided to study the entropy of the fcc Ising antifer-
romagnet by applying our method to MC simulations of
substantially larger lattices. Our main interest is to deter-
mine, by free-energy analysis of the hysteresis loops, the
exact transition points and the discontinuities of the ther-
modynamic functions (which have not been provided by
Binder ). It is also of great theoretical interest to calcu-
late the ground-state residual entropy at h, =4J and 12J.
Finally, in order to provide a comparison of the efficiency
of our method with that of the thermodynamic integra-
tion procedure, we simulate the system at four transition
points that have also been studied in Ref. 39.

II. THEORY

A. Thermodynamic functions

B. Monte Carlo procedure

We simulate the system with the asymmetric as well as
with the symmetric MC procedures, which both treat
one spin per MC step. Let us denote the internal energy
of a configuration before and after flipping a spin cr by
U(o ) and U( —o ), respectively; we also define
b, U= U( —o) —U(cr). For the asymmetric procedure, the
transition probability p( —o ) for flipping o is

1 AU&0
p( —cr) = (&)

exp( 6U/kjt T ), D, U—& 0

and for the symmetric procedure,

exp( —hU/k~ T)
p( —o)=

1+ exp( AU/kttT) '—

where k~ is the Boltzmann constant.

C. Calculation of the entropy

Our formula for the entropy (see the Introduction) en-
ables one to define different approximations for S by tak-
ing into account different sets of local states. In this sec-
tion we explain this formula and the local states in the
context of the fcc Ising antiferromagnet. For the sake of
simplicity we first describe the "mean-field" approxima-
tion for S.

M=N '
Ok

U= J g eke )
—hh'M,

NN

(2)

(3)

We are interested in the ensemble averages (denoted by
( ) ) of the magnetization M, the internal energy U, the
entropy S, and the free energy F at absolute temperature
T and magnetic field h,

1. Mean field approxima-tion

Assume that certain values of m„, v= 1,4 IEq. (5)J have
been obtained in an actual MC run and let us describe a
procedure, different from the MC method, which enables
one to construct configurations with the same values of
m„. One starts with an empty lattice and selects an emp-
ty site at random; if it belongs to sublattice v, a + spin
(—spin) is determined with probability p, + (p, ),

(4) p„+——(1+4m„)/2, p„=1 —p„+ . (10)

As in former studies, we assume only two ordered struc- This procedure is continued until the entire lattice is filled
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with spins. Obviously, the probability P of a configura-
tion constructed with this procedure is the product of the
p's [Eq. (10)] with which the X spins have been chosen.
For a large lattice, however, the asymptotic form of P can
be used,

(&/4)p„+ (W/4)p„P= ff pv, + '~pe,
@=1

and hence an entropy function SM (M denotes mean field)
is defined by

SM —— ks ln—P= ks(N—/4) g p + lnp, + +p„ lnp

(12)

This mean-field procedure generates configurations with

the correct m„values, but in contrast to the Mc method,
it does not lead to the correct spin-spin correlations.
However, one can assume, as a first approximation that
the MC configurations have been hypothetically generated

with the above mean-field procedure. Thus, the actual
MC results for m are interpreted with the help of Eq.
(12) to obtain an approximation SM for the entropy. S~,
which is actually based on the assumption of random
mixing of constant number of spins, constitutes an overes-

timation of the true entropy; it is expected to provide a
good approximation only for highly ordered or disordered
states. In order to obtain higher-order approximations for
S, we shall employ a formula suggested by the author, '

which also takes into account, in addition to the long-

range order (i.e., the values of m„), the short-range corre-
lations between the spins.

2. Higher order approxi-rnations for the entropy

The higher-order approximations for the entropy are
based on the concepts of the SM simulation technique'
mentioned in the Introduction. With this technique a
configuration is obtained by filling an initially empty fcc
lattice with spins with the help of a stochastic process. At
the kth step of the process, sites k'=1, . . . , k —1 have al-

ready been filled with spins, and the spin orientation at
site k, ok, should be determined with the help of a transi-
tion probability. It can be shown' that the exact transi-
tion probability for o.k depends on all the spins of the sur-
face between the filled and the empty regions of the lat-
tice. This surface (illustrated in Fig. 2) consists of the as
yet "uncovered" spins of layer / —1 and the spins of layer
I. Approximate transition probabilities, however, can be
defined by taking into account a limited number of sur-
face spins, which are neighbors to site k. For example, as
a first approximation one would consider only the six
nearest-neighbor spins to site k (denoted by in Fig. 2).
These six spins (called the first shell here) define
m =2 =64 distinct local states which are labeled I. One
can differentiate further and define local states I,+ and
I, —by also taking into account the two possible spins at
site k, o.k ——1, and crk ———1, respectively. The probability
of a particular configuration constructed with the SM
technique is given by the product of the transition proba-
bilities with which the X spins have been chosen. It has

-LAVED g

LAYER g -I

LAYER g-p

FIG. 2. A diagram illustrating the surface between the filled
and the empty regions of the fcc Ising lattice at step k of the
SM method construction. Site k (denoted by a full square) is
still empty. Sites from 1 to k —1 (on layers from 1 to I —1 and
part of layer I) are already occupied with spins; they are denot-
ed by dashed empty squares. The surface is defined by the spins
of layer / and the as-yet-uncovered spins of layer I —1. The 6
nearest neighbor spins to site k, which belong to the surface
(first shell) are denoted by full-line empty squares.

been shown' that these transition probabilities can be ex-

pressed in terms of the frequencies of occurrence vr +,
vI, and vI of the local states I, +, I, —,and I, respec-
tively, and the entropy is given by

S=k~X g vI + ln(vI + /vI)+vr in(vz /vI),
I =1

VI =VI ++VI

(13)

(14)

where I is the number of local states of type I. Equation
(13), even though based on considerations of the SM tech-

nique, can be used [ as can Eq. (12)] for estimating the en-

tropy of configurations generated with the MC method.
One has to calculate the values of vI + and vI from
these configurations and substitute them in Eq. (13) (see

preceding discussion for the mean-field approximation,
Sec. II C 1). In practice, lattice sites are visited in a prede-
fined order, which is dictated by the SM procedure. The
local states are determined and the values of vI + are es-

timated by vI + from a sample of n configurations,

Vi+ ——(nX) ' g Xl +(i(t)),
t=1

(1S)

where Xq+(i(t)) is the number of times the local state
I, + appears in configuration i, sampled at time t

Equation (13) defines approximations for the entropy
which, in principle, can be systematically improved by
taking into account more and more neighbors to a kth
spin. However, in practice, the approximations are limit-
ed by the exponential increase of the number of local
states. %'e shaH now define several sets of local states for
the fcc lattice.

The first set of 64 local states I (based on the six NN
spins of the kth spin) has already been described, and we
denote the corresponding approximation for S by S, [Eq.
(13)]. The second set takes into account the six spins of
the first shell and additional six spins (the second shell)
defined as follows: Our kth spin has six empty NN sites
which we call the b sites here. These b sites have six NN
spins which belong to the surface (but not to the first
shell); these six spins constitute the second shell. We
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have, therefore, for the second set m=2' =4096 local
states I. The corresponding approximation for the entro-

py [Eq. (13)] is denoted by S2. The third set of local
states also takes into account a third shell of 13 spins,
described as follows: Consider the group of empty lattice
sites, which are NN's of the six h sites; the 13 surface
spins, which are NN's of any of the sites of this group, de-
fine the third shell. The effect of this shell, in contrast to
the first two shells, is taken into account in an approxi-
mate manner. We define a =(1—M)/3 (where M is the
lattice magnetization [Eq. (2)]) and calculate the magneti-
zation g of the 13 spins of the third shell. g can be locat-
ed in one of six regions: g & 1 —a, 1 —a &g & 1 —2a,
1 —2a &g &M, M &g &M —a, M —a &g &M —2a, and
M —2a &g. We have, therefore, 4096X6=24576 local
states for the third set; the corresponding entropy is
denoted S3. The fourth set of local states also takes into
account the fourth shell of 16 surface spins, which is de-
fined Ill the safiic I11RIiilcI Rs thc second Rnd third sllclls.
For these spins, we define four local states only, using
a =(1—M)/2; therefore, I=98 304 and the approxima-
tion is denoted S4.

So far, we have defined the approximations Si—S&
based on short-range correlations only. Now, we shall in-
clude long-range-order effects [see Eq. (12)] by consider-
ing to which sublattice v (v=1,4), site k belongs. There-
fore, for the first set we have m =64)&4=256, and the
approximation is denoted S~]. In the same way, we de-
fine SIIr2 (m=4096)&4=16384) and S~3 (m=24576
X4=98204). It should be pointed out that for a disor-
dered state SM. should be equal to S since the four sub-
lattices are equivalent. In addition, all of these approxi-
mations overestimate the true value of S [see discussion
for S~, Eq. (12)], but they are expected to decrease mono-
tonically as the number of local states increases. One
would also expect the differences, S; I

—S; and

S~(& 1)
—S~&~ to dcclcasc Rs thc Rpproxlmatlon improves~

since the spin-spin correlations decay with distance and S
is finite. This suggests that only a limited number of
shells should suffice in order to obtain good approxima-
tions for S.

We have simulated lattices of size l.=21,
%=4&&(21) =37044 with the "asymmetric" [Eq. (8)] as
well as with the "symmetric" [Eq. (9)] MC procedures,
using periodic boundary conditions. Pour phase transi-
tions have been investigated (labeled 1—4 in the phase dia-
gram of Fig. 1); we have also calculated the ground-state
residual entropy at the two critical fields h, =4J and 12J.
In order to obtain reliable statistics for the relatively large
sets of local states, samples of n =7000 lotteries per spin
have been generated. For each point (T,h) studied, we
have performed Rt lcRst two MC runs~ ollc startlIlg from 8
completely ordered configuration (e.g. , 238) and the oth-
er from 8 random conf lgUI'ation. In soIDc cases, simula-
tions have also been carried out which started from a
coIIlplctcly magllctlzcd lattlcc. Thc statlstlcal crroI' has
been determined from several MC runs, based on different
random-number sequences. The numbers Xi+ [Eq. (15)]

have bccn calculated cvcI'y X MC steps, In ordcl to cx-
cludc thc lnltlal rclaxatlon to equilibrium, the RvcI'RglIlg
has been started only after 1000—4000 lotteries per spin.
The calculations have been carried out on the IBM 30810
computer of the Weizmann Institute of Science, Rehovot,
Israel.

A. Determination of the accuracy

First, one has to justify the approximation employed
for the third shell where six local states rather than
2' =8192 have been taken into account. We have there-
fore defined and tested a better approximation for this
shell (the entropy is denoted S'I ); but we have always
found that SI ——S3, within the statistical error, which jus-
tifies the approximation S3. We therefore assume that
the approximation for the fourth shell (based on four local
states) is also valid.

In Table I results are presented for the various approxi-
mations for S obtained at the temperature ksT/J=0. 8
for h/J=10. 7 (an AI Bordered. state) and h/J=11. 4 (a
disordered s'tRtc). T1icsc poiiits ai'c locRtcd 111 tlic tl'Rllsi-

tion region labeled 1 in Fig. 1. The two simulations have
been started from a completely ordered ( RIB) configura-
tion. The table shows the expected monotonic decrease of
the results for S as the approximation is improved.
Furthermore, the differences, S;—S;+, and S~;—SM~;+Il
also dccI'case with lnclcaslng E and become UIldctcctRblc
(i.c., witliiil tlic statisticR1 error) fol' S~z Rild SM I
(h/J=10. 7) and for S3 and S4 (h/J=11. 4). We there-
fore assume that the decrease of the better approximations
for S would also be undetectable, which allows one to esti-
mate the correct value within the statistical error of our
best approximation. We obtain S/ks =0.04074(3)
(h /J = 10.7) and S/kII ——0.2355(3) (h /J = 11.4) (the
number ln parc11thcscs denotes thc stRtlstlcal crl oI'; scc
Table I).

The accuracy obtained here is at least 1 order of magni-
tude better than that obtained by Binder using thermo-
dynarnlc integration. It should be pointed out, however,
that for several simulations, starting fmm random config-
lil'RtioIis, tllc differences S4 —SI Rnd S~3—S~2 did Ilo't

converge, i.e., they were found to be larger than the sta-
tistical error. In these cases, however, one can still extra-
polate the results to S (see discussion in later sections).
Finally, it should be noted that for the disordered phase
the results satisfy S;=SM; (within the statistical error)
which reflects the absence of a long-range order in the
system (i.e., the four sublattices are equivalent).

B. Analysis of hysteresis loops

I.et us first analyze the transition denoted 1 in Pig. 1,
where the magnetic field h is varied at constant temper'a-
ture k~T/I=0. 8. The results for the entropy S, the free
energy I' [Eq. (4)], the internal energy U [Eq. (3)], the
magnetization M [Eq. (2)], and the order parameter rnid, II

[Eq. (7)] are summarized in Table II. For each of these
quantities, the results appearing in the upper and lower
rows are for the order'ed and disordered phases, respec-
tively. The table is divided into three sections, denoted
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"order, " "coexistence, " and "disorder. " For h/J & 11.26

(disorder), all the MC runs starting from a completely or-

dered (AqB) configuration led to a disordered state [i.e.,
the values for m, (v=1,4) are equal and S;=SM;,
i =1,3]. Therefore, the upper row in the table for this re-

gion is empty. In the coexistence region (h /J = 11.21
—11.25) the ordered and disordered phases have been ob-

tained by starting the MC runs from a completely ordered

( A 3B ) or from a random configuration, respectively. It
should be pointed out that for h/J & 11.20, we were un-

successful in simulating the disordered phase. The table
reveals that the disordered phase has lower free-energy
values (i.e., higher stability) than the ordered one; the
difference bI', however, decreases from -0.0031 to
0.0006(5) upon going from 11.25 to 11.21. We therefore
define the critical field h, /J =11.21(1) at the point in

which EF is minimal and only slightly larger than the sta-
tistical error. For h/J & 11.2 (order), results are presented

only for the ordered phase (upper row) since all the MC
runs that started from random configurations and showed
convergence (i.e., apparent stability) led to highly ordered
states with values of U, S, and M close to those appearing
in the table. For example, the results for S deviate from
the tabulated ones by less than 10%%uo. However, the results
for the order parameter m ~ z are, in most cases, signifi-

3

cantly smaller than the values presented in the table. This
stems from the fact that the lattice is not uniformly or-

dered (in contrast to the configurations obtained from an

A 38 state), but that it consists of several large ordered re-

gions, each dominated by a different component m z'~ of
3

the order parameter [Eq. (7)]. This difficulty with the
MC simulation is known to occur also below the critical
point of second-order transitions in ferromagnetic systems
such as the square and the simple-cubic Ising lattices,
where large long-lived droplets of + and —spins are
generally formed. "'

It should be pointed out that, because of the nonuni-

form long-range order of these structures, the approxima-
tions SM; do not converge and, therefore, provide an
overestimation of the correct values. Therefore, the fact
that near h, the free energy of several structures has been

found to be slightly below the values presented in the table
should not be interpreted as higher stability of these struc-
tures. In fact, such metastable (not perfectly ordered)

states have been obtained not only near h„but at much
lower fields; for h/J& 10.8, however, their free energy
has always been found to be larger than the free energy of
the states with a uniform AqB long-range order. In our

view, the formation of the metastable states far from the
transition point does not reflect a physical metastability
but rather has to do with the finite size of the system and
the inefficiency of the MC simulation defined by Eqs. (8)
and (9). In this context, it should be pointed out that, in

general, the efficiency of the asymmetric [Eq. {8}]and the
symmetric [Eq. (9)] MC procedures has been found to be
comparable. However, for h /J & 11.25, MC runs starting
from a fully magnetized state have always yielded an A &8

ordered state with the asymmetric procedure, but never

with the symmetric one.
To summarize this part of the work, it is clear that our

results for the entropy have made it possible to very accu-

rately determine the transition point located at the end of
a narrow coexistence region of the range Ah /h,
=(11.25—11.21)/ 11.21-0.04. In this region the or-
dered state is metastable. The transition is sharp in the
sense that relatively large jumps of S, U, and m z ~ (see

3

Table IV) occur within a very small range of h,
h/h, =0.1/11.21 -0.001. This provides strong evidence
(but still not a proof} that the transition is of first order.
In fact, former MC studies have also predicted a
phase diagram of first-order transitions but did not allow
the locations of the transition points within the hysteresis
loops to be determined. The location of the transition
points has been determined by a recent free-energy
analysis of Binder (based on thermodynamic integra-
tion). This analysis, however, turns out to be less accurate
than ours since it predicts h, /J-11, where, according to
our study, the disordered state cannot be simulated at all.

In Table III results are presented at h =0 for several re-

ciprocal temperatures K=J/kzT (we use K rather than
1/K for consistency with Binder's presentation ). The
disordered region {K&0.568) and the AB ordered region
(K &0.587) have essentially the same properties as those
discussed for these regions in Table II. The table also re-

veals that (as in Table II) the disordered phase in the coex-
istence region has a lower free energy than the ordered
one. The difference hF decreases from -0.013 to
-0.002 upon going from K=0.569 to 0.586. The small-
est difference 0.002 is still significantly larger than that
obtained for h, in Table II. However, one should also
add, to the free-enegy balance, the contribution of the
ground-state entropy S', which is larger than 0 for a finite
lattice. " The degeneracy of the ground state is

3&&2, which for I.=21 yields S'-0.00065. The cor-
responding decrease in the free energy of the ordered
state, F', at K=0.586 is therefore F'=(1/K)S'=0. 0011;
this reduces hF to -0.0009, which is within the statisti-
cal error. We therefore determine a critical reciprocal
temperature K, =0.586(1). It should be pointed out that
the range of the coexistence region, bK/K, =0.017/0. 586
-0.03, is larger than that observed in Table II. The

jumps in S, U, and m zz (see Table IV) are also larger
than those detected for the previous transition and occur
within a narrow range K/K, =0.001/0. 586-0.002 (no
intermediate states between ordered and disordered states
have been obtained for K &K, ). This constitutes strong
evidence for a first-order transition, in accord with con-
clusions of former studies. '

Our result for the critical temperature kz T, /J
=1.706(3) should be compared with the value of 4 ob-
tained by mean-field theory' and that of 1.46 predicted
by the quasichemical approximation. ' It is lower than
the values of 1.89 and 1.766 obtained by the cluster-
variation method and the MC method, ' respec-
tively, and it is also lower than the value of 1.73 obtained
by both the free-energy analysis of Binder and a (2,2)
Pade approximant of the specific heat. Our value
b.S=0.267 (Table IV) is larger than the MC estimate of
Phani et al. (-0.2) and the cluster-variation —method
prediction, AS -0.25.

We have also analyzed two other transitions (denoted 3
and 4 in Fig. 1). For transition 3 the system has been
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simulated at constant temperature kz T/J =0.6 for
several values of h/J between 4.7 and 4. According to
our results the ordered phase exists down to h/J=4. 1,
i.e., simulations starting from a completely ordered 338
state have led to a uniformly ordered configuration for
h /J )4. 1, but to nonuniformly ordered ones for
h/J ~4. 1. It was impossible, however, to simulate a per-
fectly disordered phase for 4.5)h/J) 4, i.e., the values
of m„v=1,4 [Eq. (5)] were always slightly different
from each other. Furthermore, for these quasidisordered
structures our approximations for the entropy did not
converge and the correct values have been estimated by a
rather crude extrapolation. We estimate h, /J =4.4+0. 1,
which is higher than the value of -4.1 obtained in Ref.
39. The discontinuities b,S, AU, and b, rn q ~ (see Table

3

IV) are significantly smaller than those observed for tran-
sitions 1 and 2; they are, however, rather inaccurate and
only provide a crude estimation. It was even more diffi-
cult to analyze transition 4 (Fig. 1). Simulations, starting
from a completely ordered AB state, maintained this or-
der for h/J&3. 8; again, for higher values of h only
nonuniformly ordered configurations have been obtained.
However, none of the MC runs, starting from a random
configuration, have led to a disordered state. Therefore,
our best estimation is 3.2&h, /J &3.8, since for
h /J & 3.2, the ordered states have always led to the lowest
free energy. It should be pointed out that Binder was
able to determine h, /J-3. 65.

C. Residual ground-state entropies

We have carried out several simulations at T=0 for the
critical fields h, /J =4 (all starting from random configu-
rations) and h, /J =12 (simulations starting from random
and fully magnetized configurations). The results are
presented in the two lower rows of Table I. For
h, /J = 12 the various approximations converge to the
value S(0)/k~ ——0.249 89(2) [ =0.36051(3)ln2]. This
highly accurate result is larger than Binder's estimate of
-0.2308- —,

' ln2 and larger than the upper-bound value

a„'=0.2398 (=0.3460ln2) predicted by Hadjukovic and
Milosevic. The disagreement of our result with cr'„d eso

not prove that it is incorrect since one can argue that a
basic assumption in the derivation of cr„' is not generally
valid. In fact, . for the one-dimensional Ising antifer-
romagent, for k =1000 (where k is the interaction range),
the exact residual entropy 0.005 25 is larger than
o„' =0.004 87.

For h /J =4 our appoximations for S did not converge,
but the differences S;—S;+q, i =1,3, decrease strongly
from 0.030 to 0.0025 and 0.0012. If one assumes that this
trend will continue also for i &4, one can extrapolate
S(0)/k~ ——0.239 (1) [=0.345(1)ln2], which is smaller
than the result obtained for h, /J=12 but larger than
Binder's value of —,

' ln2.

IU. CONCLUSIONS

Our method has yielded very accurate results
(0.5—0.01 /o) for the entropy of homogeneous configura-
tions (i.e., disordered or uniformly ordered), of the fcc Is-
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TABLE IV. Estimates of the discontinuities of the entropy AS, the internal energy AU, the magneti-
zation QM, and the order parameter Am, obtained at transitions 1, 2, and 3, respectively (see Fig. 1).
The results for transition 3 should be considered as a crude estimation. The result for AS for transition
2 takes into account the ground-state entropy (see Section IIIB).

Transition number
on Fig. 1 AS/kg%

0.092 7(8)
0.266 (1}
0.006

0.091 8(6)
0.265 9(6)
0.005

0.081 3{6)

0.00 5

0.567 {7)
0.925 3(5)
0.66

ing antiferromagnet. These results are at least 1 order of
magnitude more accurate than estimates for the entropy
obtained with thermodynamic integration by Binder. It
should be pointed out, however, that Binder's results have
apparently been obtained for smaller lattices and shorter
MC runs than those employed here, and therefore part of
our better accuracy is due to better statistics. Unfor-
tunately, this information about the simulation is not pro-
vided in Ref. 39, which prevented us from performing a
detailed comparison of the efficiency of the two methods.
The accurate results for the entropy have led to accurate
estimates of the free energy of the coexisting ordered and
disordered phases, making it possible to determine the
transition points and the discontinuities of the thermo-
dynamic functions with high precision. The results give
strong evidence that the transitions are of first order, in
agreement with previous studies. %e also point out the
difficulties in simulating the disordered phase with the

MC method (and therefore in investigating the transitions
of low temperatures close to It /1=4). Another aspect of
our study is the estimation of residual ground-state entro-
pies. At h, /J = 12 we obtain an extremely accurate esti-
mate which turns out to be significantly larger than
Binder's result; it is also larger than a theoretical upper-
bound value for the entropy calculated by Hadjukovic and
Milosevic. However, we argue that a basic assumption
of their derivation should not necessarily be satisfied in
general. For h/J=4 our result is again larger than the
value obtained by thermodynamic integration.
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