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Correlation theory of the Heisenberg antiferromagnet and ferromagnet:
Dependence on dimension, field, and temperature

Per-Anker Lindgard
Risp Xationa/ Laboratory, DE-4000 Roskilde, Denmark

(Received 26 March 1984)

The correlation theory is applied to a Heisenberg antiferromagnet in a magnetic field. Special
cases covered are the ferromagnet and an anisotropic Heisenberg model. The theory includes self-
consistently correlation effects in static and dynamic properties. It is a generalization of the
random-phase approximation and is applicable to the quantum spin case for any dimension and
temperature. The static susceptibilities and the excitation spectrum are calculated. Besides the
spin-wave excitations a central peak is found which can be understood as coming from local longitu-
dinal fluctuations. The results of the theory are exemplified by numerical calculations for the one-
dimensional S= 1 quantum antiferromagnetic chain. Qualitative agreement is found with computer
simulations on a classical chain.

I. INTRODUCTION

An antiferromagnet in an applied field was discussed in
considerable detail by Lovesey and Loveluck' using the
Mori theory. In this approach the dynamical variables
are usually taken to be the operators (and derivatives
thereof), which in the hydrodynamic limit satisfy conser-
vation laws. The rationale is that these modes should be
slowly varying with time and should therefore dominate
the dynamical behavior. For the antiferromagnet these
variables are the magnetization density M and the ener-

gy density E . A coupling between these should occurq'
for finite external fields. Clearly, this basis is designed to
treat the long-wavelength limit q —+0 and co —+0. Howev-
er, this limit is not easily observable by either neutron
scattering or in numerical simulation studies. In the
correlation theory an alternative set of dynamical vari-
ables is chosen, namely dynamical variables, which allows
the local or short-range properties to be calculated exactly.
This provides a description of the normal modes at high q
and r0. It is therefore a theory designed to obtain proper-
ties which can be tested by the above-mentioned measure-
ments. This basis turns out to be the same as is con-
venient for the description of the ordered phase for
T & T~. Consequently, all temperatures can be treated in
the same framework. The correlation theory does not use
the hydrodynamic concept energy modes, but gives a rath-
er simple picture of the dynamics determined by spin fluc-
tuations on different sublattices. If no approximations
were made the choice of dynamical variables is only a
matter of taste and convenience. However, since approxi-
mations are necessary, the most physical basis (i.e., the
one giving the best noninteracting normal modes) should
be the most adequate. It is therefore of interest to com-
pare the results of the correlation theory with the comple-
mentary theory by Lovesey and Lov cluck. Another
motivation for this study is a comparison with the exten-
sive computer-simulation studies on a classical one-
dimensional antiferromagnet by Balcar et al.

The correlation theory here presented is valid for any
dimension and lattice structure. The two-dimensional an-
tiferromagnet on a hexagonal lattice is particularly in-

teresting because it may represent a frustrated ground
state. ' The present theory has some bearings on this
question, but this will be discussed in a separate paper.
The theoretical frame work is also applicable to the fer-
romagnet for any temperature and field. The present
work therefore extends the discussion on the Heisenberg
magnet in the paramagnetic phase previously published.
As stated in Ref. 3 the correlation theory is not intended
to go beyond the many existing theories on the Heisenberg
model addressing special questions. In particular, for
one-dimensional systems, where the static properties can
be exactly calculated and frequency moments up to (co )

q
are known, the correlation theory is bound to be less ac-
curate. However, the reason for studying this case is to
test the approximate theory in the presence of strong
correlation effects. The correlation theory is easily gen-
eralized to higher dimensions, small spin values, and other
regions, where the particular theories do not apply and
where the correlation theory may be expected to be more
accurate than in the test case. The discussion of an anti-
ferromagnet in a field turns out to cover the case of a
quite general anisotropic spin Hamiltonian as well.

The organization of the paper is as follows. Firstly, we
discuss the solution of the normal modes for a locally
correlated ground state. Secondly, we list a number of ex-
act moments or sum rules. Then the static susceptibility
tensor is calculated including pair-correlation effects us-

ing a mode-mode —coupling approximation. Explicit re-
sults are given for the ferromagnet and the antiferromag-
net for different temperatures and fields. Some exact re-
sults on the dynamics are given. The two-pole approxi-
mation, which was successfully used for the paramagnetic
phase, is generalized to the present case with several
dynamical variables and finite first-moment components.
The results of the theory are computed numerically, in
particular for the antiferromagnetic quantum S = 1 chain.
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Moreover, results on the S dependence and the dimen-
sionality are also discussed. Finally, the results are sum-
marized and compared with other theories.

LOCAL STRUCTURE

II. ANTIFERROMAGNET IN A MAGNETIC FIELD

Let us discuss the correlation theory for an antifer-
romagnet in a field with a nearest-neighbor exchange in-
teraction. The Hamiltonian is

A ( gA g( A

A = —,J+st SJ HQ—S,'.
l,J

The basic idea is to attempt to solve the local properties
exactly and calculate the interaction effects as corrections
to these. The major effect of the field in combination
with the effective antiferromagnetic exchange field is to
orient the spins nearly perpendicular to the external field
with a small tilt angle 0 towards it. The minimum classi-
cal energy is obtained if the spins are tilted in the same

plane, say the xz plane. For a one-dimensional chain this
order is destroyed at long distances due to torsions of the
plane, which perhaps can be described by solitons. How-

ever, the local or the short-range behavior should be well

described by the above picture even in the disordered

phase at not too high temperatures. Let us therefore gen-

erally assume that the physics is most clearly described in

this two-sublattice framework, which is necessary for the
theory of the ordered phase. The assumed ground state is
shown in Fig. l. The use of this framework for the theory
implies no approximations if the correlation effects are
accurately calculated. The classical internal energy per
spin is

FIG. 1. Classical local ground state for intermediate fields

for an antiferromagnetic chain.

E = —,JOM cos(28) —HM sing .

The tilt angle 8 obtained from BE/89=0 is given by

sing=H j(2JOM) .

For p nearest neighbors, we define

Jo ——pJ

and

(2)

J =y Jo with y =—ge'q'
q q q

R

M is the local average moment, which may be close to S
at low teinperatures. The tilt angle 8, Eq. (2), will be
modified by correlation effects; see (84). By the following
transformation w'e obtain the local coordinate system for
sublattices A and 8 such that the z axis is the quantiza-

tion axis:

(S"3)-=(SA)-sing+(SA') Rcosg. (Sa)- =(SB)-sing —(SB)Rcosg

(S» ) =(Sg )-, (S»g) =(Sg)-„,

(S&)-= —(Sz)-„cosg+(Sz)-sing, (Sz)- =(Sg)-cosg+(S&)-sing.
Let us define Rzz as the vector connecting the two sublattices and the Fourier transforms by

(4)

8 =(S' S' ) =I[(SgSg) —(Spy) ]cos 8+[(SgSg) +(SgSt'i) ]sin 8],

(Sz) = ge' ' (Sq)-„and (Sz) = ge " (Sg)
R R

The index q will sometimes be suppressed for simplicity. The total relaxation functions are expressed in terms of the
sublattice relaxation functions

-) =
t [(SASH )-„+(SA SB)-„]»n 8+ [(SASA )- —(SA SB)-„]cos'8I

& 'q„=(S"qS" -) =[(S~SP-,„+(S~SS)-„]
A relaxation function in (5) is defined as the Fourier transform of

[S(t)S'(0)]=f dA, (S(t iA)S ( t—)0) —,P(S)(St),
where S is the dynamical variable vector.

The total susceptibility components are given by X = (S S )„de. For symmetry reasons, (S"S" )„and
q ~ q —q q —q

(S"S" )„must be identical in the disordered state, but they differ in the symmetry-broken (antiferromagnetic) state

The degree to which the symmetry is obtained serves as a check on the theory. The exact Hamiltonian in the
transformed systems is expressed in terms of the Fourier-transformed variables (4),
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A =Jp g [ —$ [(S„") (S~) +(5S~)„(5S~) -]+y-(Sg)-(Sg) +o [(5sg ) „(S~) „—(S„") (5S~) ]]

—JpMh g [(Sg )-„+(Sg ) „]+—,JpM

where M =&Sz) =&Sz), 5S' =S' —M5(q),
=y cos(28), and o-=y sin(28). We have h =cos(28)

k k k

+H sin8/JpM, the molecular field in units
of JpM. If we use (2), h = 1 for 8 (90' and
h =H/JpM —1 for large fields. The Hamiltonian (6) is
clearly a quite general anisotropic Hamiltonian, for which
the following discussion also applies directly. The
dynamical variables to be used in the correlation theory
are the orthogonal (S~),(sf), and (5S~) (for X =A

q
and B), which are also necessary to describe the properties
of the ordered phase.

III. RANDOM-PHASE APPROXIMATION

In terms of the sublattice Green's function'
Gg~~ ——&&Sgs~~)) it is a straightforward procedure to
derive the random-phase approximation (RPA). This ap-
proximation means that we assume a spin SR and its
neighbors participating in a certain spin wave with wave
vector and frequency q and co&, respectively. If the neigh-
boring spins participate in other spin waves one assumes
that these have arbitrary phase, wave vector k, and fre-
quency co . To a first approximation, S- therefore

k (&q) R
only sees the local average of its neighboring spins,
& S -)=Mz. If there are couplings between the modes,R+5
this picture is modified. Using the equation of motion,

where

D (~)=(~'—~~~)(~'—~,') .

The system has therefore, in the RPA, two pairwise non-
degenerate frequencies,

co(~
——+JpM[(h —y )(h +P ))'

roq ——+JpM[(h +y )(h —P )]'~

If we use M =S and h = 1 these frequencies are identical
to those derived by Lovesey using simple spin-wave
theory. They also agree with the classical results.

Using the exact relation

Im« AB ))„AB ddt,
2mi

where P= 1/kz T, one finds in the RPA from (7),

&S„"S„") =&S"S") =(8'+ VP )/(h' —P' ),
&
sxsx ) &sxsx ) ( Ivy + v)/(h2 y )

(9)
&s:s;&, =&sgs, & „=(Iv-vy, )/(h'-y' ),
&s&sg)-, =&SM &-, = —(Ivy, —v)/(h' —y', ),

co « AB )) = & [A, B]) + « [A, A ]B»,
2m

and RPA decoupling, one finds, assuming that the z axes
are along the average direction of the moments,

G~ ——Gg =™JpMh [a) —(JpM) (h —y )]/D(cg),
ZEST q

where, in terms of co„ from (8),

k~ T /3co~~sinh(Pco~~ )8'+ V=
2Jp 1 —cosh(Pco~

~

)

and

kgT Pcoqsinh(pmj )8' —V=
2Jp 1 —cosh(/3coi )

(10)

Ggg ——G
The RPA solution for the z part is more trivial and is

the same as the mean-field result X~~——1/Jp and Xze ——0.
The RPA-type susceptibility including the interaction for
the zz part will be given in (45).

The original relaxation functions (5), coR

qadi

= —2m ImG( q, co), and spin-correlation functions,

JpM [y co —(JpM) P (h y)]/D(co), —
2' q q q

G~~ ——Ggg ——™JpMh [co —(JpM) (h P)]/D (co), —
2' q

GS=GK
4

JpM[$-co (JpM) y-(h P—-))/D(co), —
& S S )„=coR /(1 —e ~),

are now easily derived. We find, using (5), (7), and (45),

h+y&s"s" )„=M
h —P q

1 k~T 1, [n&5(co coi)+—(nz+1)5—(co+coi)]sin 8+ cos 85(co),
2Jp 1+/
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' 1/2

(S' S'
q

, [n—i5(co coi—)+(ni+ 1)5(co+coi)], (12)

(S' S' )„=M
q

1 AT
[n„5(co—

co~, )+(n, ~+1)5(~+
~,
)]cos'8+— sin 85(co),

2JO 1 —p
q

(13)

where ni =(e —1) and n~~
——(e —1)

Pcoj ~ll
In the paramagnetic phase we must symmetrize between x and y in order to obtain the transverse correlation function,

(14)

JOAN AT(S S )„= [h(1+sin 8)+y (3sin 8—1)][ni5(co coi)+(—ni+1)5(co+co&)]+ cos 85(co) .ql q 4Jo 1+$
q

The interpretation of this result is that the transverse part
measures the antiferromagnetic mode coi, which vanishes

for y = —1 or at the zone boundary q =n", the longitudi-
-ll -ll

nal part (S S )~=(S*S* )„measures the fer-

romagnetic mode co~~, which vanishes at q =0, for small
fields where 8&90'. Both parts have, in addition, a
central-peak component, which in the present theory can
be understood simply as a mixing in of locally longitudi-
nal spin fluctuations X . Since

~ P ~

=
~ y cos(28)

~

is

less than 1, the central peak does not diverge and becomes
significant only when the respective spin-wave modes ap-
proach low frequencies. It may therefore be difficult to
separate or detect a central peak, especially since all peaks
must have a finite width. The width will be calculated
subsequently by means of the correlation theory. In the
RPA theory the spectrum is simply represented by a set of
5 functions. In the next section we shall show that the
position and width of these are such that the first-moment
matrix of the relaxation function is correctly obtained,
when the RPA susceptibility is correct. The RPA suscep-
tibility is expected to be accurate when

~ y ~

is not too
q

close to 1 and for temperatures ksT &h. Using (7) and
X= —2miG(co=0) plus the local susceptibility approxi-
mation X~&

——1/Jo and Xzs ——0, one finds the total longi-
tudinal susceptibility (5),

2g
(15)

Jo 1+0-
In the present notation, Lovesey and Loveluck' found,
near O=m. /4, X'„which should be equal to X q,

r

1 cosO 1 . 2+ sin 9
Jo 1+.P sin(28)

(16)

The two expressions agree exactly at O=ir/4. Using
the susceptibilities including the interactions (45), one
finds

1 cos 0 sin 0
Jo 1+$ 1 —P

+ 1
when O=m. /4 .

Jo

(17)

This reduces to the noninteracting susceptibility 1/Jo for
(9=m/4, as would be expected when the two sublattices
are perpendicular to each other. This implies a vanishing
correlation length (or diverging inverse correlation length
as formulated by Lovesey and Loveluck). In addition X "

q

changes from anti ferromagnetic to ferromagnetic
behavior for fields larger than those corresponding to
8=ir/4. This was also emphasized by Lovesey and
Loveluck.

IV. EXACT RELATIONS FOR THE FIRST AND SECOND MOMENTS

Let us consider a dynamical variable vector

At= I(S~),(Ss),(Sg ),(Ss)-I

and the transverse response matrix (A 3 ) . By the exact relations (co)i&i ——([3,2 ] ) and

(~'),g, =([a,m], a'),
one finds, straightforwardly from (6),

( co )i+i =iM

0 0 1 0
0 0 0 1

—1 0 0 0
0 —100
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0

0 0

0 0 h —P +
q

0 0 (b— h

h y

y h

(Lo )egg—=JpM

a„' b„'y

b„'y a„'
q

0 0

Cby'

by'

by

Cby

(19)

0 0
0 0 (20)

By (19) we have proved rigorously that Xzy11I ——Xy1v11I ——0 for
any N, M =A,B S. imilarily, for a dynamical vector
8t =

I (s~ ),(S21 ) I, one finds for the longitudinal

response matrix (Bent)
q co'

c' = —g y „(ss„'ss~) „, c = g—y-„(ss„*ss„') „.
k k

They represent essentially nearest-neighbor correlations
between different sublattices (conventionally denoted by a
prime) and within the same sublattices. They appear in
the following combinations:

a, b,'y

b' I, y a, (21)
= 2 2 I I I

Q~ =S C~ +Cyy +C C~, Q~ = —
Cyy +CCzz

The results involve a number of pair-correlation terms
which will be defined as

' =—'gy„(s„"s,")„, =—gy'„(s„"s„")„,
k k

bz =C (Cyy +Czz ) ~ bz = —
CCyy +Czz

2 2 2 I I Ia, =c c +cyy+s (c +M jp), a, = —cyy+cc
(23)

bz =C(cyy+Cxx )~ bz = —Ccyy+Czz

a„=(c +s )(c~+c~)+s M Ip, b„' =c' +c'
c =cos(28), s =sin(28) .

The susceptibility tensors at low temperatures, neglecting correlation effects, may be obtained using (7),

h

h
RPA

0 0

0 0 —y q

o (h' —p'-, )
-'

0 (h2 y2 )
—1

0 (h2 y2 )
—1 0

(h2 y2 )
—1

q

(24)

o o

h O 0
(g

—1)RPA
0 0

0 0

h y q

q

We notice that X1 is independent of the temperature.
From (18) and (19), neglecting the correlation term, one
finds, by multiplication with (25),

( co2 )1 ——(co )1 ——(JpM)

A 8 0 0
q q

8 A 0 0

0 0 A 8
q q

(27)

(p1 )1 iJpM——

0

0 0 y
—h P 0

—h 0

(26)

0 0 8
q q

where A =h —y P and B =y h [1—sin(28)]. The
diagonalization of (26) or (27) gives the RPA frequencies
co~~ and co1 [Eq. (8)]. Clearly, the RPA frequency for
X~~(q, co) is zero according to (20). By investigating the
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remaining terms in (19) and (21) one observes that the
fluctuation corrections of the second moment are quite
similar for the various variables.

At high temperatures the susceptibility may be obtained

by the high-temperature expansion. One finds

1 P/t 0 0

1 0 0/t

J ~ 0JOI;
—y /t as T~ 00

q

10 0 y—/t
q

(28)

where t=T/8cw, and 8cw ——Jos(S+I)/3k' is
Curie-Weiss constant. It is straightforward, but very la-

borious, to derive the expansion to higher order in 1/t.
Here, for simplicity, we already neglect the 1/t terms in

the diagonal. The structure of (28) is the same as (24),
and the first-moment matrix can be diagonalized to yield

the eigenvalues for large T,

~~~
=+J,M [(t —y, )(t +P-, )]'",

cp, =+JoM[(t+y )(t —P-)]'
(29)

Since t =1 for T =8cw we conclude, by comparing with

(8), that the RPA theory inight be adequate for T-8cw.
For T»8cw one has M=HX~~~H/Jpt and the fre-
quencies (29) reduce to the Larmor frequencies in the ap-
plied field H. In this limit a 5-function representation of
the spectrum is only relevant for K »k~ T.

A"-=Jp[M (h y—P )+a„—y-cb„'+s y c' ],
P"=Jo(M h+a„')

B"=Jp[M h (1 c—)+b„—ca„'+s (2c„'+c~)],
Q"=Jo(M +b„')

A~ =Jo[M (h —y P )+ay y—cb'],
P~=Jp(M h +cd )

(32)
B =Jo[M h (1—c)—a +cb' ], Q = cJ (—M2+b' )

A' =Jp(a, y—cb,'+s y c~z), P'=Jpa, '

B'=Jp[b, ca,'+—s (c' +2c' )], Q'=Job, ' .

The solutions of (31) for the matrix elements Xz~ of the
susceptibility tensor are given by

pa+ a

X =X„„+X = =(X„„+X„)', (33)

where X ~M is an element of the inverse susceptibility ma-
trix. X+ and X represent the physically important com-
ponents of the uniform and staggered susceptibility ma-
trices, which are diagonal. It is clear from (33) that
X+(y-)=X ( —y-).

The results (32) and (33) reduce to the exact high-
temperature results (28) for T~oo, and to the RPA re-
sults (27) and (24) if the pair-correlation terms c«and
c~~ are neglected. Let us discuss a number of limiting
cases of the quite general solutions (33).

V. CALCULATION OF THE SUSCEPTIBILITY
TENSOR INCLUDING PAIR-CORRELATION

EFFECTS

(AB)=([[A,A ],B]) . (30)

Using a Hartree-Pock —type decoupling of the four-spin
relaxation function

(s st's st')-
&,s s &(st'st'),

We now need to calculate the static susceptibility more
accurately, including correlation effects. This is done in
the correlation theory by going to second order in the
equation of motion for the Green s functions, which give
the identity

A. Ferromagnet at a11 T with or without
a magnetic field

For this case 8=90' or c = —1, and s =0. The fer-
romagnetic Hamiltonian is obtained by replacing
Jp~ —(Jp) and —h by h'=H/

I
JpM

I
+1. We then ob-

tain, from (23) and (33),

M (h' y)+b„'(1——y )

I Jo
I

M (h' y) +(a—„yb„')(1—y )—
(34)

1 1./b. ' —y-,

The total susceptibility components (5) are X""
=X"~=X+, and X =X+. For the external field H =0+y q

+'
we find

which is equivalent to the mode-mode decoupling to be

used for the dynamic properties, one finds, from (S S )

for a=x, y, and z, the equations

1
X+ X+

I
Jo

I Ry
7

where

(35)

8 y q

where

pa~

q
X«Q~ (31)

Ry ——(M +ay)/(M2+by ) .

Equations (34) and (35) also apply in the ordered phase.
The transition temperature is given by Ry 1 OI

c~+c =c' +c', which is the same condition as found
previously for the Heisenberg paramagnet.
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2 1x+-
Jp

where

1 y 1 1

R„—y Jo Ry+y
7 X+

1

R —y2 q

(36)

R =(M2+a )/(Mz+b')

for a=x, y, and z. By symmetry, R„=R». The Neel

temperature is obtained by the condition Rz ——1, or when

c +c =c' +c' . There is full symmetry between the x
and z components. The 7 components are obtained by
changing the sign of y . The total susceptibility com-

q
ponents, Eq. (5), are X =X =X",andX~~=X~+. In the

q
paramagnetic phase they are all equal and diverge at T~
for q=a or y = —1.

C. Antiferromagnet in a large magnetic field

%%en the induced moment along the field is large, the
angle 8=90' or c = —1, and s =0, as for the ferromag-
netic. case, but now h =H/JOM —1. Using (23) and (33)
we find

M (Ii+y ) by'(1 —y—)
X+ =X~+ = q & q

Jo M (h+y ) +(ay yby)(1 ——y )

z 1 1
X+

Jo y a, /b,'—
(37)

The total susceptibility components (5) are X =X~~
q

X+7 and X ~ X++
q

B. Antiferromagnet in no magnetic field for any T

For this case, 8=0' or c =1, and s =0 and h =1. In
the paramagnetic case, M =0. From (23) and (33) we find

D. Antiferromagnet in a small magnetic field
for any temperature

Near T~ and below, the angle 8 is between 0 and 90.
In this case both c and s are finite and 8 is determined
such that h =1 if we use (2). We find

y 1 1
X+

Jo R"-+y-
M (1—P )+ay(1 —y )

M (1 P—)+cd'(1 —y )

(38)

ay —Cby

Jp xi+ q M ( I +c)+2cby'
(39)

where x& is the inverse correlation length.
In the case when a~ (cb», R7 is less or equal to 1 and

q
the ordering may occur at an incommensurate wave vec-
tor. This will be discussed further in the numerical sec-
tion. For the x and z components we may write

1 1, 1 1
(40)

where

When a~ &cb~ or R &1, the ordering wave vector at
q

which the X+ diverge is q=q„„,. The Neel temperature
is given by

a7=cb„' or c +c +szM2/p=c(c' +c' ) .

For small fields we may write the equation as

c +c =(1—KH )(c '+c ')

where K is a constant and the superscript 0 indicates
functions calculated in zero field. This gives the classical
result TN(0) T~(H) -H—if the short-range correlation
functions are assumed to depend linearily on T near
Tz(0). However, the self-consistent calculation may
modify both the exponent 2 and the sign of the constant
E. By expanding near q =q„„, and writing

y = —1+q we have
q

(M +a„+y s c&z)(1+y ) cy [b„—a—„+s (2c' —c&7+c' )JRz
(M'+a„')(1+y )+y (b„' —a„')

(41)

S ~q JP ~q ~q Z S ZZ PJ(a, +y s c~)(1+y ) y[b, +a, +s (—c' —c~+2c' )J

a,' (1+y ) —y (b,'+a,' )
(42)

Here R = —c and R' =c for y = —1, when the='F
following relations between the correlation functions hold
at T =T~.

c~ =(c' —c' )/2,
c =2c„'„cos 8+(1+cos 8)(c' +c' )

—(2cos 8—1)Mii/p, (43)

c = 2cyycos 8 (1+sin 8)(c +c )

—(1+2cos 8)MII/p,

I

where M~I
——M sin8 is the moment induced along the ap-

plied field. The susceptibilities (40) and the relations (43)
ensure that the symmetry relation

JP y zz sin20 yz +cos2g yz
q q + J 1+y

q

holds at T~ for q close to the zone boundary. Since X"
and X+ are obtained from (40)—(42) by changing the sign
of y we find, at T~,

q
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=cos OX" +sin 87'
Jo 1 —y q

(44)

This shows that the longitudinal susceptibility is simul-
taneously divergent for q =0. The negative sign means
that the induced moment along the field increases with a
vertical slope at T~ with increasing temperatures. The
symmetry requirement that 7 =7 for all q and T

q
gives (if at all possible to fulfill in the present theory) even
more strict relations between the correlation functions
than (43), which contains the weaker condition a„' =cb»
for T =T&. At low temperatures T~O, where the corre-
lation corrections vanish, R —+ 1 and R~ —+ 1, and we

q q
recover the RPA solutions for X+ and X»+. The RPA X+
is, however, modified to take into account the interac-
tions. Let us call this an improved RPA result,

1 1, 1 I

Jp 1 —P
'

Jp 1+/ (45)

VI. DYNAMICAL PROPERTIES

Let us first list a number of exact results. The exact
first-moment matrix (co } is obtained from (18) by multi-

plying with an exact gi '. The diagonalization of (co }
gives the exact eigenvalues in terms of the diagonal sus-

ceptibility components defined in (33),

It is interesting that we incorrectly wou1d obtain the RPA
result even if the correlation corrections were not assumed
to be small, but just assumed to obey the relations found
in the RPA theory (9) and (23),

(c~ ) = cc~, (c»» ) = —c»», c~ =cc~ (46)
RPA RPA

If we now neglect only terms proportional to s, all
primed and unprimed quantities in (23) are equal, and in
(38), and (41) and (42), R" =R» =R* = 1+o(s ). What

q q q
we should learn from this is that the introduction of RPA
relations and simplifying assumptions in a theory which
includes correlation effects may seriously impair the ob-
tainable results.

The RPA expression (27) again checks with this.
In the notation introduced in the preceding section,

(23), (38), and (40), we can write the exact second-moment
matrix (19) as

r

w w„' 0 0
w„' w 0 0

0 0 w& w&

0 0 w~ w~

where

w„=Jp(M Ii +a„' )XAA+ Jp(M +b„' )y

wx =Jo(M'Ii +a„' » AB +Jo(M'+ bx )}-,XAA

w» =Jp(M Ii +cb» )XAA —Jp(M +b» )(h X AB

w' =Jp(M ii +cb» )X»A»B Jp(M—+b» )p X»Q .

(5 1)

The exact result for the dynamical response matrix for the
variable vector A, introduced in Sec. IV, is formally
solved by the Mori theory. The Laplace transform is

( A At) =gi[zl —i (co}+(AiA ti) 'gi '] ', (52)

b„F„(z) b„'F„(z)

6„'F (z) A„F (z)

where z =ice+ a (we use the notation z' if there is a possi-
bility for confusion with the coordinate z) and A i is the
random-force variable. A i is the part of —iA
=[A, A ]=WA which is orthogonal to A. Using the
Mori projection operator H, which acts as
&8=(8At}(A At) 'A one writes Ai ——(1—H)WA
=MA —(Lp)A. The random-force response matrix can
be written as follows:

a~)(
——~ ——+M[(X AA

—X AB )(X AA
—X AB ) 1

= +M (X"X' )
- '",

ail —co+ ——+M[(XAA+X AB )(XI+XAB

(47)

(AiA ) )
6»F»(z) 5»F»(z)

6»F»(z) b»F»(z)

(53)

= +M (X"X' )
- '".

w w' 0 0
w' w 0 0

(Q}'= 0 0
0 0 w' w

(48)

w M (XAAXAA+X ABXAB)=(~i+~~~)»'2

w =M (X ABX +AXAXAAAB) =(cpJ ~)~)/2 ~

(49)

It is sometimes convenient in the following to replac«he
index

~ ~
by —and I by + . If we insert the RPA suscep-

tibility components (25) we recover the RPA frequencies
(8). The exact first-moment matrix squared is simply

The spectral weight functions F~(z) are normalized;
i e., I F~(ai)da)=1. By integration of (53) one there-
fore has Sy definition, that the coefficients 5" are the ma-
trix elements of (@2) —(@}~: i.e.,=w ' —w ~ for u =x,y. As carefully discussed by Mori,
the time evolution of the random forces is not governed
by the total Hamiltonian, but must be considered in a ro-
tating coordinate system, which follows the regular spin
procession. This ensures that the orthogonality
(A i(t)At}=0 holds at all times. Therefore F (z) must be
calculated using the modified Liouville operator
Wi ——(1—H }W, where the regular precession is project-
ed out from the original W. The (AiA i) matrix is 2X2
block diagonal for x,y (and also z). Let us consider only
one such block and write, for a =x,y (and also z),
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X.(z) X.'(z)
1

X-—X
(54)

Xa(z) =([I—+](~A)-, I [1—+l(~ A)-)2 ' Xa(z) =([I—+](~A)-, I
[I—+](~a)'-, )s

' .

By definition, X~=f X~(co)dco and X~ =f X~(co)dco. Then,

(AiAti) g '=(AiAti), (AiAti) '(AiAti)(A At) '=(AiAti), (AiAti) '((co2) —(co) )

X~ (z) X~ (z) X~ —X~ b ~ h~

(X' }2 X' (z) X (z) —X' X b,
'

b,

(55)

(56)

By comparing this with (53), we find that

F (z)=[X X (z) X~'—(z)]/[X —(X' ) ], (57)

since X X' (z) —X~ (z)=0 because f coF(co)dco=O
and

f X X' (co)—X~ (co)dco=O.

The frequency dependence of F (z) may be quite compli-
cated, and must be such that all moments of (A A ) q, z
are finite.

t

does not give any qualitatively different results from the
simple pole approximation (58), but may give up to a 40%
increase of the calculated linewidths. The eonsequenees
of a cutoff will not be considered further in the present
case.

It is convenient to consider the diagonal uniform and
staggered susceptibility components X+ and X . The ma-
trices are obtained by transforming each 2&&2 matrix M
in the preceding section to Md ——T 'M T, where

1 —1
T

A. Simplifying approximation for the frequency
dependence

It was found for the Heisenberg magnet that it is a
great simplification and a good approximation for the fre-
quency interval of interest to parametrize F (z) as a single
Lorentzian. This corresponds to assuming an exponen-
tial decay of the random-force correlation functions (for
intermediate times) with the decay time I/K . We write

F (z)=1/(z+K ),
where IC is assumed to be nearly independent of z for
frequencies 0&

~

co
~

&max(co~~, coi). Inserting (58) in (53)
gives a solution for each component with eight poles and
such that the second moment is finite. The spectrum
could be cut off at high frequencies to yield the fourth
moment and to make all higher moments finite. As dis-
cussed for the Heisenberg paramagnet, this procedure

I

X+(q, z') =X'+
z'+(&, +&,')/(z'+&, )

where, according to (20) and (21), 6,+6,'=a,'+b,'y . IfZ Z Z Z q
5,+5,' «K„(59) simplifies to

X' (+q,z') =X+(q) i+z z where I + ——(5,+b,,')/IC, .

(60}

The frequency dependence for the transverse, diagonal
susceptibility components is obtained by transforming (52}
and (53) by T. Explicitly, we find, for (A A") a trans-

q, Z

verse, diagonal

The first-moment matrix (co)g does not change by this
transformation, but remains as (18).

The frequency dependence for the z,z susceptibility
components is then, using (52}and (56),

X+(q)

0 X" (q) 0

0 X»+(q) 0

x» (q)

—i V"+

i V"+

0 z+X+ 0

0 z+r~

where for a =x,y,

d.+d.'CX CX

z +K~
and V+ ——M/X+(q) . (62)

If we, for simplicity, use the RPA static X+(q), we find
from (19) and (27) that

b,„+6„'=a„'+b„'y and b»+b» cb»(1+y ) . (63)——X — X X —X ~q

For a more accurate determination of the weight fac-
tors for X+ in (61) one should, of course, use the correla-
tion theory susceptibilities X+(q) from (33). We notice
that (61) ean be block-diagonalized and can represent two
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independent famllim of mod~ belonging to ~i and ~
each described by four poles. Another independent family
of inodes is the longitudinal a=z, which is also described
by four poles. A line shape described by four poles is
clearly still quite general. Let us therefore discuss some
limiting cases, which also are useful for setting up the
self-consistency equations for determining the damping
constant K .

B. Limiting cases

In the case when the amplitude of the random forces is
small compared to the mean forces, (to ) —(to ) « (to ),
the spectrum is only slightly modified from the 5-function
spectrum at +to& and +coll. Consequently, one finds that
the poles of (52) simplify to four complex poles and, in
addition, one central, purely imaginary pole at

' —1

to=i g [2—(b +b. )I/a)f —(b —b, )/toll]/E =-iK,

(64)
where 1/E=2(1/E„+1/E~). The central peak is ap-
proximately Lorentzian with a half width -E. If we in-

I

troduce only this average decay constant, the renormal-
ized and damped regular precession modes are given by
the complex poles:

toi =+~oi+(+~~+ ~'E) g (b +&' )/2(~i+E')

=+coy+i I g ~

—~ll+ —~ll+tE X(b~ b~)/ (~ll+E )

(65)

We notice that the half widths I & and I'
ll

are smaller than
that of the central peak, since by assumption,

b~& (min(toll, co&). The relative spectral weight of these
modes will be discussed below in (69)—(71).

The above case is clearly not relevant at the transition
temperature near q =0 and q =m, where co& and A@II van-
ish. When co~ and b" are small compa~ed to coll, one finds
the same high-frequency pole toll as in (65), but the low-
frequency part of the spectrum is described by the follow-
ing two poles:

T

+[E coi (b„by+ b.„'—by) /4—]'~ +i g—(b~+b~)/2 coi-
a

g (b~+ b~) E' c—o2i(1+—E'/co „)
a

+~~+~r (66)

When toll and b" are small compared to coi, one finds, equivalently, the ~oi of (65) and the low-frequency poles at

+[E'toll (b, b,„b,„'—+b,,')'—/4]'—"+i g (b, —b,,')/2—

mII
——K

y(b. —b.')—E'—~ll(1+E'/~,')
a

II+ II
' (67)

These solutions are expected to be relevant at Tz near

q =m. and q =0, respectively. %e notice that the poten-
tially soft modes to& or toll merge with —co& or —coll,

respectively, and go into an overdamped-oscillator forin
with two purely imaginary poles. One of the poles van-
ishes at T&, i.e., to~i0 In other w.ords, the soft modes
are being absorbed into the previously discussed central
peak. The expected critical slowing down at Tz is there-
by obtained.

It is instructive to consider these solutions of (52) in the
real time space (i.e., the inverse Laplace transform). First,
let us assume that the description with two damped modes
given by (65)—(67) is sufficient. We then find from (52),
for a=x,y,

(SgSg), =—,
'
[X+e ' cos(toit)+X e ll cos(collt)],

(68)

where the partial susceptibility components 7+ and 7
are defined in (33). If we include the central peak (64) it
contributes to a first approximation simply by an addi-
tional term exp( —Et), with the appropriate relative spec-
tral weight. The result is

I

(SwS~ ),+(S&Sg)

=++[Pie '+(1 Pi )e ' cos(—toit)],

(S~Sg),—(SgSg)

[Pile '+(1—Pll ) cos(coll )] .

The weight factors for the central peak are

P, =(b +b')!(toi+b +b'),

(70)

(71)
Pll =(b.—b.')/(~ll+b. —b.) .

Equations (69) and (70) comprise the generalization of the
RPA result (11) and (12). The correlation theory gives the
damping and also a central peak for the y,y component,
which is required by symmetry.

Finally, we need to calculate the decay constants K .
This is done using the mode-mode —coupling approxirna-
tion, which was found to be excellent for the pure Heisen-
berg paramagnet. In the present case there is the compli-
cation that we have the regular precession modes (47)
which must be projected out. This is difficult to do exact-
ly and we shall use the following approximate scheme.
Consider, for example, the complete equation of motion
for (S~) using (6) for h =1,

q
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(Sg) =iJOQ [P-„(Sg)„(5')„+y„(5S„")-„(S$)„—o„(S~)„(Sg)-„]+iJOM[(Sg) +y (Sg) ] . (72)

k

The last part shows the terms which are explicitly proportional to the components of A = [S&),(Ss),(S~z ),(Sg )

This is the dominant part to be projected out, and we shall neglect the (in a sense, higher-order) contributions from the
rest. The first part of (72) therefore yields an approximation for the first component of A~. In other words, A~ is ob-

tained from A by neglecting the terms proportional to M (the RPA part). Inserting this into (55) and using the mode-
mode decoupling, we then find

Xx(z')=4T Jo y f [f(0'-+y'- -)(5SA 5SA)-„'+o'-„(SASH)-'](SASA)-' -„

k

+2/ y „(5S„*5Ss) „'(S~gS$) '
Ie ''dt, (73)

X.'(z)=k, TJO+ f I[(y'+y' „)(5S„'5S,') ' —o'(S„"S,")„'](S,Sg) '

k

+20-y- -(5SA5SA)k (SASA)- -„ Ie
q —k, t

(74)

The z parts X,(z') and X,' (z') are identical with (73) and (74) if 5S' and S"are interchanged. The y part is a little more
complicated:

Xy(z')=k~T Jog f I [(P-„+P-„)(5Sg5s„') '+o „(SgSg)-„'](SS~)~
q —k, t

+o „(5'5' ) „'(5Sg 5Sg )
' -„—2P „P„(5'5' ) „'(SgS~ )

q —k, t k k —q k, t q —k, t

+o „o.„[(Sg Ss)-„'(SgSs) ' „+(5S„'5S~) „'(5S~5') ' „]Ie ''dt .
q —k, t t q —k, t

(75)

In analogy with X„'(z'), the Xz(z') part is obtained by interchanging the AA and AB terms. Under the sum and in-

tegral in (73)—(75), the precise time dependence of (S~SM )
' is not too important. Let us therefore use (68) to estimatek, t

the time dependence under W &. Consider one of the diagonal, dynamical susceptibility components (33),
X(z)=X+(z)/X+, and the corresponding memory function (54), M '(z) =X+(z)=X~(z)+X~(z). Then one has exactly
that

(z) =M '(z) —~ '(z)X(z)~ '(z)/X (76)

Using the full W [or (68)] introduces erroneously long-lived (oscillatory) behavior from X(z) in the memory function,
which is not present when M(z) is calculated in the correct, rotating coordinate system. However, for b, +b, '

&co~(q)
the relative weight of this contribution is P+ [Eq. (71)]. Thus, if the central peak can be neglected, it is consistent to also
neglect the last term in (76). It can be included in a complete calculation.

C. Self-consistent determination of the damping constants EC

For the diagonal susceptibility components we can write the self-consistency equations (57) and (58) for a=x,y, z sim-
plg as

X+ (z) X (z)
~a ga Z Zo

where X+(z)=X~(z)+X~(z), and zo is a characteristic frequency. For the transverse damping with a =x,y we shall use
zo iso+(q) ——and equate the real parts of (77). One clearly obtains the same result by using zo —— iso+(q) or-
zo ——+iso (q). For a=z the characteristic frequency is zo=l '+(q). From (61), (62), and (68), we then find the damping
constant I +(q ) for the frequency co+(q ) to be

I +(q)= —,
' g (b, +b, ')Re X+(ico+) X (iso+)

(78)
a=xy X

and similarily for the longitudinal central peak,
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X+(I"+) X' (I"+)
I +(q)=(a,'+b,'y )Re —,+

X+ X' (79)

Using the property that any quantity F+ (y ) =F ( —y ), we find explicitly the mode-mode coupling contributions for

the one-dimensional case, where yq
———

yq

+ 1X+(z)=kaT Jo g (0-, +) -„-)'X'+(k»'+(q —") 2 X
s z+I"+(k)+D'+(q —k)

+o'-„X+(k)X~~(q —k) —,
' g

ss' z+D'+(k)+Dq(q —k)
(80)

where the sums over s run over s =1 and 2, and D'+(k) =I +(k)+( —1)'iso+(k) Fo. r the z component the result is the
same, when x and z indices are interchanged and the corresponding frequencies inserted. Finally, we find

r

Xp(z)=kg TJo g (P +P -) X+(k)X+(q —k) —, g. z+1' (k)+D' (q k—)

+(o-+o -„)'X+(k)X+(q—k) —,
' g

, ' z+D' (k)+D' (q —k)

1+(o-„+o -„) X'+(k)X+(q —k)
z+I' (k)+I'(q —k)

(81)

The interpretation of (78) and (79) is quite simply that
there is a contribution to the damping from the coupling
at all wave vectors of the various normal modes associated
with the susceptibilities X+( k ). In general, when
y &—y we must separately also consider the contri-
bution to (78) and (79) from X X and X X+. When
solving the self-consistent equations (78)—(81) it is con-
venient to assume a functional form for I (q). As was
done for EuO, let us assume a Fourier expansion,

I +(q) = g r„cos(nq)

M =S(S+1)—(SOSO) —(S~OS~O) —(5SO 5S0) .

The theory is therefore dependent on the spin value S.
The angle 8 is determined by minimizing the free energy,
which gives (BA /BO) =0. Using (6) we find the exact
relation

and

I +(q) = g A,„cos(nq),
n =0, 1,. . .

(82)

where the coefficients r„and X„are to be determined.

D. Numerical results

The numerical evaluation of the results falls in two
parts. First, the static properties, the correlation func-
tions (27), the local moment M, and the angle 0 must be
determined. For a classical one-dimensiona1 magnet one
could obtain these properties exactly by the transfer-
matrix method. However, here we shall test the self-
consistent correlation theory and make a comparison with
the known results for the classical chain. The self-
consistent calculation of the eight static quantities is quite
tricky, but can be done easily for not too srnaH magnetic
fields by iteration. The results are independent of the
start values for the iteration. In the evaluation of the
correlation functions we have used the self-consistent
first-moment frequencies (47) and the susceptibilities (33).
The local moment is obtained from the exact relation

0.2 0.& 0.6
WAVE VECTOR q

FIG. 2. Classical spin-wave dispersion for an antiferromag-
netic chain in a magnetic field. It is identical to the RPA solu-
tion (8).
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C3

Q 5

— 3P'

MAGNETIC FIELD H/J, S
FIG. 3. Induced moment M;„d, the local moment M, and the

canting angle 0 calculated by the RPA as a function of the mag-
netic field for the antiferromagnetic chain. 0.2 0.4 0.6

WAVE VEC70R q

0.5

1.0

sinH=HM/[2Jo(M'+ (SOS' ) + (5SO 5S', ) )] . (84)

This expression is more accurate than the classical expres-
sion (2). If one uses (2) one finds h =1 in the canted re-
gion where 8&90'; this is no longer exactly true in the
presence of nearest-neighbor correlations (84).

For S= ca (here we have used S= 1000) the magnitude
of the correlations vanishes compared to M, and one ob-
tains the RPA results (8)—(17). The plot of RPA frequen-
cy versus wave vector is shown for different fields in Fig.
2. It agrees with the exact classical result and the com-
puter simulations. The canting angle and the induced mo-
ment is shown in Fig. 3. When the external field H
equals 2JOS the angle 0 becomes smoothly 90'. For
H =~2JpS the canting angle is 8=45'.

Here, we shall present results for S= 1 for two tem-
peratures T/JOS(S + 1)=0.025 and 0.3. The first-
moment frequency is shown in Fig. 4. Because of the
pair-correlation terms in (84), it shows an energy gap,
which is not present in the RPA result, Fig. 2, in the cant-
ed phase. Figure 5 shows the local and induced moment
M,M;„d, and the canting angle 8. The transition to the
8=90' structure now occurs abruptly for fields lower than
2JOS, although it approaches this at low temperatures. It
is interesting to follow the correlation functions in the
canted phase. In Fig. 6 we plot, for T/JoS(S +1)
=0.025, the normalized, total correlation functions for
the same site, nearest and next-nearest neighbors,

c =~SoSo~/S(S+1), c ' =(SoS i ~/S(S+1)
and

c =(SOS2)/S(S+1) .

First, we notice that we have not obtained full symme-
try between x and y as required by symmetry. The same

FIG. 4. First-moment frequency calculated by correlation
theory for an antiferromagnetic quantum S = 1 chain for
T =0.3JpS(S + 1 }and different magnetic fields.

Q.025

D

~ 05

K
60o

30o

0
0 2 3

MAGNETIC FIELD HQoS
FIG. 5. Induced moment M;„d, the local moment M, and the

canting angle 8 calculated for an antiferromagnetic quantum
S=1 chain for various temperatures T/JpS(S+1} as a func-
tion of a magnetic field H/JpS.

po

was the case with the RPA in (11)—(13). By symmetriz-
ing, we find the dashed curves for c q, c ~, and cz. These
together with the z components agree qualitatively with
the exact classical correlation functions calculated by
Lovesey and Loveluck. ' The obtained asymmetry be-
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-0.2
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IvIAGNETlC FIELD H/J0S

FIG. 7. Same correlation functions as in Fig. 6 for
T=0.3JpS (S + 1).

0 2 3
f41AGNE Tl C FIELD H /J0S

FIG. 6. Total correlation functions in the original (x,y, z)

coordinate system normalized by S(S+1). They are defined as

on site, c = (SOS o ) /S (S +. 1); nearest neighbor, c '

= (SoS ~ )/S(S+1); and next-nearest neighbor, c
=(SOS 2)IS(S+1). c z represent the average of c" and c JJ.
All are calculated for the antiferromagnetic quantum S=1
chain for T=0.025JpS(S+1).

FIG. 8. Arrows represent the components of the local-
moment structure (schematic) deduced from the correlation
functions on Fig. 6. (a) is the fully aligned high-field state. (b)

shows that an antiferromagnetic y component is present at
L9=45'. (c) At still lower fields an antiferromagnetic component
is also induced for the z component. The general structure for
L9& 90' is most likely a complex cone structure with an incom-
mensurate spiral vector.

tween x and y is, however, very instructive. It shows that
the assumed structure, Fig. 1 (which is correct for the
classical case S = oo), is modified by twisting the various
sublattices. Analyses of the correlation functions show
that the structure is a complex cone structure, as shown in
Fig. 8. Such a structure automatically has full symmetry
between x and y and will also make the frequency on Fig.
4 vanish at an incommensurate wave vector. If the cone
structure has a long wavelength, the correlation functions
calculated using Fig. 1 are still valid. However, difficul-
ties appear at small fields. For H &0.7JOS, g develops

a pole for 0 & q & m", this also happens for g, and X~ for
H &0.5JOS, indicating that a complex cone structure is
needed. The results for low fields are therefore not reli-
able before a full self-consistent cone situation has been
considered. Figure 7 shows the equivalent results for
T =0.3JOS(S+1}. In this case there is better symmetry
between x and y—until 7 develops, the finite-q poles
for H &JoS and H &0.6JoS. Notice that 8=45' is now
very close to the field at which the abrupt transition to
9=90' occurs. This is very different from the RPA, Fig.
3. The indication that the structure of an antiferromag-
netic chain in a field for small S is a kind of cone struc-
ture might have been guessed from the exact calculation
by Ishimura and Shiba" for S =—,'. This shows that the
spin waves develop zero-frequency modes for field-
dependent q values between 0 and m.. The present calcula-
tion brings some physical insight into this interesting re-
sult which should be investigated experimentally. It is not
just the case for S = —,', but holds also for other small spin
values.

The results for other small values of S are qualitatively
similar to those reported for S =1, when plotted on the
relative field and temperature scales H/JoS and
T/JOS(S+1). The relative importance of the correlation
effects is largest for 5 = —,

' and decreases with increasing
S. For S=—, the fact that (S~)=—,

' at all fields and
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temperatures is exactly fulfilled at high fields, but at low
fields deviations between (S ) and —,

' are found of the or-
der of 10%. For all values of S, the relative local moment
M/S approaches 1 for large fields. The quantum effects
are therefore quite accurately obtained by the theory. The
result that the theory reduces to the RPA theory for
S~oo, which is temperature independent and has no
damping on the relative field and temperature scale, may
be a problem with the numerical calculation of the limit
S—+ ao. Certainly, if we use the RPA results for a classi-
cal spin of formal length 1, one would calculate a tem-
perature dependence and damping rather similar to that
found for the quantum spin S = 1.

The correlation theory is not restricted to the one-
dimensional case and it is easy to extend it to higher di-
mensions, where it actually should be more reliable. As
an example in Fig. 9 we show the induced moments and
canting angle for the two-dimensional square case. An
analysis of the correlation effects in the frustrated tri-
angular lattice will be considered in a separate paper. It is
found that the correlation effects introduce local ordering
with incommensurate wave vectors.

After having investigated the static properties, the
second part, the dynamic properties going beyond the
first-moment frequencies, remains to be calculated. Equa-
tions (59) and (61) show that there are three independent
families of excitations, two transverse with first-moment
frequencies co+(q) and co (q), and one longitudinal with
zero frequency. Furthermore, co+(q) is equivalent to
co (q n). The F—ourier coefficients of the expansion (82)
of the damping constants I'+(q) and I'+(q), Eqs. (78)
and (79), can now be calculated using (80) and (81). The
result depends strongly on the static properties and the ac-
curacy with which these are obtained. For S=1 and
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FIG. 10. Lower part shows the Fourier coefficients for the
damping constants I +( q ) and I +( q ) for the spin-wave mode

{Fig. 4) and the central peak as a function of the magnetic
field. The upper part shows the intensity of the spin wave and
the central peak far [P (q, co)++~(q, co)]/2 (solid line) and

(q, co) (dashed line) for q =m.

Z'.
D

UJ

K
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2
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T =0.3JaS(S+ 1), on Fig. 10, we show the damping con-
stants and the intensity of the spin-wave and central-peak
contributions to the total transverse and longitudinal
response functloils (5), [& (q, co)+X (q, co)]/2 and
X ( q, co). The corresponding spin-wave frequency is
given in Fig. 4. In the 0=90 region the spin waves and
the central peak have widths which vanish for large fields,
but grow strongly near the transition to 8+90'. In the
field range for 20'&8 & 90 we find damping constants of
the order of 10% of the spin-wave frequencies. For
(9&16' we are in the region where X has poles for

q
0& q &m. The calculated damping is strong in this re-
gion, indicating that the assumed structure shown in Fig.
1 is not adequate in this region. The magnitude and field
dependence is in qualitative agreement with the
computer-simulation studies for the classical (S = 0o )
chain. %'e were unable to make a direct comparison be-
cause in the present numerical calculation the correlation
effect, and thereby the damping, vanishes when S—+ 00.

VII. SUMMARY
FIG. 9. Induced moment M;„q, the local moment M, and the

canting angle 8 for a two-dimensional square lattice for S =1
for T =0.025 and 0.3JoS(S+1).

The static and dynamic properties of a Heisenberg mag-
net in a magnetic field was derived using the correlation
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theory. This gives results including correlation effects for
various lattice dimensions, spin values, temperatures, and
signs of the interaction constant. As an illustration of the
results, the one-dimensional antiferromagnet, when corre-
lation effects are expected to be large, was treated, partic-
ularly for S =1. The results agree qualitatively with the
computer-simulation results on the classical chain. How-

ever, indications are also found of a complex cone struc-
ture similar to that expected, leading to the exact results
for the S=—, chain. By choosing dynamical variables

which diagonalize the local properties, we found a
central-peak component, which can be understood as com-
ing from the local longitudinal susceptibility. This pro-
vides an alternative, simpler description of the central

peak than the hydrodynamic energy-mode concept. It
would be interesting to calculate the dynamics using the
exact static properties known for the one-dimensional sys-
tern to test the mode-mode —coupling approximation. For
two dimensions the present theory allows a calculation of
both static and dynamic properties which have not previ-
ously been obtained.
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