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Experimental measurements of current-voltage structure and emitted X-band radiation in applied

magnetic field from overlap-geometry Josephson tunnel junctions of normalized length about 2 are

compared with numerical simulations obtained with the use of a perturbed sine-Gordon model. The
simulations furnish the current and field dependence of the oscillation configuration, from which

can be calculated average voltages, frequencies, and power spectra. Simulation and experimental re-

sults are in good agreement with regard to the lobe structure of the height of the first zero-field step
and/or second Fiske step in magnetic field and the field dependence of the radiation frequency

within the various lobes, including details such as hysteresis between lobes. The simulations predict
an alternation of the dominant frequency component with increasing field that accounts well for the

experimental observations. The usefulness and limitations of cavity-mode analyses, both single-

mode and multimode, are evidenced by comparison with the simulation results.

I. INTRODUCTION

Fluxon (soliton) propagation' has been by now estab-
lished as the essential physical mechanism underlying
many of the observed experimental properties of long
Josephson tunnel junctions. In particular, the appearance
of both zero-field steps (ZFS's) and Fiske steps (FS's) in
the current-voltage (I V) character-istics of such junctions
and the emission of microwave radiation from junctions
when biased on these steps seem to be explainable in terms
of fluxon dynamics. A number of different ap-
proaches have been employed in the literature to account
for the available experimental observations. These include
perturbative expansions of the basic soliton equation in-
volved (sine-Gordon equation), analytic extensions of
small-junction theory (cavity-mode —interaction analy-
ses), and mechanical analog and digital computer simu-
lations (the references cited are intended to be representa-
tive, not exhaustive). Moreover, direct dynamic measure-
ments at the single-fluxon level are beginning to appear in
the literature. ' '"

The perturbative approach is most suited for studying
the behavior of low-order steps on very long junctions,
inasmuch as the usual point of departure here consists of
the exact analytic solutions of the sine-Gordon equation
on the infinite spatial interva1. Multimode extensions of
small-junction theory, on the other hand, should presum-
ably be most appropriate for relatively short junctions.
For junctions which are neither very long nor very short,
one would expect a priori that neither of these two ap-
proaches could be counted on to give reliable results. In
such cases, direct simulation would seem to be indispens-
able.

The present paper is an attempt to elucidate further and

II. MATHEMATICAL MODEL
AND COMPUTATION TECHNIQUES

The mathematical model studied is the perturbed sine-
Gordon equation,

0n »n0=ct0t —W' t— —

P„(o,t) =P„(L,t) =ri,

(la)

(lb)

appropriate to an overlap-geometry junction. ' Here, p is
the usual Josephson-phase variable, x is distance along the
junction normalized to the Josephson penetration depth
AJ, t is time normalized to the inverse of the Josephson

in more detail just this case, viz. , the dynamics underlying
the behavior of intermediate-length Josephson junctions.
To this end we compare the results of new experimental
measurements of I- V structure and microwave emission
in magnetic field with the results of detailed numerical
simulations. The agreement that emerges is quite con-
vincing. For simplicity, attention is focused primarily on
the first zero-field step (ZFS1) and on the second Fiske
step (FS2) in junctions of normalized length of about 2.
Since the voltage positions of ZFS1 and FS2 approximate-
ly coincide, we refer in the following to the step
ZFS I/FS2. The numerical simulations are compared also
with approximate analytic results, and the usefulness and
limitations of the latter are clarified.

The paper is structured as follows: Section II contains
a description of the mathematical model used and the
techniques employed in its analysis. The results of this
analysis are presented in Sec. III. The experimental mea-
surements performed are described and discussed in Sec.
IV. Finally, Sec. V contains our concluding comments.
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plasma (angular) frequency coo, and subscripts denote par-
tial derivatives (see Ref. 9 for details of the normaliza-
tions). The model contains five parameters: a, P, y, L,
and ri. The term in a represents shunt (quasiparticle) loss.
The P term models dissipation due to the surface resis-
tance of the superconducting films. The constant y mea-
sures a uniformly distributed bias current normalized to
the maximum zero-voltage Josephson current. The con-
stant q is a normalized measure of the external magnetic
field which determines the boundary conditions [Eq. (1b)]
at the two ends of the junction of normalized length L.
In this numerical study the dissipative and length parame-
ters were fixed at a=0.05, P=0.02, and L=2. These
were chosen to be representative of typical physical values
without, however, modeling any one specific junction.
The bias current and magnetic field parameters were
varied in the ranges 0 & y & 1, 0 & g & 6.

Equations (1) were integrated from initial conditions ei-
ther similar to Eqs. (2) of Ref. 13 or (more often) using
the final P and P, distributions from runs at nearby points
in parameter space. The integration was carried out using
the implicit finite-difference method described in detail in
Ref. 9, with space and time intervals set to 0.02 and 0.01,
respectively. Numerical accuracy and stability were veri-
fied by halving and doubling these intervals. During each
run the time-averaged value of the voltage at the two ends
of the junction and the power spectrum of the voltage at
the left (X=O) end were calculated. Here, voltage is de-
fined as P„which represents the physical voltage normal-
ized to ficoo/2e, where iii is Planck's constant divided by
2m, and e is the magnitude of the electronic charge.
These quantities were calculated over an integral number
of oscillation periods during the last approximateiy 50
normalized time units of each run. The power spectra
were calculated by means of a fast Fourier transform us-
ing a simple rectangular window. ' The values of (P, )
were calculated both from the elementary definition of
average and the zero-frequency components of the power
spectra.

Two checks were employed to assure that the average
voltages and the power spectra were calculated over
steady-state, not transient, dynamic configurations: (i)
The values of (p, ) at the two junction ends were com-
pared. Physically and mathematically, the time-averaged
voltage must be constant along the length of the junction.
(ii) The quantity (P, ) /2m f, where f is the fundamental
oscillation frequency, was calculated. From the Joseph-
son frequency relation, this quantity, in steady state, must
be an integer whose value (1 or 2 in the present case) de-
pends upon the type of oscillation present. If either of
these conditions was not satisfied to within specified lim-
its the time duration of the run was increased.

III. NUMERICAL RESULTS

Figure 1 shows the magnetic field diffraction pattern of
ZFS1/FS2. In this figure, circles and diamonds are the
numerically computed top of the step. Circles were calcu-
lated by increasing y at constant q; diamonds were deter-
mined by varying g at constant y (as will be seen later, the
difference is significant). Small arrows near the diamonds
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~ 02-
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FIG. 1. Magnetic field diffraction pattern of ZFS1/FS2.
Circles: step top calculated numerically at constant g. Squares:
step bottom calculated numerically at constant g. Diamonds:
step top calculated numerically at constant y. Arrows near dia-
monds indicate direction of field variation. Solid curve (marked
1 and 2): Enpuku et al. multimode theory. Dashed curve: Ku-
lik single-mode theory. Enpuku and Kulik curves coincide at
the bottom of the first lobe. Insets show approximate dynamic
trajectories in the various g regions: solid lines are fluxons or
antifluxons; dashed lines are plasma waves.

1.0

indicate the direction in which g was varied near the max-
imum point. Beyond the maximum points, the junction
switched to a different dynamic state, most often to the
McCumber-Stewart hysteresis curve at the corresponding
value of y. This fact was evidenced by abrupt changes in
the value of (P, ), the voltage waveform, and the corre-
sponding power spectrum. In zero magnetic field, the
form of the McCumber-Stewart hysteresis curve can be
approximated by' '

y=4aE(k)/mk, (2a)

(2b)

where K(k) and E(k) are, respectively, the complete el-
liptic integrals of the first and second kinds of modulus k.
From Eqs. (2) it follows that for k~O, y~a(P, ), i.e.,
the McCumber-Stewart curve approaches asymptotically
the Ohmic line, whereas for k ~ 1, ( P, )—+0, and
y~4a/m. . Equations (2) continue to hold as a rough ap-
proximation even in the presence of magnetic field, at
least for g(1.

The squares in Fig. 1 are the numerically computed
bottom of the step, calculated by decreasing y at constant

As will become clear from Figs. 2—6, it is possible to
determine numerically the precise bottom of the step in
the first lobe of the diffraction pattern, but this is no
longer the case in the second lobe. Beyond the minimum
points, the solution followed the McCurnber-Stewart
curve down for a certain distance, after which it switched
abruptly to a static, zero-voltage state. The lowest y value
for which such switching was observed was 0.06
& y & 0.07, which is consistent with the value
4a/~=0. 064 estimated from Eq. (2a).

The dashed curve in Fig. 1 has been calculated from the
Kulik theory' for FS2. The input parameter for this
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Fi ures 2(c)—(f) show the voltage waveform and part of
th rresponding power spectrum at the four points indi-eco

t d b arrows in Fig. 2(b). A companson o 'g .cae y
2(a)—2(e) with results from the hterature (see, in pin articu-

i . 17 of Ref. 9 and Fig. 5(a) of Ref. 2j leaves no
doubt that the oscillation depicted in Fig. 2 is the uxon
oscillation corresponding to ZFS1. Finally, a comparison
of Figs. 2(e) and 2(f) makes clear why it is possible o
determine precisely the bottom of the step in the erst lobe
of the diffraction pattern: At a certain value of the bias
current (0.14&y &0.15 in the present case) the f1 com-
ponent of the oscillation abruptly disappears, and a new
oscillation evolves for which the dominant component is

Figure 3 shows a similar vertical slice through t e dif-
fraction pattern at a point near the right-hand extremity
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FIG. 3. Section through diffraction pattern at q== 1.S. (a)
Power levels of first two Fourier voltage components at x=0,
normahze to p, =l d p =1 0)&10 ' . (b) First-harmonic frequency.
V lt aveform at x=0 and corresponding power spectrum
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FIG. 4. Section through diffraction pattern at =2.S. (a)
Power levels of second Fourier voltage component at x=0, nor-

to p =1.0&10 ' (P~ is absent). (b) Second-harmonicmalized to
frequency. Voltage waveform at x =0 and corresponding power
spectrum are shown for (c) y =0.30 and (d) y =0.16.
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a single mode at f=f2, gives a reasonable description of
the oscillation in this region, as seen in Fig. 1. The diffi-
culty in determining precisely the bottom of the step in
the second lobe is now also apparent: fz is the dominant
component of both FS2 and the McCumber-Stewart
curve. As y is decreased, the step here merges gradually
with the McCumber-Stewart curve without any abrupt
changes, in contrast with what happens in the first lobe.

The behavior of the oscillation along a vertical slice at
the peak of the second lobe (q=3.4) is shown in Fig. 5.
Here, the situation is very similar to that depicted in Fig.
4 except at the very top of the step, where, with increasing

y, the fi component just begins to emerge from the back-
ground, as seen in Fig. 5(c).

This tendency continues more markedly in Fig. 6,
which shows a vertical slice at g =4.6. Here, recalling the
situation depicted in Fig. 3, the step is ZFS1-like near the
top and FS2-like near the bottom. As in Fig. 3, the tran-
sition here between the two oscillation configurations is
relatively smooth.

The information contained in Figs. 2—6 is summarized
in a highly schematic and approximate fashion in the in-
sets of Fig. 1. These show trajectories in the x tplane, -

with fluxons and antifluxons indicated by solid lines and
localized plasma waves indicated by dashed lines. The lo-
cations in rl of the three insets in Fig. 1 indicate roughly
the regions where the corresponding dynamic configura-
tions are observed (we emphasize once again, however,
that the transitions between the various configurations are
gradual).

A rather different perspective on the nature of the oscil-
lations is obtained by taking horizontal (constant-y) slices
through the diffraction pattern. Two such slices, at
y=0.35 and 0.26, are shown in Figs. 7 and 8. Figure 7
shows the magnetic field dependence of the frequency fz
(proportional to the voltage) in the two slices, while Fig. 8
shows the corresponding behavior of the power levels, PI
and P2, at f&

and f2. The salient facts that emerge from
these two figures may be summarized as follows: (i) The
essential, overall dependence of the oscillation frequency
on magnetic field is the inverse (qualitatively) of that of
the diffraction pattern; where the height of the step de-
creases with field, the frequency increases, and vice versa.

I

107—

103—

101—
IX 99—
O
CL

95—
I

5 ri

4.0 5.0

93—
I I I

0 2.0 3.0
MAGNETIC FIELD

FIG. 8. Power section through diffraction pattern at constant
y. Powers measured at x=O and normalized to
=1.0&&10 ' . (a) First harmonic P~ at y=0.35. {b) First har-
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Second harmonic P2 at y =0.26. Arrows indicate hysteresis.
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(ii) In the first lobe of the diffraction pattern the behavior
is quite regular; the frequency increases monotonically
with field, and I'& is the dominant component. We note
parenthetically here that this frequency behavior may be
different for longer junctions. ' ' (iii) In the left half of
the second lobe the behavior is also regular; the frequency
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here decreases monotonically with field, reaching a
minimum in correspondence with the peak of the second
lobe, and P2 is strongly dominant (the f~ component lies
within the background noise). (iv) In the right half of the
second lobe P& once again becomes dominant. The cross-
over point, where P& -P2, occurs at larger values of rl for
decreasing y. These observations suggest that it might in
fact be more appropriate to refer here to a third lobe,
rather than to a half of the second lobe. (v) A strongly
hysteretic behavior of both frequency and power is ob-
served in the right half of the second lobe (i.e., third lobe).
This fact may explain why experimental measurements
[see, e.g. , Paterno and Nordman as well as Fig. 12(a)
below] often display notable irregularities in this region.

Figure 9 shows a small section of a horizontal slice at
y=0.21 in the region just under the juncture point of the
first and second lobes. Since y=0.26 and 0.35 both lie
above this juncture point, the curves in Figs. 7 and 8 are
discontinuous in this region. The major conclusions to be
drawn from Fig. 9 are similar to those drawn above: (i)
The qualitative shape of the field dependence of the oscil-
lation frequency is the inverse of that of the diffraction
pattern. (ii) Hysteresis is observed in g regions where the
dominant mode is changing.

IV. EXPERIMENTAL RESULTS

The numerical calculations discussed above were corn-
pared with measurements on overlap geometry Nb —Nb-
oxide —Pb junctions having parameters comparable with
those used in the calculations. Although the discussion
below is appropriate for the many junctions investigated, '

two junctions were measured in detail. Junction no. S10-
5-1 has dimensions 479& 179 pm, maximum zero-voltage
current I,o——1.40 mA, and an estimated normalized
length, L, of 2. Junction no. 65H7 has dimensions
467&67 pm, I,o ——0.53 mA, and L slightly less than 2.
From independent measurements on similar junctions an
estimate of a and P can be made. The estimate is
reasonably consistent with the values a =0.05 and
P=0.02 used in the calculations, although the experimen-
tal values are probably somewhat smaller. The parameter
values of both junctions are such that the fundamental
soliton frequency f~ may be detected with an X-band re-
ceiver (8—12 O'Hz). Any radlatlon at f2, however, ls out-
side the frequency band of the detector used. The mi-
crowave receiver had an overall noise figure of about 8
dB. By using a spectrum analyzer both the power and the
frequency of microwave signals from the junction could
be measured. Generally, the received power was 25 dB or
less above the physica1 noise level of the receiver. All data
discussed here were taken at 4.2 K.

To investigate the fluxon dynamics the following mea-
surements were performed: (i) I-V curves of the steps.
(ii) The magnetic field dependence of the maximum
height of the steps. (iii) The magnetic field dependence of
the voltage of the steps with the bias current as a parame-
ter. (iv) The power and frequency of the f, radiation
emitted from the junction.

Figure 10 shows the low-voltage part of the I- V curve
in zero magnetic field of junction no. S10-5-1. Three

0

—100 100
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FIG. 10. I- V curve of junction no. S10-5-1, showing three
zero-field steps. The dashed curves indicate switching.
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FIG. 11. Junction no. S10-5-1. (a) Magnetic field dependence
of the maximum zero-voltage current. (b) Magnetic field depen-
dence of the height of ZFS1/FS2. (c) Voltage tuning of
ZFS1/FS2 corresponding to bias level 3 in (b). (d) Magnetic
field dependence of the height of ZFS2/FS4. The dashed lines
in (b) and (d) show examples of parameter regions where f=f&

radiation was observed. The dotted lines show parameter re-
gions where f=f~

radiation was not observed.

ZFS's are seen. The high-voltage part omitted in Fig. 10
only shows the usual increase in current at the energy gap
voltage. The dashed lines show switching at the top of
the supercurrent and the three ZFS's. The I Vcurve of-
the ZFS's is obtained by decreasing the current to obtain a
bias point just below the foot of the ZFS's and then in-

creasing the current again. This I Vcurve is-typical of
the samples investigated. Although not shown with suffi-
cient voltage resolution, the shape of ZFS1 may be com-
pared with Fig. 2(b).
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Figures 11(a) and 11(b) show the magnetic field depen-
dence of the maximum zero-voltage current and of
ZFS1/FS2, respectively. Note that the lobe pattern of
ZFS1/FS2 is in good qualitative agreement with the cal-
culated one in Fig. 1. In fact, the agreement here is at
least semiquantitative: The ratio of the zero-field current
in Fig. 11(b) to that in Fig. 11(a) is 0.63; the correspond-
ing value from Fig. 1 is 0.64 & y &0.65. The extrapolated
zero of the first lobe in Fig. 11(b) occurs at a field value
approximately equal to that seen for the extrapolated zero
of the first lobe in Fig. 11(a) (this is a generally observed
experimental fact). In terms of the normalized field ri,
the extrapolated zero of the first lobe of the zero-voltage
current occurs at g =2 for very long junctions (the exact
value for shorter junctions, which is the same for the
overlap and the in-line geometries, may be calculated
from the theory of Owen and Scalapino ). Extrapolating
to y=0, the first lobe in Fig. 1 also yields ran=2. The
dashed lines show examples of parameter regions where

f=f i radiation (at approximately 9 GHz) was observed.
In general, the f=f, radiation was observed in the first
and third lobes but not in the second lobe. This is in
agreement with the results of the numerical calculations,
in particular Fig. 8. By comparison with the calculations
the reason for the absence of radiation in the second lobe
(FS2) is that here the f =f2 radiation is at presumably
—18 GHz, outside the range of the receiver. Figure 11(c)
shows, for a bias current corresponding to A in Fig. 11(b),
the magnetic field tuning of the voltage of ZFS1/FS2 (the
absolute value of the voltage is approximately 35 pV).
Figure 11(c) is in good qualitative agreement with the cal-
culation of Fig. 7, showing both the increase in frequency
(voltage) as the border regions of the lobes are ap-
proached, and the hysteresis there. From the voltage
curve, however, i.t cannot be decided whether it is the
f=fi or the f=f2 radiation that is dominant. Thus,
determination of the fluxon-mode configuration requires a
measurement of the frequency of the emitted microwave
radiation. Such a measurement is described below (Fig.
12). Figure 11(d) shows the lobe pattern of the second
step although no corresponding numerical calculations
have been performed for this step. The dashed lines show
examples of parameters where f=f, radiation was ob-
served. In general, no such radiation was observed in the
first and third lobes; however, f=fi radiation was ob-
served everywhere in the second lobe. Most likely, the
soliton configuration in the first lobe is that of a sym-
metric fluxon-antifluxon mode (with f=fz). This is in
apparent contradiction with measurements on other sam-
ples where the f=fi radiation was also measured on
ZFS2 in zero magnetic field, but the difference may sim-
ply be a manifestation of the two soliton configurations,
symmetric (f=f2) and bunched (f =f, ), that have been
demonstrated numerically for ZFS2. On junction no.
6587, in fact, the bunched mode was observed on ZFS2.
In the second lobe (FS4) a three-fluxon —one-antifluxon
mode would give the right frequency (fi) and voltage;
however, other configurations are also possible.

Figure 12(a) shows the diffraction pattern for
ZFS1/FS2 of junction no. 65H7. Qualitatively, it is quite
similar to Fig. 11(b); however, the right half of the second
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lobe appears somewhat anomalous. For this measurement
the hysteresis phenomena between lobes were observed but
not carefully mapped. As indicated by the lines A,B,C
for different constant bias currents, f=fi radiation was
observed in the first and third lobes, but not in the second.
Figure 12(b) shows a measurement of the frequency of the
emitted f=f, radiation corresponding to bias currents
A, B,C in Fig. 12(a). The positive frequency tuning in the
first lobe is in good agreement with Fig. 7. The absence
of the f=fi radiation in the second lobe and the reap-
pearance of such radiation at the transition between the
second and third lobes are also in qualitative agreement
with the numerical calculation of Fig. 8. As noted in con-
nection with Figs. 7 and 9 the frequency tuning resembles
the inverse of the diffraction pattern. Qualitatively, curve
C in Fig. 12(b) is also in agreement with the voltage tun-
ing in the first and third lobes of Fig. 11(c).

V. CONCLUSIONS

The intermediate regime I. )1, where the standard
analytical methods (cavity-mode theory for L & 1 and sol-
iton perturbation theory for L »1) a priori do not apply,
was investigated numerically and experimentally. A com-
parison between the experiments and the numerical calcu-
lations showed a very good qualitative agreement. Based
on this comparison it was possible to identify the various
soliton modes in the magnetic field lobes of ZFS1/FS2.
The extension of single —cavity-mode theory to mul-
timodes due to Enpuku et al. gave satisfactory predic-
tions of the diffraction pattern for ZFS1 and FS2. Thus,
with caution elements from both types of theories are us-
able, however, numerical simulation is necessary for a
wider understanding of experimental observations.
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FIG. 12. Junction no. 65H7. (a) Magnetic field dependence
of the height of ZFS1/FS2. The dashed lines show examples of
parameters where f=f, radiation was observed. The dotted
lines show parameter regions where f=f~ variation was not ob-
served. (b) Frequency of the f =f& radiation corresponding to
bias levels A, B,Cin (aj.
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