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%e report investigations of the effect of noise on the Josephson effect in small-area tunnel junc-
tions, both at dc and when the junction is irradiated by 604-GHz laser radiation. The junctions were

made of Sn-SnO-Pb layers of -1 pm area, fabricated on crystal quartz substrates with integral pla. -

nar resonant dipole antennas. The observed systeInatic falloff of the I,E.„product with increasing
resistance can be accounted for by the thermal activation model (transition-state theory) if an effec-
tive noise temperature (presumably extrinsic) of 8+1 K is assumed. The noise rounding of the
hlgll-voltage steps can be fitted w1th the allalyt1c reslllts obtalIlcd by P. A. Lcc [J. AppL Pllys. 42,
325 (1971)] for an overdamped junction, but using a fictitious elevated noise temperature of
—CV/k (-20—30 K for typical steps at -5 mV) to incorporate the nonthermal shot noise as an
effective increase in noise temperature. %'e have also developed a computer simulation which builds

in the effects of the nonlinear quasiparticle resistance of the junctions as well as the voltage-

dependent shot noise; it can account for the entire I- V curve, including the photon-assisted tunnel-

ing steps. Noise currents are found to have much less effect on the finite-voltage Josephson steps
than in I'educing thc I R„product, which explains thc anomalously high ratios of step widths to
measured I, that are found experimentally.

I. INTRODUCTION

The possibility of using Josephson junctions as high-
frequency detectors has been the subject of interest in re-
cent years. For a practical device, a quantitative
knowledge of the effects of various noise sources on junc-
tion behavior is required. Most of the experimental work
on noise in Josephson junctions has been devoted to
understanding thermal noise in low-capacitance metallic-
like junctions, or llf noise ' and zero-point fluctua-
tions in shunted tunnel junctions. Classic measurements
of the effect of noise in unshunted tunnel junctions have
been performed by Fulton and Dunkleberger on large-
area junctions, and more recently by Voss and Webb and
by Jackel et al. ' on smaller-area junctions.

In order for a tunnel junction to be useable in detector
applications at very high frequencies, e.g., in the far-
infrared (FIR) region of the spectrum, it must have low
capacitance and high normal-state resistance for efficient
coupling to the incident radiation field. High junction
capacitance has limited the use of Josephson junctions for
submillimeter wave-detector applications, but recent im-
provements in fabrication techniques have made it possi-
ble to fabricate small-area tunnel junctions with high
resistance, reasonably low capacitance, and good FIR
response.

In this paper we present a detailed analysis of the ef-
fects of noise, both thermal Johnson noise and shot noise,
on the current-voltage (I- V) characteristics of small-area
superconducting tunnel junctions which we have shown in
previous work to have good Josephson response at 604
6Hz (496 pm). In Sec. II we begin with a brief review of
the experimental techniques used to fabricate the junc-
tions and to couple them to the FIR radiation from a
homemade FIR laser. Next, in Sec. III we describe briefly

the observed response of the junctions both without and
with irradiation from the FIR laser source.

Following this, in Sec. IV we present the results of two
analytic approximations and of computer simulations of
the effects of noise on the I Vcharacte-ristics. First, we
derive an approximate formula which provides a simple
explicit dependence of the measured noise-reduced critical
current on the effective noise temperature and the bias-
current sweep rate. Second, we present results using the
Lee approximation to characterize the noise rounding of
the (nonhysteretic) high-voltage ac Josephson steps, using
an elevated noise temperature (typically 20—30 K), attri-
buted to shot noise at finite voltage.

We then present the results of a computer simulation
based on a modified RSJ (resistively shunted junction)
model, which includes the effect of the voltage-dependent
(shot) noise as well as the nonlinear quasiparticle resis-
tance of the junctions and the associated photon-assisted
tunneling structure. This approach allows us to calculate
the entire I Vcurve, includ-ing the effect of noise in
reducing I, and in rounding the ac Josephson effect steps.
The computer simulations are compared with the results
obtained on the basis of the analytic approximations and
with the experimental data. We end the paper with a brief
sllnllllary aild dlscllssloil of tllis woi'k.

Two sets of small-area Sn-SnQ-Pb superconductlng
tunnel junctions were fabricated during the course of this
work. The first set was fabricated using the original over-
lap junction technique of Dolan' and Dunkleberger. '

These junctions had relatively low resistance (R„—1.5—12.5 Q) and large area [(1.5—7.0) X 10 cm j, and were
used primarily to characterize the dc electrical properties
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FIG. 1. Detail of transverse-optical access Dewar. FIR laser
radiation is focused by the TPX lens onto the cone, through the
backside of the substrate, onto the junction-antenna structure.

of the junctions, i.e., the temperature dependence of the
superconducting energy gap of Sn, hs„(T), and the tem-

perature dependence of the critical current I,(T). The
junctions of the second set were measured in the far-
infrared and were fabricated by the resist-aligned tech-
nique of Howard et al. ,

' except for one that was fabri-
cated by the edge-aligned technique. ' Resistances of
these junctions ranged from —16 to 1600 0, and areas
varied from 0.4X10 'cm to 2.4X10 'cm .

In order to perform the sequence of metal-film deposi-
tions and glow-discharge oxidation which are used in the
three junction fabrication techniques, we first prepared
bridges of photoresist suspended above the surface of the
single-crystal quartz substratcs. Thc evaporation and oxi-
dation sequence for the overlap junction begins with the
deposition of the base-electrode material (Sn) at an angle
to the substrate normal (+55'), is followed by a glow-
discharge oxidation of the base electrode, and ends with
the evaporation of the counter electrode (Pb) at an angle
of —50. For this evaporation sequence, the substrates
mere placed on a rotable sample holder which was coo1ed
to hquid-nitrogen temperature in a cyropumped evapora-
tor at a base pressure of 2X 10 7 Torr. The Sn base elec-
trode was oxidized by a dc glow discharge in 99.9999%-
pure oxygen at a pressure of 30 mTorr for 30—60 sec
with 12 mA of current at 1.1 kV.

In the resist-aligned sequence, the area of the junction is
reduced from that of the overlap junction by the deposi-
tion of an insulating layer of Ge after the base-electrode
deposition at an angle ( —+42', for example) which is
slightly less than the angle of the base-electrode deposi-
tion. The final variant of the overlap technique, the
edge-aligned technique, begins with the evaporation of Sn
at normal incidence. The Ge layer is evaporated at an an-

gle such that it breaks over the Sn edge; the junction is
glow-discharge oxKlIzcd as before, and 'thc Pb counter
electrode is evaporated at a shallow angle to insure it
touches the Sn-SnO surface.

Far-infrared radiation does not couple significantly to
small-arca tunnel junctions alone. A suitable scheme to
couple the FIR radiation from a FIR laser source to the
junction was found, and is described in the following

paragraphs. In short, radiation from a FIR laser source
was focused by an fl4 TPX lens and an electroformed
copper cone to a small-area tunnel junction at the center
of a dipole antenna on the backside of the sample sub-
strate. Figure 1 il1ustrates the complete coupling arrange-
ment, seen in cross section, as viewed in the transverse-
optica1 access Dewar. We now give a more detailed
descrlptlon.

The antenna was fabricated following the design rules
developed by Mizuno et al. " Z-cut crystal quartz sub-
strates, of thickness t =2.54X10 cm, were used. Such
quartz has a refractive index n =2.3 in the 100 pm to 1.2
mm wavelength region of interest to this experiment. Ac-
cordingly, it is useful to define an effective thickness,
I,If=nt/A, , where A, is the free-space wavelength. For the
496-pm methyl fluoride (CH3F) laser line, t,ff=1.2 for
our substrates, decreasing to t,rr=0. 498 for the 1.22-mm
isotopic methyl fluoride ('3CHsF) laser line. To take ac-
count of n and these t,fr values, the antenna length was
shortened to 77% of its free-space resonant length (0.48k, )
to 0.37K,, or /„, =183 pm for the 496-pm line and

I„,=451 pm for the 1.22-mm line.
A conical horn with a short cylindrical waveguide sec-

tion was used as a feed for the dipole antenna. The design
of this horn was based on work of Blaney. '7 The horn
had a conical section 35 mm in length, an opening 11.4
mm in diameter, and an opening angle of —18'. The
wavegmde sect&on was 7 mm long and 0.79 mm cn diame-
ter. This cone was fabricated by electrodeposition of
copper on a polished stainless-steel mandrel, in order to
keep the surface roughness to a minimuIn. The cone has
a calculated gain of 29 dB, or a factor of 760, over that of
an isotropic radiator. ' The waveguide section had a cut-
off wavelength of 1.35 mm for the TE, I mode, the lowest
order or dominant mode. Cutoff wavelengths for some
higher-order modes are 1.03 mm for the TMoI mode, 0.81
mm for the TE2I mode, 0.65 mm for the TM» and TEOI
modes, etc. ' Therefore, although the waveguide could
only operate in the fundamental mode at the 1.22-mm
laser line, at shorter wavelengths, such as the strong 496-
pm line, unfortunately several modes could be excited at

In this work no attempt was made to resonate out the
junction reactance by tuning stubs or plungers, as is com-
monly done at longer wavelengths. However, the cou-
pling arrangement used in this experiment, in which the
radiation is focused through to the backside of the sub-

strate, takes advantage of the effect of the dIelectric sub-
strate on the antenna pattern. During a run, the cone and
sample block could be rotated slightly about the center
line of the Dewar to optimize the coupling of the radia-
'tion to thc junction.

The FIR radiation came from a homemade optically
pumped FIR laser. Although the characteristics of this
laser have been thoroughly described before, they will be
summarized here.

Figure 2 displays the complete FIR laser system. A
Illodlf lcd commercial CG2 lasc1' (Apollo model 550L) pI0-
vided the pump beam. The pump laser had a 12-mm
diam, 1.8-m long cavity, with its active region enclosed by
two ZnSC Brewster angle windows. This laser had been
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FIG. 2. Optically pumped FIR lasex' setup.

111odlfled 111 two WRys. First, 'tile cRvlty was 20 c111

longer than usual for increased output power; second, the
output coupling mirror from the end of the laser cavity
was removed and was replaced by a second Brewster angle
window. A 75 lines/mm grating was used to tune the
laser to a single line, and also served as one end mirror.
The semitransparent output coupling mirror was mounted
on a piezoelectric tranducer (PZT) stack for fine tuning of
the operating frequency, and had a 20-m radius of curva-
ture. The lasex' was mounted on a granite slab and en-
closed by a metal cover for stability against frequency
drift due to thermally induced cavity-length changes. In
the typical operation of the laser, 12—25 W of output
power could be achieved over the 9.5-pm band, with a
nearly Gaussian output beam.

The FIR cavity consisted of a 38-mm-diam, 3-m-long
Pyrex pipe with two flat end mirrors. The COI-laser
beam was focused into the FIR cavity by an f/50 cou-
pling mirror through a BaF2 window, and through a 3-
mm-diam hole in the input coupling mirror mounted at
the end of the dielectric waveguide. This mirror was
mounted on a translation stage between two stainless-
steel-bellows vacuum seals. This mirror and also the out-
put coupling mirror were on gimbal mountings for adjust-
ment of the cavity finesse (essentially the cavity quality
factor Q). The mirror could be translated to adjust the
cavity length to the propex' resonant FIR cavity mode.
The output coupling mirror consisted of an Al thin-film,
capacitive (or complementary) mesh ' ' on a 2-mm-thick,
1.75-in. -diam, optically polished single-crystal quartz flat.

The FIR radiation is transformed from the EH» cavity
mode to the TEMcyo Gaussian free-sPace mode uPon
transmlss1on thlough thc output coupling mirror. Thc la-
diation is reflected by two mirrors and then the reflected
beam from the single-crystal quartz (flat) beam splitter
feeds the pyroelectric detector (Molectron model P4-73).
The transmitted beam is focused by an f/4 lens of TPX
ox' polyethylene, through foonl temperature and 11qu1d-
helium temperature single-crystal quartz windows onto
the electroformed copper feed horn, described above.

The FIR laser performed best when the laser room was
warm, -80 F, and when the C02 laser had been warmed
up for 2—3 h before use. The FIR cavity was always
operated in a sealed-off mode at the pressure ( —100
mTorr) which gave the maximum output power. Under
these conditions the FIR output was very stable, having
long-term drifts of at most —10% in 24 min of operation,

using only this passive stabilization scheme. Short-term
fluctuations were -2—3 %, measured with a 0.3-sec time
constant. Before I- V curves of the irradiated junction
were recorded, the FIR laser was adjusted for maximum
power and stability. I- V curves could then be measured
at different laser powers by inserting Mylar or Plexiglass
absorbers at the output of the FIR laser.

The voltage of the junction was measured by a battery-
powered Princeton Applied Research model-113 (PAR-
113) preamplifier, while the current from a battery-
powered current source was measured by monitoring the
voltage across a precision resistor (typically 100 0) also
using a battery-powered PAR-113 preamplifier. All the
dc lead wires were brought down into the Dewar through
low-pass rf filters (with —1-kHz cutoff frequency) at the
top of the Dewar, and all lead wires were terminated with
500-Q metal-film resistors in the bath before they were
connected to the sample. The lead wires were connected
to thin-film sample pads (-1 mm in diameter), usIng
pressed-indium contacts.

A. dc characteristics

The basic junction parameters needed for our subse-
quent analysis are I„R„,and C. The measured I„how-
ever, is reduced below the intrinsic value I, by noise-
rounding effects. This I, is expected to scale as R„,so
that I,R„ is independent of R„, and at low temperatures,
is of the order of the energy gap b„which can be mea-
sured directly from structure on the I- V curves. A num-
ber of the measured (or inferred) parameter values for
sevex'al low-resistance junctions are listed in Table I. The
eight samples shown in the table had resistances R„rang-
ing from 1.5 to 12.5 Q, areas A from 1.5 to 6.9 (Item), and
critical-current densities J, from 2 X 10 to 2.6 X 10
A/em . Table I also lists the I,R„products at T =1.4 K
which range from 0.40 to 1.28 mV. The lowest (OAO mV)
was for the highest-resistance sample, while for samples
below 4 0, the I,R„products were high, ~ 1.0 mV, and
did not correlate with sample resistance. Finally the table
also gives estimates of the junction capacitances C, as well
as the Stewart-MeCumber parameter, p, =2eI R„C/ytI,
and the Josephson plasma frequency ~q (2eI, /ItIC)'~——
=(P, )'"/R„C.

In Table I the capacitance of each junction is estimated
from the formula C =e„(@&A/I), where A is the junction
ax'ea, t is the oxide thickness, e, is the dielectric constant,
and eo is the dielectric permittivity of vacuum. The area
A is the geometrical area of the junction, estimated from
sca1111111g elecfroI1 1111cl'oscope (SEM) 1111croglRphs, Rnd
docs Ilot 1nc1udc estimates of pax'Rs1t1c capacltRIlccs such
as the extra overlap of the Pb layer on the Ge insulating
layer visible in SEM micrographs. The relative dielectric
constant, e„=6for SnO, is estimated from the ratio of the
wave velocity in the oxide to that in free space, c/c, for
Sn-SnO-Sn junctions, as measured by other wox'kers. '

For the oxide thickness t we usc t =20 A as a nominal
valUc.

The most poorly known junction parameter in Table I
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is the junction capacitance, and it is difficult to put accu-
rate bounds on its value. The area is known to -20%,
limited by the accuracy of the calibration of the length
scale on the SEM, and the accuracy of measuring the area
from the SEM micrographs. The relative dielectric con-
stant e„and the dielectric oxide thickness r are also diffi-
cult parameters to quantify. We estimate that the ratio of
e„/t is known only to -20%, giving a total potential er-
ror of -40% on the values of the capacitances.

The Stewart-McCumber parameter P, and the plasma
frequency co& are quantities derived from the critical
current, capacitance, and normal-state resistance. Of
these parameters, the normal resistance R„ is known to a
few percent. The 40% uncertainty in C estimated above
translates into a 40% uncertainty in P, and a 20% uncer-
tainty in u~, which scales as C '~ . The measured criti-
cal current I, is known to a few percent, but in the weakly
coUplcd JUnctions, ties valUc is sUbstantia11$ 10%vcI' than
the intrinsic I, because of premature noise-induced
switching out of the zero-voltage state. Moreover, it is I,
which enters the definitions of P, and coq. Thus we have
computed the listed values of these parameters using es-
timated values of I, , based on a nominal I,R„product at
1.4 K to 1.2+0.1 mV, taken from the mean of the I,R„
products of the five low-resistance samples P37-PS9. This
value of the I,R„product is close to the theoretical value,
1.30 mV, computed from the relation

r

where t =T/T, . Therefore, b,s„(0) can be inferred from
the slope of 6 (T) at T„defined as the temperature at
which [2&s„(T)] extrapolates to zero. The data from
three of the four samples that were checked give
T, (Sn) =3.79+0.01 K and hs„(0)=0.56+0.03 meV,
while the fourth had T, =3.81+0.01 K and
hs„(0)=0.47+0.03 meV. The values are close to (and
consistent with) nominal values used by other workers,
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FIG. 3. Critical current at temperature T, normalized to the
critical current at 1.4 K, versus the reduced temperature,
t =T/I'„ for some of the low-resistance junctions.

assuming b,pb(0) =1.31 meV and hs„(0)=0.57 meV; here
K is the complete elliptic integral of the first kind.

Near T„ the square of the Sn gap, (2b,s„), should be
proportional to T, —T, as can be seen from the BCS ex-
pression for the superconducting energy gap,

6(T)=1.746(0)(1 t)'~ for —T=T, ,



EFFECTS OF NOISE ON THE dc AND FAR-INFRARED. . .

I ( I I I I II I I I I t I III

e

4

a$

~ 'p~l

~ W

8

Q
~ W

~~
Q

05

bQ

Q

CP

8
05

CS

QO

O O

O O O cD O OOOOOO

Ch ~
«D

ce

~OO~O

OWMOt
OOOOO0O

cj
~ pH

Y4
8

'a

8

Q

V

Q

~ T~H +a&

E
Q 8

CP

E'

Ct

Q

- 8-58

.g "
Vt

cj V
e@ ~
g 'C
Ch

S~ I
p 8
Q

g

~~ 5
+ C4
Qg E

Q5

g 8
e5 E
C$

100—

IC

( p.A)
G g

IcRn= 1.2 mV

WII

10—~ —Data (1.4K)
D —Transition State Model
o —Computer Simulation

O.l
1

I l I I l IIII
10

s I ~ i siisl
100

I I l I I ill
1000

R„(Q)
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for junctions studied in this work. For R„~10Q, the data
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picts a constant I,R„product. Results of the transition-state
theory and of computer simulations (see text) are sho~n in open
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the upper corresponds to 7 K, the lower to 9 K. Thc variance in
I, for given T~ is much smaller than the difference in the
Incans foI' 7 and 9 K aIld is not sho%vn.

indicating that the junctions are of good quality.
In the absence of fluctuations the temperature depen-

dence of the critical current should have the same func-
tional form for all junctions having electrodes of the same
materials. Figure 3 displays I, ( T)/I, (1.4 K) versus
t =T/T, for the four junctions discussed in the preceding
paragraph. It is clear that the data from all the samples
lie close to the same dependence, i.e., the solid line in the
figure.

Table II displays the dc characteristics of the samples
that were used in the FIR measurements, the results of
which will be presented in the next section. The estimated
critical-current densities for these junctions vary from 80
A/cm for the 1600-Q sample, to about 3000 A/cm for
the 16-Q sample; areas ranged from about 0.4X10 cm
to 2.4&10 cm . The analysis of the errors of the vari-
ous measured quantities of Table I applies as well to Table
II. The I,R„products vary from the highest values of
-0.9 mV for a junction of resistance of —16 0, decreas-
ing to a value of -0.10 mV for junctions with resistance
& 300 Q. This falloff of the I,R„product with increasing

junction resistance is shown in Fig. 4, where the solid cir-
cles represent the I, and R„data of Tables I and II. The
dashed line indicates the roughly constant I,R„products
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( —1.2 mV) of the low-resistance samples. The open cir-
cles and squares represent the results of the analytic ap-
prox1IQat1on and computer slnlulatlons which w111 bc
presented in Sec. IV.
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FIG. 5. C,
'a) Typical I- V curves of a low-resistance sample for

several laser powers. Here, V~ =(Apb+hs„)/e. (b) Typical I- V

curves of a high-resistance junction for several laser powers.
The voltage of the first Josephson step is indicated by a dashed

line; the I- V curves were taken at power levels given by the
maximum of this step width and at subsequent zeros. The
current step at the gap is also identified by a dashed line.

B. Par-infrared response

We have studied the far-infrared response of the junc-
tions of Table II and typical I- V curves are shown in Fig.
5. In the low-resistance, large-area junctions (R -20 0,
A-2X10 cm ), we find flat steps, with very little
noise rounding, which fit the simple RSJ step shape very
well, as illustrated in Fig. 6. Unfortunately, the low im-

pedance of these junctions causes a severe impedance
mismatch between junction and antenna, so that only a
small fraction of the FIR power is coupled into the junc-
tion and only a few steps are observed. In the particular
junction shown in Fig. 5(a), with our highest achieved
normalized ac voltage of 2a=2eVI /fear ——1.6, we ob-
served four Josephson steps and one photon-assisted tun-

neling step. (Here co&/2m is the FIR laser frequency and

Vr is the FIR voltage across the junction. )

The behavior of a high-resistance, small-area junction
(R =176 0, A -0.5&&10 cm ) shown in Fig. 5(b), is

quite different. Here 2a as high as 8.4 was obtained from
the same laser power, and seven Josephson steps and six
photon-assisted steps were observed. Notice that in this
case, the steps are strongly affected by noise, which causes
marked rounding and also a slight tilt (i.e., observable dif-

p 0A—

)
0.5—

0 5 I )5 K 25 % 55 50 55 50

hr (p, A I

FIG. 6. RSJ-model fit to the shape of the second Josephson
step for a 16-0 junction illuminated with 604-6Hz laser radia-
tion.

ferential resistance) of the steps. The coupling of the radi-
ation to the high-resistance junction is relatively good; it
produces steps at voltages as high as 8.75 mV, comparable
to the performance (12.5 mV) obtained by Weitz
et al. , ' using point contacts with long-wire antenna
structures and the same laser source. As a consequence of
the excellent tunneling characteristics of these junctions, it
is possible to identify features, such as the photon-assisted
tunneling steps, not observed in point-contact measure-
ments. The variation of the Josephson step widths with
laser power has been analyzed in detail, " as well as the
power dependence of the photon-assisted tunneling
steps. ' In both respects, we found excellent agreement
between our data and the theory of the Josephson effect
and the Tien-Gordon theory of the photon-assisted tun-
neling effect, respectively. Detailed analyses of these ef-
fects have been presented in our earlier publications. "'

In these higher-resistance junctions, which give the best
coupling to the radiation, the measured I,R„product falls
increasingly below the theoretical value as R„ increases,
the discrepancy reaching a factor of -0.08 in a 381-Q
junct1OIl, as shown prcvlously 1n F1g. 4. Thc systematic
nature of the deviation indicates a fundamental origin.
As we shall show in some detailthis , reduction of I, can
be naturally explained by noise effects.

Given the large depression of the dc critical current by
noise currents, it is clear that they might be expected to
affect the higher Josephson steps as well. However, if the
effect of the noise in narrowing the finite-voltage steps
were significantly less than its effect on the zero-voltage
step, that would account for the need to scale up all the
theoretical ratios of I„/I, by a constant factor (-2 for a
representative junction) in order to fit to the experimental
data. " Model calculations reported below support this
hypothcsls.

IV. COMPARISONS WITH THEORETICAL
MODELS

A. Microscopic theory and the RSJ model

According to the microscopic theory of a superconduct-
ing tunnel junction, for a constant dc bias voltage Vo,



EFFECTS OF NOISE ON THE de AND FAR-INFRARED. . .

where I,=I,(T). The total current Ir through the device
is written as

II Ig, +II,sin{—o—lL, t)+Ig(t), (4)

where R Qolsc term I~ has been 1ncludcd to Inodcl Qolsc
fmm the shunt conductance G(V), or an external noise
soul'cc. Inscitlng thc cqlla'tioll fol tllc jllllctloll voltage
V =(A/2e)(dgldt) into Eq. {3),the result is

2CIq 2eIT+6 — + sing= . {5)

the total current thmugh the junction is the sum of a
quasiparticle term Iq~( Vo, T), a pair current term propor-
tional to the sine of the phase difference across the junc-
tion with coefficient I&i(Vo, T), and a Pair-quasiParticle
interference current term proportional to cosg:

I(t) =Iqp( Vo, T)+Isl( Vo, T)sing+IJI( Vo, T)cosg, (2)

where p=p(t) is the phase difference across the junction,
T is the junction temperature, and the time dependence of
the phase difference can be related to the voltage across
the junction by the Josephson relation 2e V{t)/Irt=p
=dgldt

The RSJ (resistively-shunted junction) model can be de-
rived from the microscopic theory by assuming that
Isl(VC, T) is independent of voltage {frequency), so that it
can be replaced by the maximum dc supercurrent at the
junction temperature I,(T). The quasiparticle current,
Iqp( Vo, T), Is modeled either by llslllg a voltage-dcpclidcli't
conductance 6(V), i.e., Iq~=G(V)V, or more often sim-
ply by using the normal-state conductance 6„=1/R„,
i.e., Iq~ G„V. T——he cosg term is usually ignored as hav-
ing m~inimal observable effect. The external circuitry
which drives the junction is modeled as a dc current
source, plus a time-dependent (ac) current source at the
laser frequency oui if appropriate. The effect of the ca-
pacitance of the junction is included by a displacement
current term, Cd V/dt. The resulting RSJ-model equa-
tion 1S

IT 6( V) V+ I——,sing+ Co. dV

dependent frictional force g(P)(t. In this analogy the
current noise corresponds to a stochastic shaking motion
of the washboard which will cause the ball to escape from
the stationary state (P) =0 in a well on the washboard
for a value of the tilt that is smaller than the critical value
without Qolsc, I~.

Our approach to solving the RSJ model with noise is
twofold. We shall first, in Sec. IV B, use analytic approxi-
mations to the solution of the RSJ model [Eq. (6)] and
compare the results to the experimental data both for the
noise-mduced premature switching out of the zero-voltage
state (escape from the well) and for the noise rounding of
the high-voltage FIR steps in the I- V curves. Secondly,
in Sec. IV C, we shall present full I- V curves {with noise)
obtained by solving Eq. (6) numerically on a computer
and compare these with the data and with the results of
t11C RnalytlCR1 CXpI'CSSloQS.

8. AIlaiffle SPPI OX1matloIlS

iVoise depression of the critical current

In the limit of small damping (large P, ), Lee showed
that the hfetime ~(I) of the zero-voltage state may be cal-
CU1Rtcd by Using R sln1plc thcrma1 Rctlvatlon 1Tiodcl» also
called the transition-state model:

exp( E/kT), —
2m

where E is the height of the energy barrier:

E=EJ[p(2sin 'p —m)+2cos(sin 'p)],

EJ fail, /2e„p=——I/I, , and to~ is the cylic "attempt" fre-
quency (the resonance frequency for the ball in the well):

ol g = toy( 1—p )
2 1j4

The transition-state model [Eq. (7)] was used success-
fully by Fulton and Dunkelburger in their study of the
lifetime of the zero-voltage state of highly underdamped
Sn and Pb tunnel junctions. They noted that for a given

sweep rate I and r(I), the probability for the junction to
switch, P(I), at a given current level obeys the relation

Equation (5) can be simplified by rewriting it in terms
of normalized units. Frequencies are normalized to to&,
the Josephson plasma frequency. Currents are normalized
to I, thc critlca1 cUrIcllt, Rnd voltages to thc I,E.„prod-
Uct. The resulting equation is

I
P(I)=[I(I)I] ' 1 —f P(u)du

This expression is interpreted in terms of an ensemble of
jllilctiolls subject to iilclcRslilg cllll'cllt, I. Tllc sccolld fac-
tor on the right represents the fraction of junctions
rcIDRining ln thc zero-voltage state %'hcn thc CUI'I'cnt has
reached value I. This integral equation for P(I) is easily
solved by transforming it to a differential equation. By
denoting r(I)I by g'(I), Eq. (9) can be written as
d [g(I)P(I)]/dI = P(I) which has th—e solution

dP dP
d1

+g +sing=Pe, +Pi, sin(Qr)+P~,

I
P(I)=g-'(I)exp —f g '(I')dI'- (10)

Fmm Eq. (10) we can obtain the maximum in the prob-
ability distribution, which is where the junction is most
likely to switch. We will assume I=const. Differentiat-
ing Eq. (10) and setting the result of zcm, we obtain

where v =coqt is the normahzed time and (dgldr)g
=Iq~(dgldr)/I, is R function of the normalized frequen-
cy (voltage), dgld~. The normalized ac current and fre-
quency are pL, Il /I, and Q=coL /to——s, respectively The.
noise term isy& Itt/I, . If 6(V)=——(R„) ', then g be-
comes (P, )

As often noted before, Eq. (6) also describes a simple
111cchanlca1 analogy to thc Joscp11son tuQIlc1 junction: R

ball with mass C, position P, and velocity P moving on a
washboard with a tilt ~I and subjected to a velocity-
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We compared this simple expression with the results of
calculating ~(I) and P(I) directly, and found good agree-

ment. For example, consider junction P89 which has

toj ——1.4&10' sec ' and I, =6.8@A. If we take T=9 K
(y =36), anticipating the presence of extrinsic noise,

Eq. (13) gives I, /I, =0.20, whereas directly finding the
maximum in P(I) by numerical integration of Eq. (9) we

find I, /I, =0.22. The current sweep rate, dI/dt =1
pA/sec, used here is typical for our experiments. The
temperature T =9 K chosen here, gives a good fit to the

experimentally observed value of I, : I,(1.4 K) = 1.5
p,A=0.22I, (1 4 K). We take this temperature to be the
effective noise temperature, Tg, seen by the junction. In

Fig. 4 we have plotted the bias current at the maximum of
P(I), i.e., the most likely critical current from Eq. (13),
foi' fiive of oui jiiilctions using Tgr =8+1 K.

We note from Eq. (13) that the reduction of I, depends

logarlthmlcally oIl thc Sweep rate I Rs wc11 as d1I'ectly OIl

the noise temperature through y. Even the logarithmic
dependence is important when comparing laboratory
sweep rates with those ln COIDpUtcI' slmulatlons, which Rfc

typically 10 times faster for reasonable ainounts of com-

puter time. To illustrate, we note that the noise parame-
ters y required to give the same reduction in I, at two dif-
ferent sweep rates are related by

yp ln(to@I, /~Sly pIp )
{14)

ln(coJI, /v 8ay iI, )

This can be solved in a simple first approximation if we
neglect the relatively unimportant difference of y1 and y2
1D thc logarithms. Hy ta,klllg thc I'cpl cscnt8t1vc values:

a~ ——I,4& 10' sec ', I, =6.8 pA, and y -40, with

Ii ——7&&10 and I2 ——0.7 pA/sec, respectively, Eq. (14)
implies that p2 —3+1, oI' 1 ~

—3T2. Thus, 8 noise tem-
perature roughly 3 times higher than the physical one is
I'cqulI'cd ln thc computer 81mulatlon to coIDpcnsatc fol thc
QoDphy81cal swccp IRtc Rnd g1vc thc pI'opcI' IcdUctlon ln
thC RppRICQt I~.

as the condition for the maximum of P (I). We will now

make use of an approximation for ~(I). Noting that

Z/kT= (1—p) /
3

with y =Pal, /ekT, and taking to~ ——roz, i.e., neglecting the
(1—p )'~ factor which has only a small effect over the
important range of I for weakly coupled junctions, we ob-

talIl

~(I)=(2m/toq)exp[~8y(1 —p)3~ /3] .

To solve foi p=I/Iq at tlie maximum of 'tile switching

plobability distribution, we neglect a term logarithmic in

(1—p), which is significant only very close to p= 1, and

obtain the following expression for the fluctuation-
reduced critical current I,:

2. ¹iserounding of the high uo-itoge steps

Lcc also dcrivcd RQ analytic cxplcsslon foI' thc Q01sc

rounding of the phase-locked steps in the high damping
limit (P, small). In this section, we use his results to fit
the observed noise-rounded steps, using an elevated effec-
tive noise temperature to take account of shot noise,
which 18 Dot lncludcd ln h1s work.

For thc nth Rc-1ndUccd step, Lcc 8 1csult 1s

5V=, RdI„(1 e—r +)Ti '[1+p,'(T2/Ti)] (15)
y'

5V is the dc voltage measured from the step center,
bp=M/I„, where M is the current along the step mea-

sured from the step center, and I„ is the step half-width
without noise and Rd is the dynamic resistance at the step
ccIltcr wlthoUt radlat1on. Thc cuI'rent RDd voltage at thc
step center are Io and Vo; respectively, y'=y(VO/IoR~)
where y=fiI„/ekT~, and finally P,'=2eI„RdC/fi.
Rnd T2 RI'c 1IltcgI'Rls glvcn by

2m'

Io f S1Q 2 Cgp —~p Qp
(16)

81D 2 I) /sin 2 cxp —~p p

where Io and Ii are the modified Bessel functions. In the
limit of P, =0, Eq. (15) agrees with the well-known result
of Ambegaokar and Halperin" if bp=I/Io, y'= y =&go/

ekT, Rd =R„,and P, =2eI, R„C/A.
In their work on point contacts, Henkels and Webb3

and Weitz et al. 33 used a simplified version of Eq. (15),
appropriate for P, =0, in their analyses of the noise
rounding of Josephson steps at microwave and FIR fre-

qucIlc1cs, rcspcctlvcly. Slncc thc Lcc result 18 valid ln

the limit of p, ~ 1, and since p, -2 in our junctions, on
the fourth step at the power level studied (2a=4.7), it is
not clear how good an approximation it will be for our

data. Nonetheless this approach should give at least a
rough indication of the effect of noise on the steps. In fit-

nr. (~A) aI (~A)

FIG. 7. Fits to the shape of the fourth Josephson step for a
176-Q junction at 604 GHz for different values of the fitting pa-
rameters Iq, T',ff, and C.
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ting our data for the fourth step at 604 GHz (i.c., 5.0
mV), we assume a value for R~, the dynamic resistance
near the step, given by the experimental curve, and use C,
TN, and I„(the width of the nth step in the absence of
fiuctuations) as parameters. For example, as shown in
Fig. 7, we obtain reasonable fits for the fourth step in our
176-Q junction using various combinations of C-0.01
—0.015 pF, T& -20—25 K, and I4-2.2—2.5 pA, but
wider excursions in these parameter values give signifi-
cantly poorer fits. This fitted value of I4 is in reasonable
accordance with the value computed using the Werthamer
theory and the nomina/ I,R„products (-1.2 mV) deter-
mined in low R„junctions at 1.4 K. The agreement be-
tween the fitted Iq and the one calculated from the Wer-
thamer theory is significant because the measured I,R„
product is only 0.26 mV, almost a factor of 5 lower than
the nominal one, and because there was no need to scale
the fitted step width by the factor of -2 used in Ref. 11.
This result supports our hypothesis that the scaling fac-
tors of -2 in the step-width fits came from approximat-
ing the normalizing denominator I, by the observed value
I, which is reduced by noise and fluctuation effects to a
greater degree than is the width of the steps in the pres-
ence of strong ac-driving currents.

These results are rather interesting because the noise
temperatures found, Tg -20—25 K, are significantly
higher than those found in earlier work on point con-
tacts. In those, the corresponding temperatures were
Tg —10—15 K, also on the fourth Josephson step from
the 496-pm (604-GHz) laser line using the same laser set-
up on a point contact of similar resistance. The large
difference between the two observed noise temperatures is
due to different physical processes which give rise to the
noise temperatures. In a tunnel junction, shot noise gives a
mean-square noise current, (i~ }=2eIqz 4kT~ /R„, —im-
plying T~ =eV/'2k=29 K for V=5.0 mV (fourth
Josephson step at 604 GHz), whereas for a point contact,
metallic AeQfifgg gives

v3 eV
Tbath+ 2' k

C. Computer simulations

In this section we shall present the results of computer
simulations of the generalized RSJ equation [Eq. (6)]. We
have numerically computed representative I-V curves
both with and without an applied ac current.

Although it is possible to use the full nonlinear quasi-
particle tunneling curve to model g(dP/d~), we have
chosen instead to approximate it as follows: For voltages
below e Vg ——hs„+hpb, we use an adjustable linear leakage
resistance RL which models the usual experimental obser-
vation of excess leakage current below the gap. Above
Vg, we use the full BCS quasiparticle I Vcurve for T =0, -

since we will be considering experimental results far below
T, . In this manner computer execution times are made
shorter, but the results of the simulation, as we will show,
provide adequate quantitative comparison to the experi-
mental results.

The noise term on the right-hand side of Eq. (6), tv, is
assumed to be white noise given by the current-current au-
tocorrelation function for a tunnel junction (for
fico «e V),

(I„(r)I„(r+r') }=eI~( V)coth(e V/2kT) 5( r'),

whe~e V= V(t)=(A'/2e)dg/dt is the instantaneous volt-
age. In the computation of the noise current, we approxi-
mate the quasiparticle current Iqz( V) by V/R with
R =Ri. below Vg, and simply R =R& above Vg. After
conversion to the dimensionless variables used above, (17)
becomes

2 R dP h
R y dP 5

P, (X/e') «2(~/e') (P, )I~' d~

(18)

w11ci'c 5(7 ) is R dlmcnslonlcss 5 function. Ill tllls Rppl'oxi-
mation, that Iq~ ——V/R, Eq. (17) reduces to Johnson noise
—kT/R for eV«kT and to shot noise eIqz for
e V ~~kT. Note that in the shot-noise regime, i.e.,
V& 300 pV, finite-temperature corrections cut off sharply

Rs e; 111 no scllsc Is thc Ilolsc R slnlplc sunl of
thermal and shot-noise contributions. Accordingly, this
intrinsic noise term is nearly independent of temperature
over most of the I- V curve beyond the zero-voltage step.
Moreover, since the instantaneous V in (17) includes the
FIR drive, shot noise can dominate at high values of a
even when Vd, ——0. As noted above, we find it necessary
to introduce extrinsic noise characterized by T& -8 K to
fit the data on the noise reduction of the observed I,.
Such extrinsic noise presumably is simply additive to the
intrinsic noise, but is considerably smaller than the shot
noise at the higher voltages where we make our most de-
tailed comparison with experiment.

Equation (6) is solved numerically for the case of a
current sweep. The method we use involves splitting the
second-order Eq. (6) into two simultaneous first-order
equations for P and P, and then applying a fourth order
Runge-Kutta algorithm to each. The current is incre-
mented in fractions of the critical current, usually
hpd, ——0.01. At the initial current level, e.g., pd, ——0.01,
the algorithm starts at ~0 ——0, with the initial conditions
/=/=0. The time increment h in units of the inverse of
the plasma frequency, is typically 0.04. The algorithm
waits for a period of time to permit initial transients to
die out, and then the average voltage is calculated from
the average of P. After this, the current is incremented
and the algorithm calculates P and P at the new current
point, using the last values of P and P from the previous
current point as initial conditions. The total averaging
time for each current point in units of the inverse plasma
frequency, (mq) ', as typically —10 —10 .

The noise term p& is calculated using a pseudo-
random-number generator to produce a noise current with
zero mean and mean square given by Eq. (18). The
discretization of the time variable causes the 5 function to
become 1/h when ~=0, and zero otherwise, where again
h is the size of the time step.
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1. Computer simulations, dc case

We can now examine the results of the simulation be-

ginning with the dc case. The method summarized by
Eqs. (6) and (18) is applied here to the situation where
there is no ac current, only dc current and noise, to deter-
mine the effect of noise on the critical current.

For the 176-Q junction (P89) the simulation produces
an I-V curve with the shape shown in Fig. 8(c). The
dashed lines in the figure indicate the computed I, for
this junction; the variance on the computed I, is given by
the dotted-dashed lines in the figure. For comparison the
experimental I-V curve is reproduced in Fig. 8(a). As
noted before, the observed I, value may be fitted to the
simple thermal activation model [Eq. (7)] using T~ 9K——
(y=36). This can be seen from the switching probability
distributions for TIv =9 K which are plotted in Fig. 8(b)
for the experimental current sweep rate as well as for the
much faster sweep rate used in the computer simulation.
Going one step further, we may compare the I, from the
computer simulation Fig. 8(c) with the I, distribution for
tllc saIllc fast swccp I'Rtc [Fig. 8(b)] fi'OII1 tllc thermal ac-
tivation model. The agreement is reasonably good; the
computer simulations yield I, /I, =0.69+0.03, whereas

p — +~i g ga e a e a a a
I

V(mV)
DQfQ

the thermal model gives I, /I, =0.61+0.04 at the fast
sweep rate. {For comparison, I, /I, =0.22+0.03 at the
slow laboratory sweep rate. ) We may therefore conclude
that our computer simulations of Eqs. (6) and (18) give re-
sults that are consistent with the simple thermal activa-
tion model, Eq. (7).

For a noise temperature of 8+1 K, Fig. 4 shows that
this computation reproduces the observed falloff of the
I,R„product with increasing R„ fairly well, if scaled to
the slow laboratory sweep rate I, as indicated above. The
solid circles in Fig. 4 are the data from Table II, while the
open circles are the results of the simulation. There is
reasonably good agreement over a wide range of Rn.

2. Simulations for fhe FIR case

We now turn to a presentation of the simulations of the
effects of the laser radiation on the junctions. Figure 9(a)
shows the simulated critical current with laser power di-
vided by the zero-power critical current in the absence of
noise, while Fig. 9(b) display the full width of the first
step, also in the absence of noise. I,b is the step width
measured by the distance in current from the point a to
the point b, shown by the inset of the figure, i.e., the por-
tion of the step on the upsweep. Idb labels the maximum
width of the step, the region in current from d to b in the
inset of the figure. We find for the finite capacitance
case, p, -6—7, studied in the figure, that the step widths,

Ids, are adequately described by the Bessel-function step-
width formula used before for a voltage-biased (dc and ac)
RSJ-model junction:

l I
s I„/I, =

i
J„(2a)

i
(19)

X(p.A)

with exp. I
e

with computer I
~c =68I A

y =$6
T" =9K

N

for the step half-widths. To make a comparison with the
experimental data or with the simpler voltage-biased RSJ

0.5
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computer simulation ~l.pe «eeoeeeeeeee
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FIG. 8. (a) Experimental I- V curve at 1A K for the 176-Q
junction (F89) without ac bias current. (b) Switching probability
distribution I'(I) vs I for the two relevant sweep rates, comput-
ed using transition-state theory, Eq. (10), with T~ ——9 K. (c)
Computer-simulated I- V curve for the same junction with noise
current corresponding to T~ ——9 K. Switching at the critical
current is shown by the dashed line. Critical currents from the
simulation (5 runs) fall within the bounds indicated by dashed-
dotted lines.

l0 P0 50 40
~L
&c

FICT. 9. Simulated step widths for a junction with ac and dc
bias but no noise. (a) Zeroth-step half-width normalized to I,.
(h) First-step full width normalized to I,. Note that if the width

on the upsweep is taken, I,b, the width is underestimated,
whereas Idb, the full width of the step including the downsweep,

reproduces the Bessel-function behavior.
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model, we require a relationship between 2u, the normal-
ized ac voltage in the junction (obtained from fitting to
the data), and IL, /I„ the normalized ac current used in
the RSJ-model simulation. For the finite capacitance case
of the RSJ model for Q & 1, a simple relationship between
the two has been found by Braiman et al. , namely

IL /I,2' = (20)n(n'+ p )'"
where Q=coL, /coJ, as before. In Fig. 9 the Bessel function

0(2n) I
for the zeroth ste» and I2J&(2o')

I
for

first-step full width, are indistinguishable from the lines
drawn for 2a=(IL/I, )/6. 73. This denominator (6.73)
agrees with (20) to the precision with which coq is known.
Figure 9(b), together with the experimental results of Fig.
3(a) of Ref. 11, indicate that it is the full width of the hys-
teretic step that is of importance, justifying the procedure
used in the earlier work.

The effect of noise currents on the simulation is greatly
modified by the presence of a strong ac drive current, as is
illustrated by Fig. IO. The upper panel shows the reduc-

tions in I, without irradiation, discussed above, which are

strongly sweep-rate dependent and much greater for the
noise temperature of 9 K required to fit the observation
than for T~ ——2 K, the nominal bath temperature. By
contrast, the lower panel shows the zero-voltage step at
2a=4 (or IL, /I,'-27), where

I Jo(2a)
I
=0.40 at i« first

secondary maximum. The solid curve shows the mea-

sured I- V curve, and the solid circles show the simulation.
Within the spread of the circles, there is no distinction be-

tween the results of the simulation with Tz ——9 K and
with Tz 2——K. Although initially surprising, this result
can be understood by noting that the amplitude of the
noise currents is much less than the laser driving current,
which also exceeds the critical current of the junction as
well as the dc bias current. Whereas in the slow-sweep dc
case there is time for —10' attempts to escape the zero-
voltage state, allowing infrequent extreme peaks in the
weak noise currents to be effective, in the ac-driven case
the situation is entirely different: only the typical rms
amplitude is effective. Thus, in taking the ratio of the
zeroth-step half-width Io with radiation to the critical
current I„the effect of thermal noise is to reduce greatly
the measured I„while only rounding the I Vand -slightly
reducing Io, leading to an enhanced value for the ratio
I, /I, Asi.milar effect occurs for the finite-voltage steps
I„. This explains the need for a scaling factor of -2,
essentially independent of the step number, for the Bessel
and Werthamer functions used in the analysis of the FIR
data of Ref. 11.

We now present our modeling of the effects of noise on
the complete I Vcurve of -a junction at a particular laser
power. %e choose 2&=4.0, the power level Used in Fig.
10. %e create a simulated tunnel junction I- V curve com-
plete with photon-assisted tunneling steps and noise-
rounded ac Josephson steps in the following way. First,
using the simulation, we create a noise-rounded I- V curve
with only Josephson steps. (As noted in connection with
Fig. 10, the curve is not very sensitive to T~.) We sub-
tract off the smooth background as a function of voltage
from this I- V curve, leaving only the local current dis-
placements due to the ac Josephson steps. Secondly, a
simulated I- V curve with only photon-assisted tunneling
steps is created from the dc quasiparticle I- V curve for

Y{NV)
ulation

I (pA)

FIG. 10. Comparison between measured (full line) and simu-
lated (solid circles) I- V curves for zeroth step with 604-GHz ra-
diation (2o;=4.0) on 176-0 junction. The simulated curves for
noise temperatures of 2 and 9 K coincide within the scatter of
the points plotted. (The structure near 0.7 mV in the measured
curve is a photon-assisted tunneling step which is not included
in the simulation. ) This behavior of thc driven junction contrasts
with that of the unirradiated junction, shown in top panel. This
shows the depression of the Ineasured I, with T~ of 2 and 9 K,
both with and without scaling to correct for the unphysically
high sweep rate used in the computer simulation. In contrast to
the driven case, here thc noise temperature profoundly affects
the simulated I„and 9 K is required to fit the observed I,.

{e)

FIG. 11. (a) I- V curves of the 176-Q junction at 2m=4. 0;
Josephson steps are labeled by the integers n =2, 3, and 4. (b)
Simulation of thc data shown 1n (a), which 1ncludcs no1sc and
photon-asslstcd tunIlc11Ilg steps (scc text). (c) 01rcct comparison
of simulation (b) with data (a) illustrating the quality of the fit.



DANCHI, HANSEN, OCTAVIG, HABBAL, AND TINKHAM 30

this particular choice of 2a following the procedure
described in Ref. 12. This I- V curve is very similar to the
dashed curve for the 176-Q junction at a=2. 1 shown in
Fig. 2 of Ref. 12. Finally, the local current displacements
from the ac Josephson effect are added as a function of
voltage to the I-V curve with only the photon-assisted
tunneling steps, creating Rn I- V curve with both photon-
assisted steps and ac Josephson steps. The results of this
procedure are shown in Figs. 11(a)—(c). In Fig. 11(a) we
show the experimental I- V curve at 2a=4. The simulat-
ed I- V curve is shown in dashed lines as Fig. 11(b). In
Fig. 11(c) the simulated I Vcur-ve (dashed line) is plotted
on top of the experimental I Vcur-ve (solid line). There is
R remarkable similarity between the simulation and the
experimental data. The small differences may be due to
the fact that the simulation does not include any effects of
the frequency dependence of the step widths. Thai the
photon-assisted tunneling and the ac Josephson effects
should add in current at each voltage is precisely the ex-
pected behavior from the Werthamer result for a voltage-
biased junction, further confirming that the finite capaci-
tance makes the junction approximately voltage biased.

We can apply the above procedure in morc detail to the
case of the fourth step of this junction, analyzed previous-
ly with the analytic approximation of Lee, which ig-
nores photon-assisted tunneling. Figure 12 displays the
results of the procedure. All four curves show the fourth
step, measured from the center of the step, with the data
shown as a solid line, and the simulation as the solid cir-
cles. Thc power lcvcl ls 2(x=4.0 foI thc UppcI' curves,
while 2a =5.75 for the lower curves. Note that while the
upper left (2a=4) I Vcurve fits-the data very well, the
lower left (2a= 5.75) simulated curve lies below the data.
This suggests that the good fit at 2a=4 may be fortui-
tous, and affected by the contribution of the photon-
assisted tunneling step which distorts the I- V curve. To
explore this conjecture, on the right-half of Fig. 12 the
same I-V curves are compared with simulations which
now include the effects of the photon-assisted tunneling

4th ac Josephson Step

Noise Only

PIG. 12. Fourth Josephson-step fits at two laser-power levels,
2m=4. 0, and 5.75. Qn the left are the simulated step shapes
measured from the step center, solid circles, compared with the
data, solid line. On the right is the same data, but the simula-
tion now includes the photon-assisted tunneling effect (see text).
The Qua11ty of fit fol 2A =4.0 1s wor sened wh1le the f1t at
2m=5. 75 is improved, giving roughly the same quality of fit for
both, which could be improved by higher T&.

steps in additio~ to the noise. The resulting fit to the step
data with 2+=4.0 is worse, the simulation lying below the
data, while for 2a=5.75 the simulation lies much closer
to the data, the net result being that both fits are of
roughly comparable quality, and differ from the data in a
scnsc that could bc cxplaincd qualltatlvcly by a higher
noise temperature, or the presence of extrinsic noise. Al-
ternatively, the frequency dependence of the Josephson
current, ignored in this approximation, may need to be
taken into account.

It is remarkable tliRt wc have obtained siich good fi'ts to
the data for both the falloff of the I,R„with increasing
junction resistance and the rounding of the Josephson
steps with such a simple model. We have made simplifi-
catlons ln treating thc norse which may not bc physically
justified. We have taken the voltage in the noise term, pz,
of Eqs. (6) and (18) to be the instantaneous voltage. This
might seem dubious, because the noise power spectrum
[Eq. (18)] from which the noise term, pz, was calculated
was derived for the case of a constant dc bias voltage, so
that it might seem more appropriate to use an average
voltage to calculate the noise term. However, as a check
we replaced the instantaneous voltage-dependent (shot-)
noise term in the computer simulation ((iz) -2CV/R„)
by a Johnson noise term ((i& ) =4kT~ /8„) at an elevat-
ed temperature, T~ ——eV/2k-30 K, appropriate to the
fourth step at 5.0 mV (604 GHz), and found that the
simulated step shape with this noise temperature was
nearly identical to that simulated before with the voltage-
dependent noise term. Also, the white-noise approxima-
tion used is questionable because of the very broad band-
width response of these junctions. In any case we have
found rather remarkable agreement between our data and
the RSJ simulations used, which gives some credibility to
the method.

V. DISCUSSION AND CONCI. USIONS

Before concluding this paper we would like to briefly
point out some recent analytic approaches to the problem
of noise in junctions which go beyond the now classic re-
sults utilized here.

In a, recent paper Ben-Jacob et a/. have examined the
effects of shot noise on the nonzero voltage state of a hys-
teretic junction and found a distribution of fluctuations
that is nonsymmetric in that positive fluctuations are
morc plobablc than ncgatlvc ones. ThclI' results Rrc con"
fined to the hysteretic region of the junction I Vcurve, -

and are applicable for p, &1.6, but not too large, and
could be tested by observing the transition rate to the
zero-voltage state from the nonzero-voltage state.

Buttikcr, Harris, Rnd I.andaucr have cxtcndcd to R

broader range of p, the treatment of the noise-activated
escape of a particle out of a metastable well given origi-
nally by Kramcrs, and applied to superconducting tun-
ne1 junctions by Lec for the extrcme underdamped case
(p, »1). Using the theory of Biittiker et al. to calculate
the most likely observed switching current for our junc-
tions, we find only negligibly small corrections (&0.1%
change) to the results of the simple transition-state model
Used above.
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The theoretical developments cited above are applicable
to shunted junctions and only in certain limits of parame-
ters. These analyses have not been extended to the case of
a junction with the full nonlinearity of the quasiparticle
I- V curve, nor a junction which is driven by a FIR or mi-
crowave source. Recently, several groups ' have used
path integral formalisms to treat the problem of the tran-
sition out of the zero-voltage state when thermally ac-
tivated processes are frozen out. These treatments can
take the full nonlinearity of the quasiparticle I- V curve
into account, but physically intuitive results, or results for
junctions driven by high-frequency sources, are not yet
available.

We conclude this work by observing that we have found
good agreement between the falloff of the measured I,R„
product of small-area superconducting tunnel junctions
and the predictions of the simple analytic result derived
using an estimate of the lifetime of the junction in its
zero-voltage state in the presence of thermal activation
corresponding to a noise temperature T& -8 K, taking

account of the actual laboratory sweep rate I. For com-
putational reasons, a parallel computer-model simulation
employed a current sweep rate about 10 times faster,
which gives a much smaller depression of I, for a given
T~. However, the depression pl edj.cted by this slmulatlon
is in good agreement with that predicted by the analytic
model when the computer sweep rate is also used in the
latter. Thus the models give results which are consistent
with each other, and with experiment if an elevated effec-
tlvc Ilolsc tcIIlpclatul'c of 8 K ls llscd. Tllls Ilolsc Is
probably due to external sources, although considerable
pains have been taken to minimize extrinsic noise cou-
pling into the junction circuit. Unfortunately, the open
geometry and antenna structure required to allow cou-

pling of FIR radiation to the junction in our experiments
precludes use of geometries in which the junction is total-
ly enclosed in metal shielding; with such geometries, other
workers have been able to observe intrinsic thermal noise
effects even at T( 1 K.

In the presence of strong FIR currents coupled into the
junctions, quite different conditions prevail. Thermal
noise currents have much less effect, so that simulations
for Tz of 2 and 9 K are not significantly different. As a
result, the width Io of the zero-voltage step at the first
subsidiary maximum of the Bessel-function dependence
can be greater than the fluctuation-reduced I„rather than
only 40% of I, as would be expected in the absence of the
reduction of I, by fluctuations. For the high-voltage
steps, shot noise dominates, and the computer simulation
and the data agree quite well. Reasonable fits to the ob-
served rounding of the step widths at V=5 mV can also
be obtained using the analytic result of Lee, applicable to
P, & 1, but using an elevated noise temperature of -25 K
to model the effect of shot noise (for V=5 mV), which is
not included in that model.
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