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Molecular dynamics of ionic solid and liquid surfaces
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Molecular-dynamics computer simulations of model alkali halide solids and melts were performed
with the aim of elucidating the role of electrostatic interactions in the determination of bulk and in-

terphasial behavior. Simplified pair potentials of the n:1 form are shown to compare favorably

with the results of the more complicated Born-Mayer-Huggins potential, and have great correspond-

ing states capability. New lattice-summation techniques for obtaining the long-range Coulomb

correction are also discussed, which are markedly different from the usually adopted Ewald formu-

las. The properties of solid and liquid surface states were examined under the influence of vacuum

and rigid-mall constraints. Both boundaries have noticeable effects on the material to a depth of
0

10—20 A into the bulk of the material. Charge separation in the vacuum interphase of model mol-

ten LiCl was not observed. The problems associated with definitions of pressure and diffusion coef-
ficients in the interphase are discussed and results are presented. Attempts were made to produce
surfaces which would be polar under steady-state conditions. An applied electric field in the direc-

tion perpendicular to the surface plane for a melt/vacuum interface did not induce any observable

charge separation. It was necessary to apply an electric field equivalent to four times the root-

mean-square force at equilibrium before ion desorption into the adjacent vacuum was observed.

This took the form of infrequent departures of ion pairs. Slow surface structural evolution was

demonstrated by applying an electric field parallel to the surface. The interphasial ionic mobilities

were smaller there than in the bulk. The highly polar (111)model NaCl solid surface was unstable

with respect to an, as yet, undetermined reconstructed form.

I. INTRODUCTION

In recent years there has been much activity in the field
of surface modeling. The thermodynamics and structure
of plane and curved liquid-vapor interphases, consisting
of molecules interacting with short-range forces, has re-

ceived attention by Rowlinson and others. ' In contrast,
there has been a rather sporadic interest in surfaces con-
sisting of charged species (except at extreme dilutions). In
the dilute-concentration regime Torrie and Valleau and
Snook and van Megen have used Monte Carlo simulation
to demonstrate the success of the Gouy-Chapman theory
in describing double-layer effects in model dilute electro-
lytes. The literature on integral-equation solutions to this
system is also substantial and goes back to before the time
of Debye and Huckel and the earliest theories of electro-
lyte solutions.

In contrast it is only recently that the surface structure
of molten salts has been seriously investigated, ' ' be-

cause of problems associated with the high density of
these systems and the need for a suitable reference state.
Evans and Sluckin' " have used a density-functional
theory for inhomogeneous charged fluids, an approach
which was in fact first proposed by van der Waals. Other
work has shown that the structure of a liquid in the sur-
face region is more ordered than in the bulk. Pair correla-
tions near a hard wall' or in the interfacial electrical dou-
ble layer' ' are long ranged. As in the bulk of a molten
salt' the Coulomb interaction at short range dom-
inates the ordering and tends to diminish the importance
of the other short-range terms in the interionic potential

(e.g. , core repulsions, dispersion terms) when comparison
with the appropriate noble-gas liquids is made.

The importance of the Coulomb interaction in deter-
mining the stability and hence structure of ionic crystal
surfaces has been recognized for a long time. 5 ' Ideal-
ized crystal surfaces which exhibit a dipole moment in the
direction perpendicular to the surface have been shown
analytically to be unstable to rearrangement so that this
dipole is nullified in a manner which takes little account
of the short-range interactions between the ions. Cer-
tainly the scant experimental evidence for such high-index
crystallographic faces gives support for this assertion. A
realization of the overriding influence of the Coulomb
part of the interionic potential of alkali halides has im-

pacted recently on a redesigning of these interactions in
order to minimize the complexity of the short-range terms
(especially for liquid-state investigations) in recognition of
the importance of the Coulomb term. Notably, Wood-
cock ' has attempted to replace the Born-Mayer-
Huggins (BMH) interaction form for alkali halides by one
characterized by the depth of the potential, e, and the
separation at its (gas-phase) minimum, ro. Similar inves-
tigations into developing a corresponding-states treatment
for alkali halides have been made, but with little suc-
cess.

The BMH pair potential between ions i and j, P;J (r), is

PJ(r)=A;Jexp( br)+q;qjr '+C~r—6+DJr

where the parameters are those derived by Tosi and
Fumi. q; is the charge on ion i and r is the distance be-
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tween ions i and j. The first, second, third, and fourth
terms represent the short-range repulsion, Coulomb,
dj,pole-1nduccd dipole, Rnd (dipole-1nduccd quadrupole In-

teractions, respectively. On a suggestion by L. V. Wood-
cock,a special case of a general m:n potential,

5 'm

4ij " m "0
(2)

Pl —Pl f' tl —Pl l'

was considered as a simplification by taking m =1 and
n =12, 10, 8, or 6. Note that in reduced units of
P&

——Pij/e and r*=r/ro, the potential always minimizes

at Pij ——1 and r*=1 for unlike species. On taking rn =1,
then

p«
1

( e)—«+ n
( «) —i

n —1 n —1

For many salts e*/(e /4m. coro), where eo is the permittivi-
ty of free space, ranges from 0.88 to 0.98. By choosing
n =12 we ensure that the Coulomb-type term in Eq. (3)
decays in a quantitatively similar fashion to the true
Coulomb interaction. However, this is not necessarily the
aim here.

Adams and Mcoonald considered a similar potential,

Here the unit of energy is fixed in order to give the true
Coulomb decay at distant separations, i.e., e /r It could.
be argued that this is a less satisfactory constraint because
in a melt it is unrealistic to assume that molecules interact
with a r ' form when separated by a highly polarizable
medium of ions. From a corresponding-states point of
view it is also unsatisfactory, because the minimum in the
potential is always [(1—n)/n]e /ro and hence is depen-
dent only on ro (plus the choice of n). Consequently e
and ro are not independent in the model of Eq. (4), which
makes it a very restrictive approach. This is an irjudi-
cious constraint because the long-range part of the poten-
tial need not decay as the Coulombic monopole-monopole
interaction. In fact one might suspect this by the success
of the Ewald complementary error-function expression
(without most of the reciprocal-lattice component), which
is often used to replace the Coulombic term and still gives
excellent thermodynamic quantities for the infinite sys-
tem. It is more sensible to allow the minimum in the
pair potential to be another variable which is independent
of ro. Polarization effects will affect the depth of the po-
tential minimum. Providing these minima. can be located
by more complete computer simulation studies (including
polarization terms) or by analysis of experimental gas-
phase data, then it forms a more solid foundation for bas-
ing a corresponding-states treatment of alkali halide
melts.

In the following section molecular-dynamics (MD)
computer simulations of solid and liquid model alkali
halides are considered. An overview of a number of bulk
and interphasial simulations is made to provide new in-
sights into the role of the Coulombic term in determining
many aspects of ionic system behavior.

II. MODELS AND RESULTS

The MD model used for most of these calculations has
been described elsewhere. ' Bulk calculations described
herc werc made with thc USUal periodic boundary condi-
tions for systems of 216 ions confined within a cubic cell
of sidelength S, and using the proven Ewald method to
incorporate the long-range Coulomb interactions. The
time step was typically 0.75)& 10 ' s for the melt calcu-
lations. The surface calculations were performed by
creating periodic images in only the x and y directions
from the orthorhombic MD unit cell. Most of these used
a modification of the Ewald method to obtain the long-
range Coulomb corrections.

In the later stages of this study another (more easily im-
plemented) method was adopted. The background to
thts real-space lattice-summation techmque and its rela-
tionship to the Fourier-transform approaches (of which
the Ewald method is an example) is now presented.

A. Lattice summations

Let P;j denote the Coulomb potential energy between
two point charges q; and qj. As j forms a distinct sublat-
tice it is implicit that all the images of the chosen origin j
are included in this interaction. Let jo be this chosen
charge which we will define as the origin of the coordi-
nate system. This would correspond to the central ion of
a reoriented MD cell. Hence,

—1

Oij =qi ~ qj "ij
j

where the above summation is over jo and its images (un-
less i =jo, in which case jo is omitted), and where

rij ——I
r i —rj I

and r; is the absolute position of charge
Equation (5) is a slow conditionally converging series,

which means that the limit (i.e., P;j) depends on the order
in which the component terms from the lattice are
summed. Methods for obtaining the limit of a slowly
converging series from a finite number of terms is a well-
developed area of algebra. '

In the early stages of this work, a number of such
methods for performing these lattice sums were investi-
gated with the view of using them in molecular-dynamics
simulations. At first it was thought that a recasting of
Eq. (5) as a sum in reciprocal space (an approach ex-
tensively used in static-lattice/lattice-dynamics studies)
would be efficient. The potential at ion site i, 4;, is given
by

Ci;=S& 'S2 ' g g qjexp( 2mih r,j)— .
jh

&&exp( —2m.h
I r„, I

)/h, (6)

where h is a reciprocal-lattice vector of a two-
dimensional sublattice and r»j is the component of v,J in
the direction perpendicular to thc sublatticc planes.

This method was found to be unsuitable, however, be-
cause of the large number of reciprocal-lattice vectors
which are required to represent t4e potential as the
separation between the charges in the direction perpendic-
ular to the sublattice planes approaches zero. Quite fun-
damentally, there is a different requirement in the static-
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(regular-) lattice calculations which make variants of Eq.
(6) acceptable methods. In a regular lattice the point
charges are separated by zero or a large distance (i.e.,
=interionic spacing) in the z direction. Reciprocal-lattice
formulas for the potential (and hence forces) are available
under these limits, which usually only have to be evaluat-
ed once at the beginning of the calculation. In MD these
sums need to be performed at regular intervals and the
troublesome r J~0 region is frequently encountered.
Therefore, the requirements of a lattice-summation

. scheme are more demanding for MD. In passing we note
that these formulas do demonstrate (through the zero re-
ciprocal space-vector component) the instability of a
semi-infinite crystal with a unit-cell dipole moment which
has a nonzero component perpendicular to the surface.

These special requirements for MD are better met using
a method based, at least partially, on sums over the real
lattice —because truncation errors are less likely to
introduce big changes in potential. For example, %ood-
cock and Singer used the Ewald method to treat bulk
ionic systems. This consists of a hybrid real-
space —reciprocal-space expansion to evaluate the electro-
static potential at each ion site. This was developed by
Heyes et al. to apply to the MD of ionic interfaces3s 39

and this approach is used for most of the calculations per-
formed for this work. However, a technically simpler
method which would be cast entirely in real space was
also sought.

One can avoid performing the image lattice summa-
tions for each ij interaction by expanding the potential of
the jth image lattice about its origin generator, jo, using a
Maclaurin's series expansion. ' The effects of all the j im-
ages can then be expressed in terms of a polynomial con-
taining the components of r;, which is the coordinate of
ion i within the unit cell and measured with respect to the
position of jo as the origin. The constants in this expan-
sion are given in terms of lattice sums involving powers of
rJJ

'. Unfortunately agreement with the exact result was

poorest for large r;, which extend into the corners of the
unit cell. Here the contributions to the forces from the
lattice outside the unit cell are a significant proportion of
the total force. This is perhaps to be expected as a natural
property of a Maclaurin's series expansion and which
causes a failure in this approach.

A related method, involving an expansion of the unit
cell in multipoles, was also investigated. A lattice of di-
poles, quadrupoles, and octupoles was established. The
potential and forces due to this system were compared
with the exact results for a test MD cell configuration
chosen at random. The contributions to the potential
from each replica square-shaped she11 of MD cells beyond
the fourth is well given by the quadrupolar term in the
multipole potential expansion. However, as the shells
closer to the origin MD cell are approached, higher mul-
tipoles are needed to such an extent that the method be-
comes uncompetitive when compared with the Ewald-type
method already developed. A similar trend is noted for
the multipole forces as well.

Finally, perhaps the simplest method for evaluating the
lattice sum potential was investigated. This is by adding
the r ' terms of Eq. (5) in a new specified order. The

Evjen method was dismissed by earlier workers in the
field of MD simulations of dense ionic media because it
led to distorted, unphysical structures. At the time, it was
thought that not enough image shells were taken. Howev-
er, in fact, it has recently been shown that only one image
shell of square symmetry is needed to give a good repre-
sentation of the potential provided certain correction
terms to transform from the so-called extrinsic to intrinsic
potential are included. As Eq. (5) is conditionally con-
vergent, the order in which the image j are included in the
sum is important. For a two-dimensional periodic charge
distribution it is proposed to sum the image j in "circular"
shells. This is adopted because it then becomes easy to de-
fine the effect, at long range, from an ever increasingly
wider and more truly circular annulus of MD cells about
the origin. This correction (or "depolarization" ) potential
has been discussed elsewhere by the author for static sys-
tems, ' ' ' without specific reference to MD. For two-
dimensional periodicity then

2 2 2(„;+;— )
1 2 c

where R, is the radius of the circle of MD images and
~;J &R, . Hence,

SIS2R,

SIS2R,
(9)

The convergence characteristics of the Evjen, depolarized
Evjen [Eqs. (7) to (9)], and surface Ewald methods are
compared in Table If, for a square planar lattice of unit-
cell sidelength S.

The depolarized Evjen (DE) method gives very satisfac-
tory values for the potential and force if the nearest
square shell of (8) image cells are included in the expan-
sion. Errors in the potential of less than 0.05S ' are typ-
ical for the test configurations. The Evjen method pro-
duces errors an order of magnitude larger (i.e., —10k~ T)
and it is perhaps not surprising that this method gives no-
ticeably distorted structures. The DE method showed
sufficient promise in these trial calculations to have war-
ranted incorporation in an MD program. Test simula-
tions on a 216 ion (6 X 6 X 6) MD double-vacuum interface
simulation took 0.14 on the University of London Com-
puter Center Cray-1S, which compares favorably with
MDIQNS, a similar Ewald program. Root-mean-square
total energy fluctuations for the system run at "constant
energy" were 0.003 kJ mol ' for room-temperature model
KC1 (using Tosi-Fumi parameters in the BMH rigid ion
potential) and 0.02 kJmol ' for molten NaC1 near its tri-
ple point.
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TABLE I. The potential at a point r =0 due to two square planar sublattices: q, =q at (x~,y~, z~) and q2= —q at (xq,y2, zq). 4 is

in Units of qS '. The x component of the force, I„,and I'„ the z component of the force, are in umts of qS . E —Ewald-type ex-

pansion (Refs. 40 and 50); E—-Evjen summation (Ref. 51); DE—depolarized Evjen from Eqs. (7)—(9). R, =(12S 2+ 1)'~2S in these
expressions where l is the integer index of the image cell s displacement in the unit of S (see Ref. 40). n =1, q=0.7S in E;
(x~,y&,z~) and (x2,y2, z2) are —(0.25,0.15,0.20)S and —(0.40,0.32,0.20)S, respectively. n=2, q=0.7S and —(0.499,0.15,0.10)S and
—(0.40,0.32,0.40). n =3, g=0.7S and —(0.25,0.15,0.10) and —(0.40,0.32,0.40). n =4, q=0.7S and (0.499,—0.15,—0.10) and
—(0.1,0.32, 1.0). n =5, q =0.7S and —(0.1,0.2,0.1) and —(0.15,0.1,0.15).

0.8589
0.7555
0.7098
0.7090
0.7090

(E)

1.0099
0.9513
0.8671
0.7442
0.7183

0.7313
0.7542
0.7062
0.7096
0.7090

3.3938
3.4744
3.6378
3.6417
3.6417

3.2515
3.1535
3.3683
3.5821
3.6260

3.7227
3.4867
3.6403
3.6405
3.6417

3.2525
3.0738
3.0154
3.0146
3.0146

3.3228
3.136S
3.0460
3.0150
3.0146

3.3228
3.1365
3,0460
3.0150
3.0146

0.9622
1.3214
1.3280
1.3290
1.3290

0.3461
0.9259
1.0320
1.2675
1,3128

0.8317
1.2693
1.3123
1.3278
1.3290

1.6365
—0.3942
—0.3881
—0.3971
—0.3971

1.8840
—0.1491
—0.1306
—0.3571
—0.3867

1.5730
—0.3690
—0.3102
—0.3957
—0.3970

—3.0523
—3.1096
—3.1898
—3.1906
—3.1906

—0.7875
—1.5912
—2.0818
—2.9521
—3.1277

—2.6725
—2.9241
—3.1700
-3.1859
-3.1905

0
1

64
900

2.1582
2.1930
2.1696
2.1691
2.1691

1.7058
1.9970
2.0451
2.1447
2.1627

1.8984
2.1332
2.1563
2.1686
2.1691

7.1290
6.8889
6.9676
6.9699
6.9699

7.0809
6.6581
6.7457
6.9108
6.9542

7.5522
6.9913
7.0177
6.9693
6.9699

—0.3450
—0.7702
—0.8685
—0.8701
—0.8701

1.9581
- 0.7790
0.2569

—0.6314
—0.8071

0.0732
—0.5538
—0.8314
—0.8652
—0.8699

0
1

2
64

900

4.3047
4.8714
4.9237
4.9256
4.9256

0,9366
2.4741
3.0763
4.5022
4.8135

4.2967
4.8SOO

S.0163
4.9190
4.9255

—2.5746
—0.2086
—0.0507
—0.0373
—0.0373

—3.4263
—1.3573
—1.0996
—0.2744
—0.1001

—1.544S
—0.0266
—0.0132
—0.0410
—0.0374

—4.6703
—4.2242
—4.2037
—4.2030
—4.2030

—0.1828
—0.7793
—1.3899
—3.4941
—4.0144

—5.8377
—4.7779
—4.6547
—4.1955
—4.2027

0
1

2
64

900

—0.1138
—0.0871
—0.0841
—0.0841
—0.0841

—0.1815
—0.1379
-0.1226
—0.0925
—0,0863

—0.1148
—0.0907
—0.0841
—0.0842
—0.0841

—4.7212
—4.5589
—4.5563
—4.5559
—4.5559

—4.8250
—4.6624
—4.6461
—4.5757
—4.5612

—4.6679
—4.5513
—4.5554
—4.5563
—4.5559

—5.2115
—5.2507
—5.2531
—5.2531
—5.2531

—4.8250
—5.0059
—5.0737
—5.2134
—5.2426

—5.1392
—5.2280
—5.2551
—5.2524
—5.2531

B. Short-range potential

The choice of the short-range components of the poten-
tial is now discussed. In the Introduction, it was suggest-
ed that the structure of a melt could be reproduced by a
simple n:1 potential as given in Eq. (3). Test bulk calcu-
lations on a model KCl melt at 1045 K and a molar
volume, V~=51.24 pm mol ', were performed for n

ranging from 8 to 12, although only the behavior of the
two extremes is explicitly discussed here. The Ewald po-
tential with g =0.175S was used. ' This is a well-
characterized state with a total energy per particle of
—625 kJmol ' and pressure of 0.8 kbar using the BMH
potential.

The structure of each melt was examined in terms of
the partial pair radial distribution functions, g;J(r), for
species i and j,

g;J(r)= Vn;~(r)/N dVJ(r), (10)

where Vis the volume of the MD cell (=4S /3), N is the

number of ion pairs in the cell, and n;~(r) is the average
number of ions of species j in a radial volume element be-
tween r —dr/2 and r +dr/2 around a particular ion of
type i The volum. e element is dVJ(r)=4~r dr and
dr =0.1 A here.

Figure 1 shows the computer-generated pair radial dis-
tribution functions of the bulk liquid simulations. The
1045-K KCl BMH gj(r) at V~=51.24 }um mol ' are
compared with those of another work at V =48.8
pm mol ' and reveal a quite remarkable density cnsensc-
tivity. The long-range order in KCl damps out more rap-
idly as distance increases at 1273 K than at 1045 K. A
pair potential proposed by Michielsen et al. produced
slightly distinguishable cation-cation and anion-anion dis-
tribution functions, unlike those generated by the Tosi-
Fumi (TF) KCl pair potentials at the same temperature
and density.

Insights into the structural distortions caused by the or-
dinary Evjen method can be gained from the g;J(r) of a
bulk simulation with q=0.833S and truncating all in-
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g (r)
g(r)
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p 2 4 6 8 10

r(A)
orf '

nd j + for cation and —for anion.
& g+ — ++FIQ. 1. pair radial distribution functions, g;J(r), or sp

ol
—' . ~ other Monte Carlo TF work(a) Bulk TF KCl, T=1045 K and V =51.24 pm mo

e a = — mo =, , :, d 4 (8:li otential simulations. (bi Bulk TF KC1,
=51 24 ol ' =S/1 2 (t t'o t S/2) (d)

mol ' =S/5. 714,, X(12:1),and, +: po
mol, (c) Bulk TF KCl T 1045 K V 5124 pm mo

F L'Cl T=883 K and V =29 10 pm mol . (f) ~ ~ - ~ up m mol '. (e) Bulk TF m

l ' directionally indiscriminate pair ra ia is ri uTF KCl, T=1273 K and V =54.00 pm mo
the corresponding liquid film with two vacuum-melt surfaces.
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teractions beyond S/2. The potential jump at this trunca-
tion is -6kiI T. This produces (as would the r
Coulomb interaction) a distorted structure in which unlike
ions seek relative positions within the cutoff radius and
like ions accumulate beyond this distance.

Also in Fig. 1 the g J(r) of a 833-K model LiC1 TF
simulation are shown. Although there is a greater
penetration into the first coordination shell of like ions for
Li+ than Cl (due probably to ion size differences) the
like-ion first peaks coincide. Charge ordering is substan-
tial and diminishes the importance of the short-range
components of the potential. The LiC1 bulk simulation
had a total energy and pressure of —780.2 kJmol ' and
0.32 kbar. These agree well with Monte Carlo predictions
of —781.1 and -0.0 obtained elsewhere for the same pair
potential. "

Pair potentials which were simpler than the BMH po-
tential wcl c also consldcrcd in this cxplolatory stage.
Some test MD simulations for the equivalent KC1 state at
T=1045 K and V~ =51.24 pm mol using the Wood-
cock potential of Eq. (3) were performed. To convert
from real to (n:1) units we use the following relation-
ships: for the reduced number density, p* (=X ro/V), re-
duced temperature, T* ( = kII T/c, where kz is
Boltzmann's constant), reduced time step, b,t'
(=b,to'~ /gm'/, where m is the mass of both species)„
reduced internal energy, u* (=u/e), and reduced pres-
sure, P* {=Po c '):

p* = 1.204 504( ro/A)' V

T*=5.98447X10 (T/K)(ro/A)(e*)

b, t* =372.735 34(ht/ps)e*{m/amu)

x (ro/A)

u*=3.5985X10 ~(u/kJmol ')(ro/A)(e*)

P*=0.43344&&10 4(P/kbar)(ro/A) (c*)

—0.6—

''"' 'M(ch.

first unlike-ion peak in the pair radial distribution func-
tion for n =12, 10, and 8 has a height of 5.2, 4.4, and 4.0,
respectively. The Tosi-Fumi value is 3.8. The sharpening
of this peak follows from a corresponding narrowing of
the potential bowl which is illustrated in Fig. 2. Except
for the fine details of this peak, all other features are rath-
er insensitive to the choice of n and give good agreement
with those generated by the more complicated Tosi-Fumi
BMH potential. Thus it is to be concluded that these. sixn-

ple pair potentials have some promising properties in
reproducing many features of melt behavior, when based
solely on a number of simple independent (but significant-
ly measurable) parameters such as the minimum in the
pair potential. It is worth noting that the choice of n does
have some bearing on "finetuning" the state of the
modeled system to achieve conformity with the Tosi-
Fumi state. Consequently, c and ro are perhaps not the
only parameters needed. It is relevant in this context that
experimental data have a probable error of +5%, which is
the variation between n =12 to 8. A value of n= 8.28 for
the related Pauhng potential is satisfymgly close to the
optimum value empirically discovered herc.

The KC1 crystal at the melting temperature was simu-
lated using the 12:1 potential. The first peak had a height
of 4.1, which is quite close to the BMH prediction of 3.9

For model KCl at T= 1045 K and I/'~ =51.24
pm mol, then p =0.4457 and T =0.01767. Here
c'=7.785X10 ' J, i.e., c'*=0.90 if r0=2 6666 A. It. is
noteworthy that the reduced temperature at the triple
polIlt Is approxiIIlatcly 50 of tllc well depth fin marked
contrast to the corresponding Lennard-Jones (LJ) liquid
in which T =0.72]. One considers melts to be "high-
temperature" liquids, but in fact they form at quite low
(internally standardized) temperatures. The deep potential
well is the result of very strong Coulomb "point-charge"
11ltcl'actloIls. CGIiscqllc11tly tllc stlllcflli'c of ail 10Illc Illclt
is more likely to be determined by a much narrower por-
tion of the pair potential than that of the LJ liquid, pri-
marily at the base of the potential bowl.

The Tosi-Fumi BMH liquid under these conditions has
a total (including kinetic) energy and pressure of —624.8
kJmol ' and 0.8 kbar, respectively. The n:1 fluids of Eq.
(3) for n =12, 10, and 8 give for the total energy —640.4,—628.9, and —608.1 kJ mol ', respectively. The corre-
sponding pressures are —1.6, 1.5, and 9.0. The 10:1 ex-
ample gives reasonable agreement with the Tosi-Fumi
thermodynamic properties but stxuctuxa11y thc best
corrcspondcncc ls achicvcd using thc 8:1 potential. The

10
0.0—

— 0.2—

— 0.&-
— 0.6—
—0.6—
- 1.0

FIG. 2. KCl unlike-ion pair potentials P+ (r)/e=P+ (r).
@=7.785 & 10 ' I (TF), r =r (A)/2. 6666. (a} Tosi-Fumi
BMH Eq. (1); Eq. (3), n =12; ———Eq. (3),
n =8; ~ ~ ~ Michielsen potential (Ref. 53}. (b) As for (a) except
that r ' is replaced by erfc(r/q)r ' where g=S/5. 714 and
5=20.945 A.
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for the state V~=41.48 pm mol ' (p'=0.55061) and
T=1015 K (or T'=0.01767). As the ions do not ap-
proach one another so closely in the solid it is perhaps not
surprising that the details of the short-range component
of the potential (i.e., the choice of n) should be less of a
factor in determining the structural behavior of the solid
than the liquid. Nevertheless the BMH u and I' are
—655.0 kJ rnol ' and 21.2 kbars. The corrcspond1ng 12:1
values are —661.2 kJmol ' and —5.4 kbars; again this
reflects the tensile or contractive pressure developed in a
12:1 material.

Often when the Ewald method is used to obtain the
Coulomb interactions the Fourier-space component is om-
itted. The r term in the pair potential is then multi-
plied by a complementary error function to produce a
new, effective pair potential. The n:1 is in fact never
used. The shape of this effective potential is given in

Fig. 2 and is shown to be quite different to that of the
uneroded n:1 function.

The self-diffusion coefficients, D, of these simple
fluids were determined. The TF and 10:1 1045-K D
values were 0.7& 10 cm s '. There was some evidence
that the 8:1 and 12:1 self-diffusion coefficients are about
25% smaller but they had large statistical uncertainties.
Attempts were made to "improve" the shape of the
uillikc-ioI1 potciitial bowl, witli tlM aiIII of reducing tlic
height of the first peak in the pair radial distribution
function. The point of inflection [i.e., d P(r)/dr =0]
was fixed at r*= 1.2 but it produced little improvement.

It is perhaps worth clarifying the more important con-
clusions to be derived from the work described so far.
The dominating role of the Coulomb term of the alkali
halide potential in deterniining the gross features of melt
structure in the bulk phase is evident. This permits a ma-
jor simplification in the short-range potential when com-
pared with the Born-Mayer-Huggins form. The derived
thermodynamic properties are also not too sensitive to its
shape prouided that the well depth and position of the
mln1mum separation al c 1ndcpcndcnt paramctcI's, which
should be obtainable from experiment or by more rigorous
computer-simulation studies incorporating many-body po-
larization terms.

p( )

p 1

tQ 20 30

of the crystal this was a static ionic semi-infinite lattice
whereas i.n the liquid it was a smooth wall with an attrac-
tive potential component to hold the film against it.

In order to assess the effects of the boundary changes
we use the smgle-particle number density profile in the z
direction which is defined to be perpendicular to any
plane parallel to the surfaces,

pg(z) = Vn;(z)/XdV;,

where n;(z) is the average number of ions of species i be-
tween the two xy planes at z+ —,dz, dV, =S dz is the

0
volume element, dz equals 0.2 A here. Before considering
this function for the surface simulations we present the
same function for a bulk MD cell (KCl, V =54
cm3mol ', T=1273 K) in Fig. 3. Both a species-resolved
and an average ("indiscriminate" ) density profile are
shown. There is no obvious correlation between fluctua-
fioIIS II1 thc species-resolved pi.ofilcs.

In Fig. 4 the p;(z) for an 8-layer model KC1 (100) faced
film, which was simulated at room temperature, is shown.
There are 36 ions per layer within the MD cell. One face
of the lamina is anchored to a semi-infinite fixed crystal
of otherwise identical parameters. There is obviously a
noticeable mismatch between the mobile and immobile
crystal which is manifest in a sharpening of the peaks in
p(z) near the boundary between them. This is symptomat-
ic of a lack of momentum transfer across the gap. The
constrained and free surfaces have quite different dynami-

C. Interfaces

We now turn to consider the results of MD simulation
of BMH crystalline and liquid films. Industrially molten
salts are used frequently in applications which rely heavily
on boundary-layer behavior. Consequently a characteri-
zation of these states by MD modeling is a worthwhile
aim. The solid and liquid films were simulated by repli-
cating a MD cell of square cross section and sidelength S
in the x and y directions only. Ions which passed through
a face between the real and an image cell were returned
through the opposite wall with the same wall coordinates
and velocity. The long-range Coulomb corrections were
evaluated as before, except where stated when Eqs. (7)
to (9) were used. The BMH bulk melt configurations
described earlier were used to start the melt films.

Thc carly slmulatlons foI' solid aIld 11quld COUplcd oIlc
surface of the film to an immobile boundary. In the case

1-
(z)

FIG. 3. (a) The reduced number density p (z) =p(z)/(p) for
cat&on and anton ———In a bulk model KC1 scmulatcon.
ht =5X10 ' s, 5=21.31 A, T=1273 K, V =54.00
pm mol ' and the number of time steps is 14051. (b) As for (a)
except that the average density for cation and anion is taken,
i.e., —,[p+(z)+p* (z)].
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FKJ. 4. (a) The density profile p(z) of a 288-ion MD cell film
coupled to a fixed semi-infinite lattice; p(z) is normalized to uni-

0

ty for a regular crystal. 5=19.02 A; there are 36 ions per layer
within the MD cell; the production simulation for this figure
lasted for 5000 time steps of EI; =5)& 10 ' s. The left surface is
coupled to the fixed crystal. The anion and cation components
are denoted by ———and, respectively, (b) As for (a)
except that a 14-layer isolated film is considered. (c) As for (a)
except that a 10-layer sample is considered. 200

cal properties. A layerwise resolution of the velocity auto-
correlation function (VACF) in Fig. 5 in the directions
parallel and perpendicular to the surfaces reveals that the
layer next to the fixed crystal has a VACF similar but
with noticeable differences to those in the center ("bulk" )
of the lamina. The free-surface layer shows, in contrast,
damped motion in the perpendicular direction (effects
which ar'e perhaps better appreciated in the accompanying
power spectra in Fig. 5). Figure 6 reveals that a 10-layer
slab also manifests these effects and consequently they are
not an artifact of the numbei of layels.

At first a smooth repulsive mall with an attractive tail
was used for the liquid films. Figure 7 shows a 288-ion
film (KC1) at 1273 K coupled to a wall potential with a
depth of —43k~T, —24kgT, and —5kgT at z=0.5, 1.5,
and 3.0 A, respectively. This is a potential which is simi-
lar in shape and magnitude to the unlike-ion pair poten-
tial. The sharp density increase near the impenetrable

Q [crn )
FIG. 5. A layerwise resolution of the (a} K+ velocity auto-

correlation function and (b) derived power spectra for the 8-
layer system of Fig. 4. parallel to the surface, ———
perpendicular to the surface. 111 time origins weI'e taken.
Layer index, A, , equal to 1 corresponds to the layer next to the
fixed crystal. Layer 8 is adjacent to a semi-infinite vacuum half
space.

hard boundary dies away rapidly so that by —10 A from
the wall a region of uniform density is evident, which we
can tentatively label "bulk" material. Also shown in Fig.
7 are the normalized velocity autocorrelation functions for
the ions close to this wall. The component perpendicular
to the wall is highly oscillatory. The perturbing effect of
the wall is therefore to confine iona in the vicinity to a
"latticelike" behavior. Later we will consider the use of



2190 DAVID M. HEYES 30

VGC Uurn p (z)

t(ps)

0 30
z(P)

I

40

(b)

0.0
~l XE'Ct

Q.e 1.6
cr ystc)l

t(10 s 3

{c)

p(~)
(d)

0
1-

(e)
0

10
503020 40 60
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FIG. 7. The normalized accumulated single-particle density

profiles, p*(z), of KCl model liquid films generated from a
parent bulk configuration at T= 1273 K and V =54
pm mol '. p (z)=p(z)/p (parent bulk). (a) Left surface cou-
pled to an attractive smooth wall as described in the text
(t„. =22.5 ps). Two vacuum-melt interfaces at T=1294 K: (b)
16 ps, (c) 32 ps, (d) 68 ps, (e) 110 ps, (f) 152 ps. The insert is
p*(x) for t=147 ps. The insert in Fig. (a) is the velocity auto-
correlation function for K+ parallel ( ) and perpendicular
( ———) to the wall for those ions within 0&z/A(10.

200 400

& (crn ~)

FIG. 6. As for Fig. 5 except that a 10-layer lamina is con-
sidered and the Cl dynamics are monitored.

such wall boundaries as a precursor to electrode modeling.
For the present, however, we are only concerned with
them in the ancillary role as an adjunct for obtaining
melt-vacuum interfacial properties.

An alternative arrangement is to have two melt-vacuum
boundaries as for the solid considered previously. An

example for a 1294-K KC1 melt film is shown in Fig. 7 at
selected stages in the simulation. Similar density profiles
for model molten LiC1 at 947 K are given in Fig. 8. An
examination of the tangential and perpendicular VACF is
also made in Fig. 8 for the ions in the central and surface
regions. The cation and anion in LiC1 are physically quite
different species. Their radius and mass ratios are of or-
der 0.54 and 0.2, respectively. This causes a highly struc-
tured VACF for Li+ but a slowly decaying (rather
featureless) Cl VACF. For both species, however,
motion perpendicular to the surface is more unhindered in
the surface region. This shows in the more damped
VACF in the interphase. The power spectra of the sur-
face perpendicular VACF maximize at -40 cm ' for
Cl but -230 crn ' for Li+.

The tangential, perpendicular (surface), and bulk dif-
fusion coefficients (in 10 cm s ') obtained from the
mean-square displacements were 1.2, 1.2, and 0.96 for Li+
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cm mol ', respectively. As the parent bulk liquids had
V~ of 51.24, 54.0, and 29.1 cm mol ', expansions of up
to approximately 10% were therefore observed. A num-
ber of tests were performed to discover if these density de-
creases could be exp1ained by slav equihbration. Density
changes were suddenly imposed on test KC1 films. The
relaxation times for the response were less than 20 ps,
which is approximately a fifth of the total simulation time
for the above states. One should conclude that a density
decrease for small systems is a thermodynamically estab-
hshed effect. In fact, this is a frequently observed
phenomenon also in I.J films and droplets. ' A decrea", e
in density of several percent is noticed when the thickr. ess
or diameter of the sample is less than approximately ten
molecular diameters.

No vaporization was observed in these simulations.
The vapor pressure P„of KC1 at 1049, 1294, and 1680 K
(the normal boiling temperature) is 61, 635, and 1.01 & 10
Pa, respectively. ' The equilibrium flux of particles, n,
that strike (and consequently leave) a surface is given by

n =aP, (2Irmks T) (12)

C(t)

where a is the fraction of particles of mass nI that con-
dense. The probability that an ion pair will leave one of
the fil's surfaces within 20000 time steps is 3X10
10 1, and 0.5 at 1049, 1294, and 1680 K (assuming a = 1).
Consequently it is not surprising that vaporization was
not observed in these simulations.

The interfacial thickness I. is a quantity frequently
quoted in the literature in order to characterize an inter-
fRcc R11d 1S defined by

r

dp(z)

FIG. 8. (a) The accumulated normalized density profiles,

p (z), of a I.iCI melt-free film simulation at 947 K at various
times since the start of the simulation, which are denoted beside
each profile. Li+ and ———Cl %=288. (b) The Cl
velocity autocorr elation functions in the directions parallel
( ) and perpendIcular (———) to the vacuum-melt surfaces
for the central -35 and surface -4 Cl ions. E,

'c) As for (b) ex-
cept that the I.i+ are considered.

and 1.1, 1.1, and 0.69 for Cl . These indicate an in-
creased rate of diffusion in the interphase (perhaps in-
versely proportional to density' ), which is common to all
of the salts.

To conclude, there appear to be no obvious advantages
in coupling a mobile film to a rigid boundary as a route to
suIfacc jvacuum bcllavioi Rt thc oppos1tc intcIfacc. It is
practicable to obtain two well-differentiated melt-vacuum
sllrfaccs with le$$ co111pUtcr time Rnd st111 gc11c1'Rtc a bulk-
like reference fluid in the middle of the intervening ma-
teria1.

The 1049 and 1294-K model KC1 and 947 model I.iC1
"isolated** film calculations were performed us~ng periodi-
city lengths in the x and y directions which are compati-
ble with bulk simulations of 46.1, 48.6, and 29.1

where z, is the equimolar dividing surface. For both KCI
temperatures it was statistically indistinguishable from
5.5+0.5 A. Notice that for KCI and I.iC1 no surface ex-
cess adsorption of one of the species was observed in Figs.
7 and 8, as has been predicted by Sluckin, " but see later
for a further discussion of this important subject.

Perhaps the simplest thermodynamic profile is for the
temperature, T(z). The T(z) profiles of a selection of the
films are presented in Fig. 9. Thermodynamically one ex-
pects a constant value through the film for this classical
system. As far as one can discern this is obeyed. Note
that the temperature fluctuations were larger at a liquid-
vacuum surface than at the center of the film due to the
poorer statistics associated vAth the comparative1y smaHer
number of particles in the interphasial region. A finer
resolution of the single-particle temperature fluctuation
would perhaps reveal a surface enhancement in the specif-
ic heat. In some respects the density variation in the in-
terphasial region masks the uniformity of thermodynamic
parameters well into the interface. For example, the
1049-K KC1 free film can be used to obtain the configura-
tional energy density, E (z), which is defmed as
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T(z) (K)

2500-

KCI

(A) =

70

1500-
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KCI

VQCULl(TI VQC(J LI tTI

FIG. 10. Energy density profiles for the 1049 KCl free film
bounded by two vacuum-model melt interphases. A resolution

111to the energy components is made: C, R, DD, DQ, and k
denote Coulomb, short-range —repulsive, dIpole-dipole, dipole-

quadrupole, and kinetic components, respectively.

T (z)
E(z)=— g g P,q(r), (14)2SM;

j+l

where bz equals 0.2 A for all profiles here. r„ is within
+ —,

' M of z. Figure 10 shows a very narrow plateau re-

gion for the Coulombic component of (and hence total)
E(z). In comparison, the energy-per-ion profiles (i.e.,

E( z)/[ p+( z)+ p (z)]) ln Ftg. 11 show I11uch flatter and

T(z) (K) LICI

10
(I(Jmoi )

30

1500—

FIG. 9. Temperature pfofliles, T(z), acIoss the fllIIls (a) KCl:
(T)=1049 K, S=20.22 A and evolved for 15001 time steps.
(b) KCl: ( T )= 1294 K for 20300 time steps. (c) LiC1:

( T ) =947 K for 11 300 time steps.

KCI 'I0&9K
FIG. 11. As for Fig. 10 except that the energy per particle of

this system is shown.
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smoother profiles. Consequently each ion experiences a
bulklike environment closer to the vacuum than would at
first be expected from E(z). When this film is confined
by repulsive walls, as described elsewhere, 9 the density
oscillation leads to a highly structured E(z) (see Fig. 12).
Thc strUctUrc cv1dcQt there 1s qUltc markedly daIHpcd
down in the corresponding energy-per-ion profiles illus-
trated in Fig. 13(a). In Fig. 13(b), the VACF's in the
neighborhood of the walls reveal that ionic motion be-

comes 8I11sotlopic so that whcQ colTlparcd with bulk
behavior, oscillatioQs are stroQger perpcQdicular but weak-
ci' tailgc11tlal to t11c WR11 pla11cs.

These profiles raise ail llltcrcstlllg pol11t rclatcd 'to

defin-

itionss of intensive and extensive thermodynamic quanti-
ties in the interphasial region. Gnly for certain thermo-
dynamic functions can one predict the behavior across the
interface. We have already seen that the temperature is
coQstaQt 1Q thc iQtcrphasial I'cgioQ. Thc volume pcI part1-
cle goes from intensive to extensive in the direction of the
vacUUIQ. Th1s impacts oQ thc cQcrgy pcI' part1clc 8Qd also
on the components of the pressure tensor, which was
resolved in the directions parallel and perpendicular to the
SlllfRCC:

E(z)
p(z)

{~Jrnol )

-800-

30

1 I

DD DQ

KCI 1095K

P( (
(z) = g pli (p ~i +p yq )

2

J+f1J =1

2 2
rxij +ryij ~'Pij

P'gj. BP'
C(t)

0.6 'l. 2

E(z&

KCI 1095 K

z(P, )

~0 3O 50

t(ps)
FIG. 13. ja) The energy per particle profile for the system of

Fig. 12. (b) The normalized velocity Rutocorrelation function
(VACF) for the -6 surface K+ in the perpendicular, ———,
and parallel, , directions to the interphase planes. Also
shown is the K+ VACF for the central -35 K+ (- ~ ~ .).

(63'ms)- DQ,

Similarly for the perpendicular component,
1

2

Pl(z) = g yn;i „——,

N N y,j
i =1 j~ij=1 ij

&BPUlsl vP wC) lls

FIGr. 12. Energy density profiles for the 1095 K KCl infinite
film bounded by hvo repulsive-mall/melt interfaces. A resolu-
tion into energy components as for Pig. 10 is given. The simula-
ti.on was for 21~ time steps (or I56 ps).

Although there is some confusion over the unique defini-
tion (if any) of the normal pressure6 in the interfacial re-
gion, the form defined by Eq. (16) was evaluated in the
simulations and shows a zero value (within statistical un-
certainty) in the central region, where it should be unique-
ly defined. This is to be expected on the grounds of
mechani. cal stability because the Qormal pressure must be
zero in the z direction due to the absence of vapor. There
is some departure from zero in the interphases which we
ascribe to poor statistics iQ this region.
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short- and long-range part would provide this separation
of time scales. To perform this, the short-range potential
must consist of both repulsive and Coulomb contributions.
The long-range part would presumably consist mainly of
the Coulomb component at large interionic separations.

In an interphasial region the increase in free volume
dcstloys tlM 011-Rvcragc sphcrlcR1 sy111111ctly. T111s llltlo-
duces a long time tail in the velocity autocorrelation func-

tloll Rs tllc 10118 coUplc (B1Rlllly vlR thc Colllolllb llltcl'ac-

tions) to the slow density fluctuations in the interphase.
There is a preferred direction of motion (into the vapor) in
'tlM llltcIfacc. Thc cqlllvRlcncc between thc IIlcRI1-sqllal'c

displacements and integral under the VACF, C(t), routes
to the diffusion coefficient, which is applicable in the
bulk, is consequently not valid here. In the bulk phase the
VACF can be used to obtain the self-diffusion coefficient
from the following transformation:

kg1 m.

D = P(0),

where m is the mass of the particle, kII is Boltzmann's
constant,

t
P(v) =m ' lim I dt C(t)cos(vt),

(at bit'r ar y

2oo coo

200

4 (crn ')

where P(v) is the power spectrum of the normalized [i.e.,
C(0)=1] VACF, C(t), at frequency v; I, is the trunca-
tion time of the VACF (=1.5 ps here).

At 1049 K the interphasial tangential, perpendicular,
and bulk K+ diffusion coefficients are 1.1, 1.3, and
0.75&10 " cm s ', respectively. These numbers are ob-
talllcd fl'0111 thc slopes of tllc BMRll-sqUarc dlsplRcclllcnts,
MSD, in the time region 0.3 to 0.6 ps. The integral under
the VACF in contrast gives 0.9, 0.5, and 0.6&10
cm s ', respectively. In all the calculations, the VACF
perpendicular to the waHS in the surface region gives a
very low diffusion coefficient (lower than in the bulk).
This is not consistent with the D value actually observed
from the mean-square displacements (probably a better
source of D).

This observation is quite forcefully demonstrated in
Fig. 16. The power spectra of some interphasial VACF
for free and confined films are shown. For perpendicular
motion in the interface the intercept at v=0 is often hard-
ly distinguishable from zero. In marked contrast, the
MSD always produce surface diffusion coefficients which
are larger than those of the appropriate bulk system,
which is a more intuitively reasonable result,

P«3

200 600

(crn ')
FK)'. 16. Power spectra derived from the real Fouxier

transform of the normalized velocity autocorrelation functions
for motion perpendicular (———) and parallel ( ) to the
surface planes. (a) KC1 free film at 1049 K, (b) KC1 free film at
1294 K, (c) KC1 film between repulsive walls at 1095 K. C
stands for the central -35 ions for each species, 8 denotes the 4
or 5 ions closest to the wall at the beginning of the VACF time
ongin. Thc ionic spccics arc given on each figurc.

G. Charge separation in the interphase

The influence of the Coulomb term here is also strongly
evident in these interfacial studies. There is a remarkable
reluctance for the two species to noticeably decouple in a
(100) crystal or melt surface to form a double layer, even
for salts consisting of very disparate ion pairs. It would
be interesting to achieve such charge separation in the
direction perpendicular to the surface planes. The
remainder of this paper is an account of attempts to pro-
mote this; which is equivalent to the formation of a sur-
face dipole moment.

The first system considered was a regular lamina of
(1 1 1) plRncs sucll Rs Rlc foulld 111 Rll alkali llalldc fcc crys-
tal and are illustrated in Fig. 17. The MD cell contained
162 ions forming 18 (111) layers each having 9 like ions
per layer within the MD cell. The x and y sidelengths
were equal with a value 3ao/v 2, where ao equals twice
the nearest-neighbor distance in the crystal. The internal
angles between the sides were 60', 120', 60, and 120'.
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FIG. 17. A (111) plane of ion 1 and its images. This two-

dimensional Bravais lattice is used to generate a lamina. Six

ions in a basic unit cell are needed with projected coordinates

within the parallelogram marked by 1,2,3,4 on the figure. These

coordinates are (x,y)~2/ao. (1,0), (3,—,), ( —, , —,), ( —, , —,), (1,0),

and (3,—,); z/(W3ao): (0,—,', —, , 6, z, 6). The first and second

sequences of three are for each ionic species.

Ions leaving a side reentered through the opposite side
with the same side coordinates. This construction was
favored to that of the more complex, but fascinating, hex-
agonal MD cell which was considered at first. Alternat-
ing layers were constructed solely from the same species.
The dynamical evolution of this system proceeded using
the method for evaluating the long-range Coulomb correc-
tion method as given by Eqs. (7) to (9). Although the

symmetry of the two-dimensional sublattice is not square
(and hence the dipole terms should have different coeffi-
cients ), test calculations on static configurations suggest-
ed that the errors are small when compared with the un-
certainties in the choice of 8, . The following calculations
reported were performed with this lattice-summation
method.

Figure 18 shows the time development of the layer posi-
tions and approximate widths in the z direction for a (111)
KC1 lamina maintained close to 200 K. Within 0.9 ps the
staggered layers of pure positive and negative charges in a
regular lamina start to overlap and then go more diffuse
afterwards. This produces a sharp rise in pressure (-30
kbars). This state requires a velocity scaling factor of
-0.93 each time step to maintain the preset temperature.
Within the constraints of rhombohedral boundary condi-
tions a path to a stable configuration was not found, and
would possibly require a more generalized form of MD;
an example is that developed by Parrinello and Rahman.
The angles between the sides (formed between the xz and
yz planes) would have to change according to the demands
of the internal stresses. It may also be necessary for this
to be made z dependent.

Conditions for stabilizing these polar faces were estab-

FIG. 18. (111) layer average positions and spread for the 18-
layer model TF KCl state at -200 K. The time step was
0.5&(10 ' s. (a) Unsubstituted lamina, averages over: (1)
1& t/At &40; (2) 60& t/At &80; (3) 130& t/ht &180. (b)
Lamina's surface layer of K+ and Cl are substituted by 25%
of the other species. This reduces the average charge per sur-

face layer to 50% of those of the internal planes. The profile is
over 80& t/At & 120.

lished by Fripiat et al. For a 1:1 (111) fcc face it was
shown that a surface-layer charge reduction of 50% must

be achieved. A MD simulation in which 4 of the

surface-layer ions were replaced by those of the other
species was made, so that no replacements were next to
each other. This sample showed only a slightly reduced
tendency to produce overlapping layers [see Fig. 18(b)].

It is possible that a polar crystal face could achieve
mechanical equilibrium because of the balance of in-built

internal stresses. In contrast, a melt surface, as we have

seen, does not obviously form a double layer because the
ions are then mobile and seek an on-average distribution
which satisfies overall neutralility in each volume element

enclosing a plane parallel to the surface and a small incre-

ment of distance in the perpendicular direction. In an at-

ternpt to assess the resistance to such charge separation, a
series of simulations on a 216-ion molten NaC1 BMH
(Tosi-Fumi) film were performed. They differ from those
discussed earlier by being accompanied by an externally

applied electric field in the direction perpendicular to the
surfaces. The motivation for this was to discover the
form charge separation takes in the melt when artificially
induced by an external perturbation that discriminates be-

tween cation and anion.
First, however, an extensive calculation on a model

liquid NaCl film was performed at 1195 K and a molar
volume of 39.1 pm mol ' (S=19.14 A and N=216)
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without an applied electric field E in the z direction (i.e.,
perpendicular to the surface planes). The simulation
evolved for 68 ps in production. The total energy and
pressure were —674.90(+0.2) kJ mol ' and 1.34(+2.14)
kbars. The single-ion density profiles are shown in Fig.
19. No statistically significant charge separation in either
interphasial region is noted, which is in good agreement
with the earlier studies on molten LiCl and KC1, and at
first sight contrary to the predictions of Sluckin. How-
ever, the instantaneous dipole moments at a surface give
values for the potential drop across the interface which
are tens of volts (an order of magnitude larger than the
time averages predicted by Sluckin"). There is an ex-
tremely slow relaxation of structure in the interphasial re-
gion which is noticeable between 10-ps subaverages and is
proportional to the surface excess dipole. One would need
very long simulations to obtain good statistics to be confi-
dent about the nature of the surface dipole moment per-
pendicular to the surfaces. It is perhaps understandable
when it is realized that the potential energy between a
NaCl pair at the minimum [=2.36 A (Ref. 32)] is 6 eV.
Therefore, small displacements of only one ion pair are
sufficient to give a potential change across the interphase

which is of the same order of magnitude that Sluckin
predicts. In fact, movements of particles within the ele-
ments of the z-profile histograms, which have a width of
0.4 A here, would almost produce these voltage changes.
Consequently species differences would not even register
in the profiles, as a result.

%e now consider the pressure tensor component pro-
files in the z direction, Pi (z). As expected Pi (z), shown
in Fig. 20(a), is zero in the center of the film because the
surrounding medium is a field-free vacuum and therefore
must. be at zero pressure. It also has a positive peak and
then a negative trough as one passes from the vacuum
into the center of the film. This is difficult to explain, but
must result from the balance between certain, as yet unde-
fined, constraints. In contrast, the tangential component
of the pressure tensor, Pll(z), is positive in the center of
the film, as Fig. 20(b) reveals. This indicates that the film
is not isotropic in the center, which surely must derive
from the long-range nature of the Coulomb forces. Note
that the surface tension, as usually evaluated from the
difference between normal and tangential pressure tensor
components, integrated across the interphase, cannot be
applied here. This was discussed in some detail in a pre-
liminary report of this work. Nevertheless an approxi-
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FIG. 19. Reduced number density ln the z direction for a
13 500 time step (68 ps) model isolated film NaCl simulation at
t,'T) =1195.2 K. V =39.1 pm'mol ' and the periodicity
length equals 19.14 A, %=216, histogram resolution is 0.4 A.
(a) Na q (b) Cl ~ No electxlc field ls applied.

20 30

FIG. 20. Pressure tensor component profiles in the z direc-
tion for the system of Fig. 19. (a) The perpendicular (z) coIn-
ponent P~(z), (b) the tangential (xy) component 8~I(z).
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mate value of 0.1 Nm ' extracted from these profiles
agrees with the experimental figure.

The effect of varying magnitudes of applied electric
field E, in the z direction, was examined. Fields of pro-
gressively larger magnitude were applied for —10~ time
steps (each of duration 0.5X10 ' s). They were 0.36,
0.72, and lA4 VA '. The lowest field of this sequence
was chosen so as to be of the order of the root-mean-
square force on ions in the unperturbed film. These simu-
lations were conducted under isothermal conditions by the
usual velocity scahng procedure. The scaling factor f was
based oQ the previous time step's average temperature.
However, the average value of f was found to be 1.000.
Thc reason that Qo on"Rvcragc cooling was Qcccssarg ls
that the field does not introduce a steady-state ion current
in the z direction.

There is evidence that the field introduces an asym-
metry on both species' component density profiles. There
is a strong coupling between the two types of ions in the
surface region. The interphase from which the Cl was
induced to depart (i.e., the "anode" ) had an on-average
broader tail into the vacuum than the other interface, pos-
sibly because the Cl have a greater inertia than the Na+

and were therefore less easily deflected from preferentially
outward trajectories. This is evident for E=0.36 VA
run for 50 ps, and even more so for E=0.72 VA ', run
for 40 ps, as Fig. 21 reveals. Both Na+ and Cl profiles
are broad, which again indicates the reluctance of the melt
to charge separate and hence depart from electroneutrality
tangentially in the surface planes. The trough in P~~(z)
next to the vacuum present in the equilibrium film largely
disappeared for E=0.72 VA ', as shown in Fig. 22.
Heilce, fhe surface teiisioii is approacliiiig zero. Tliis des-
tabilization of the surface becomes manifest in the density
profiles for E=1.44 VA ', run for 45 ps. Figure 23
shows an average density profile over a 10-ps time win-
dow of the simulation. It is evident that ion pairs leave
one surface, whereas the next 10-ps section reveals depar-
ture of ions from the opposite surface. During the next
20 ps no ion pairs are observed to leave either surface. It
appears that the dynamics must produce surface configu-
rRtlons %'hlch arc susccptlMc to loQ dcsorptloQ bp thc ap-
plied field. Therefore, ion pairs leave the surface inter-
mittentIy.

By positioning the NaCl film between two repulsive
wa11s characterized bp 8 palaboIlc potential and then ap-
plying an electric field between them, it was found that
charge scpalatloQ could bc produced. Thc repulsive wall
Potential MRS

(z)
(10 A )

10 20 30
z (A)

(4~@0@„)E=S.S5X 10-"E(vm-'),
4m

(20)

assuming that the permittivity of the melt is that of free

V(5z) =—(5zfA)
4

where 3=2.3X 10-i9 JA-i and 5z is the

particles

dis-
placement into the "vacuum" from a defined position in
the interphase. The wali forces in the z direction were on
the order of the root-mean-square force in the liquid and
were the same for both species. The electric field applied
was 1.44 VA '. Using Gauss's law then the surface
charge density cr(pC cm ) is

p(z) 10-

(10 A P,
(&)

(kbat-) &-

10 20 30 40

z (A)
FIG. 21. RcdQccd QQmbcl dcnsitY 1Q thc z direction foI' a

8000—t1mc-step (kE =0.5 Q 10 8) IQodcl Nacl Isolated f Ilail

simulation at (T)=1194.1 K. An applied field of 0.72 VA
18 app11cd 1Q thc z direction so as to indUcc thc Cl 1nto thc left
interphase. V~ =39.1 pm mol ', X =276, histogram resolu-
tion is 6.5 A. (a) Na+, (b) Cl

FIG. 22. Thc parallel coGlponcnt of thc prcssUrc tensor PII (z)
IQ thc z dircctloQ foI' thc spstcm of Flg. 21.
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FIG. 23. The reduced number density in the z direction foI' a
10"ps subaverage %'lthln 8 model NaCl 1sothcrmal s1mulatlon 8t
(T) =1194.5 K; V =39.1 pm mol ', %=216, the histogram
resollltloll ls 0.5 A. (8) NR, (b) Cl . All RJjplled electr1C field
in the z direction had a magnitude of 1.44 V A

space, i.e., e„=l. Now defining an excess charge density
q(z) to be

ions in the electrolyte experience a much reduced "elec-
trode" force, resulting in a diffuse distribution of ions
near each "electrode. " The density usually decays mono-
tonically from a maximum close to the wall. The melt ex-
cess charge density profile is extremely oscillatory as Fig.
24 illustrates. The corresponding P(z) is in contrast al-
most linear in its decay from 0 to approximately ——30
V across the cell on increasing z. The potential drop
across the cell, obtained from Eq. (22), is (within statisti-
cal uncertainty) equal and opposite to that of the applied
field's potential change.

The effect of an electric field which is parallel to the in-
terfaces of a meit-vacuum system was also investigated.
A field of 0.36 V A ' in the x direction was applied to all
ions in the MD cell. No noticeable change in interfacial
width was observed over 16 ps. The x velocity profile for
Na+ is shown in Fig. 25. The drift velocities in the x
direction for the central plateau region are compatible
with a specific conductivity of 13 mhocm ' at 1229 K.
This is approximately three times the value obtained by
Ciccotti et al. for a similar system by difference in tra-
jectories MD simulation and by experiment (i.e., =4.2
mhocm '). This could be due to a nonlinear effect, ex-
pected at this 1argc field and indeed observed by SUn-
dheim. The equivalent conductance for the bulk region
of the film is 0.049 0 'm mol ' which is also larger
than the linear experimental value of 0.016
Q m mol . Perhaps the most fascinating feature in
Fig. 25 is the decrease in the ionic mobility in the inter-
phase. This is the reverse of expectations based on free-
volume considerations. Note, however, that ionic forces
are much stronger in the interphase than in the bulk be-
cause of reduced cancellation of the Coulomb interactions.
This %'ould imply that stI'UctUral evolution ln thc inter-
phase is slower than in the bulk. The ions resist imposed
forces more effectively in the surface region. Both species

p [zj—p(zj
(10'A')

q (z) =q+ p+ (z) +q p (z), (21)

then the potential change through the interface P(z) is
glvcn by

—4m'
P(z)= I z'q(z')dz' —z I q(z')dz'

(4m@„eo)

The potential drop across the "cell" derived from Eq. (22)
is 29.8 V, mhjtch within statistics is equal and opposite to
the applied potential drop. The value from Eq. (22) is
much larger than those obtained for comparable studies
on dilute electrolytes, which were less than a volt. ' The
surface charge densities o are similar to those used here,
but the number density of the charged species was at least
an order of magnitude smaller. Also, as e„=20 then the

20 30

FIG. 24. The charge excess profile p+(z) —p (z) for a model
Nacl molten film bordcrcd by repulsive walls as given by Eq.
(19). V~ -39.1 pm mol ', %=216, the histogram resolution is
0.4 A. The simulation was for 25 ps. An applied electric field
in the z direction had a magnitude of 1.44 V A.
& T & =1194.1*9.5 K..
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20 30
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FIG. 25. The Na+ x-velocity profile in the z direction for a
%=216 model NaCl free-film MD simulation. An average over

3250 time steps (ht =0.5&10 '" s) was made. An applied field

of 0.36 V A ' was established in the x direction.

(T)=1229.4+11.1 K. The melt was bounded by vacuum half

spaces on cithcr side of thc film 1n thc z direction.

exh1b1t this property. The assoc1ated z velocit1es show no
consistent trend and fluctuate about zero. The x drift ve-

locities achieved at steady state are several times larger
than the equilibrium root-mean-square velocities.

III. CONCLUSIONS

It is now almost routine to simulate ionic crystal and
mdt interfaces. A number of isolated simulations of these
systems appeared in the 1970 s in this field. It is the pur-

pose of this report to bring together a number of new in-

sights into these systems before progress towards more
complicated materials is considered.

The extent to which the Coulomb term in the pair po-
tential has an influence on bulk and interphasial dynamics
is demonstrated. On a related technical note, the Evjen
method (used to determine the electrostatic potential) was
discussed and refined to enable it to be practicably used
(in favor of an Ewald-type expansion) in an MD surface
program. A suggested corresponding-states treatment of
the alka11 halide system using a two-parameter pa1f poteIl-

tial was tested and shown to reproduce many of the
features of a parallel calculation using the significantly
more complex Born-Mayer-Huggins pair potential.

The method for achieving a crystal or melt-vacuum in-
terface was discussed. The properties of solid and liquid
thin films attached to attractive solid substrates were out-
lined. This approach was rejected in favor of an isolated
lamina method in which a free film is positioned between
two semi-infinite vacuum half spaces.

An ionic interphase near the normal melting tempera-
ture is very narrow for many properties and extends only
for approximately —15 A into the bulk of the condensed
phase. The rapid change in density and anisotropy of this
region results in an ambiguity of definition for certain
bulk variables when transferred into the interphasial re-
gion. The self-diffusion coefficient and the pressure are
two such quantities which lack clear methods for calcula-
tion.

Attempts to observe charge separation in the surface re-
gion were unsuccessful. The (111) face of modd NaCl is
unstable to rearrangement of (probably) neutral planes of
ions. The melt also did not manifest resolvable differ-
ences in anion (Cl ) and cation (Na+) density profiles in
the direction perpendicular to the surface planes as a re-
sult of a 0—1.4 V A ' electric field applied perpendicular
to the surfaces. The surface segregation thought to exist
in these melts is not discernable within the statistical fluc-
tuations of a reasonably long simulation and will have to
wait for further studies. One should conclude that the
electric field produced by interphasial charge separation is
destabilizing and the surface will reorganize to nullify
this, unless bounded by a hard wall, when a multilayer
can form on the application of an external electric field.

An interesting effect was observed when an electric
field was applied in the surface plane. The ionic mobility
in the interface was less than in the bulk. The surface ten-
sion introduces a slowly evolving interphasial structure
which probably slows down motion in the tangential
direction.
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