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Charge-deposition distributions of monoenergetic electrons normally incident on thick ab-
sorbers of Be, Al, Cu, Ag, and Au have been measured with a thin collector moved through the
absorber thickness. The measurements have been made at incident energies of 4. 09, 7.79, ll. 5,
and 14.9 MeV, and also at 23. 5 MeV for absorbers other than Be. Values of the most probable
charge-deposition depth x~ and the charge-deposition straggling ge have been determined from
the distributions observed. The ratio of g~ to the theoretical mean range I. of the incident elec-
trons 'decreases with decreasing incident energy Eo and with increasing atomic number Z of
the absorber, reflecting the effect of multiple-scattering detours of the primary electrons.
The ratio so/I shows an increase with increasing Eo in the region of Eo & 11 MeV for Al and
in the entire energy region of the present experiment for Cu, Ag, and Au; this trend is con-
sidered mainly due to bremsstrahlung energy-loss straggling. The contribution to the measured
distributions of electrons mediated by bremsstrahlung has been found to be less than about
1&&10 3 cm /g absorbed electron. Some of the distributions are compared with the Monte Carlo
results of Berger and Seltzer. Agreement between the experimental and calculated results
is rather good except in the case of the Be absorber.

I. INTRODUCTION

Energetic electrons incident to a target suffer
energy loss and scattering, and some of them are
eventually absorbed by the target. Some secondary
electrons, either liUerated by the incident electrons
or mediated by bremsstrahlung, also come to a
stop in the target. As a consequence of the statis-
tical nature of the energy-loss and scattering pro-
cesses, the electric charge thus deposited shows
a distribution along the depth of the target. This
distribution is called charge-deposition distribu-
tion produced by (or, for simplicity, charge distri-
bution of) the incident electrons in the target, and
is of growing interest in relation to charge buildup
in material, particularly in insulators. From
another point of view, the charge-deposition distri-
bution is one of the problems of deep penetration
of electrons, complete theoretical treatment of
which is very difficult because of the mathematical
complexities involved.

Early works on the penetration of fast electrons
through matter have been reviewed by Birkhoff. '
Since the appearance of this review, the effective-
ness of the Monte Carlo method in solving transport
problems of electrons has been demonstrated by a
number of authors. Among them, Berger and
Seltzer have developed a Monte Carlo code which
permits one to compute the charge distribution of
electrons in various materials. ' Kessaris" has
calculated the charge distribution of electrons in
water by the use of the moment method; the first

successful application of this method to electron
transport was made by Spencer. '

Experimentally, Gross and Wright' obtained the
charge distribution of 3-MeV electrons in Plexi-
glass and Al using a thin charge collector inserted
in the absorber. Similar measurements were made
for 4- to 25-MeV electrons in water, oil, and Al
by Alexander et al. ,

' and for 20-MeV electrons in
polystyrene by Laughlin. " An extension of the
measurement for other elemental materials cover-
ing a wide region of atomic number is desirable to
provide a suitable spread of check points for theo-
retical treatments.

The present work describes an experiment in
which a systematic measurement of the charge dis-
tribution of electrons was made in the region of in-
cident energy from 4. 09 to 23. 5 MeV for the ab-
sorbers of Be, Al, Cu, Ag, and Au. Preliminary
accounts of this work have been given previously. ' '
The results are compared with the recent Monte
Carlo calculations of Berger and Seltzer. "

II. EXPERIMENTAL

A. General

Consider an electron beam normally incident to
the plane surface of an absorber extending in a
semiinfinite half-space x& 0. Let us assume that
the region from x —Ax/2 to x+ &x/2 is electrically
insulated from the rest of the absorber so as to
serve as a charge collector. Under this geometry
we can measure the charges &q(x) and Q(x) due to
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y, (x) dx= (1 —Ti)y(x) dx, (2)

where g is the backscattering coefficient at satura-
tion of the incident electrons for the absorber ma-
terial considered. Since y(x) and yo(x) are the
same aside from a constant multiplication factor,
the present results will be given in y(x). Values
of yo(x) will be used only when the experimental
data are compared with the Monte Carlo results.

B. Electron Beam

The electron beam used in this experiment was
produced by the linear accelerator of the Radiation
Center of Osaka Prefecture (RCO) for energies up
to 14.9 MeV and by the linear accelerator of the
Kyoto University Research Reactor Institute
(KURRI) for 23. 5 MeV. In the experiment at RCO,
about 0. 03-1 p, A of the beam, analyzed in energy
to 1% with a magnet, was brought into the experi-
mental area through a shielding wall. A pair of
quadrupole magnets focused the beam on a tan-
tulum-edged copper collimator 5. 5 m away. The
aperture of the collimator was 0. 6 cm diam, and.
the angular divergence of the beam was less than
0. 05'. The beam admitted by the collimator passed
through a 0. 027-g/cm aluminum window at a
distance of 70 cm from the collimator, and then
impinged on the absorber system at 1.9 cm from
the window. The experiment at KURRI was per-
formed with a similar arrangement. Differences
to be noted were the following: No shielding wall
was provided between the analyzing magnet and
the experimental area; the thickness of the alumi-
num window was 0. 054 g/cmE; and the distance be-
tween the window and the absorber system was
7. 6 cm.

C. Energy Calibration

The energy scale of the analyzing magnet of RCO
was calibrated within an error of 0. 4% by measur-
ing the conversion line of Cs' and the threshold
of the CuGG (y, n) reaction. Calibration of the
KURRI analyzing magnet was made as follows: The
charge distribution of electrons in Al was mea-
sured for the electrons of about 14 MeV from the
KURHI accelerator. Various experimental pro-

net absorption of the electrons in the collector and

the rest of the absorber, respectively; the net
charge absorbed by the whole absorber is given by
their sum. Then, the ratio y(x) dx of the net
charge, deposited in a layer of thickness dx at the
depth x, to the total charge of the electrons ab-
sorbed by the whole absorber is determined from

y (x) dx= b q(x) dx/[&q(x) + Q(x)]&x. (1)

The ratio yo(x) dx of the same net charge in dx to
the total charge of the incident electrons is given
by

jected ranges were determined from this distribu-
tion. By comparing these results with the range-
energy relations obtained from the RCO experi-
ment, ' '" the energy scale was determined within
an error of 0.6%.

E. Charge Measurement

Currents from the collector and the absorber
assembly were respectively amplified with pico-
ammeters, and then were fed to current integra-
tors. The feedback network of the picoammeters
kept the input voltage drop less than 1 m7, so that
the collection of air ionization current due to the
appearance of a voltage on the absorber assembly
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FIG. 1. Schematic diagram showing the experimental
arrangement near the absorber system.

D. Absorber System

The experimental arrangement near the absorber
system is shown schematically in Fig. 1. The ab-
sorbers used were in the form of a disk 3-13 cm
in diameter, and were better than 99.7% pure. The
total thickness and the diameter of the absorbers
in each case were made large enough for the ab-
sorber assembly to be regarded as effectively
semi-infinite. The collector, consisting of disks of i

the same material as the absorber, was put in an
insulating sheath made of 0. 0035-g/cmE Mylar film,
which in turn was placed between the absorbers.
The thickness of the collector used varied from
about 0. 07 to 0. 5 g/cmE, approximately in propor-
tion to incident energy. A 0. 008-cm-diam enamel-
coated copper wire, one end of which was inserted
in the insulating sheath, served for electrical con-
nection between the collector and the coaxial cable
leading to the measuring area. In order to reduce
the charge loss due to escape of the secondary elec-
trons produced by bremsstrahlung, lead disks
either 6 or 13 cm in diameter and 5 cm in total
thickness were placed behind the absorber assem-
bly. The entire system was insulated with Plexi-
glass plates (not shown in Fig. 1) and was attached
to the window flange.
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or the collector was minimized. Current integra-
tion was started with a master switch simultan-
eously in the two integrators. When the charge
from the absorber assembly reached a value pre-
determined for the first integrator, it generated a
signal-to-stop integration in the second integrator
and to trigger a digital voltmeter, which provided
precision reading of the charge accumulated in the
latter integrator.

F. Background

Bremsstrahlung x rays, which came from the
collimator and the analyzer slits in the RCQ and

the KURRI experiments, respectively, liberated
electrons in passing through the absorber system
and surroundings. These electrons caused col-
lection of background charges from (i) the signal
line connected to the collector and the absorber
assembly, and (ii) the body of the absorber sys-
tem. The background from the collector line was
measured by removing the collector from the in-
sulating sheath, and was found to be 0.01-0.6/o

of the maximum of the collector charge hq(x) in
each charge distribution. This background was
subtracted to obtain the net collector charge. The
background charge from the absorber-assembly
line was of the same order of magnitude as the
background from the collector line, and it could be
neglected compared with true signals from the ab-
sorber assembly.

The background from the body of the absorber
system was not measured directly, but was checked
by evaluating the integral of the charge distribution

y,„,(x) observed,

F= J, *y,„,(x) dx, (3)

where x,„is a thickness beyond which the contri-
bution of the integrand is considered to be negligi-
ble. The definition of y(x) as given by Eq. (1) re-
quires that F be equal to unity. If the background
of the second type is appreciable, however, this
requirement will not be satisfied, because the
background charge deposi. ted in the region of the
absorber system not scanned by the collector
[i.e. , in the deepest part of the absorber assem-
bly (x& x ), in the lead shielding, and in the
aluminum holderj will produce a difference of F
from unity. Thus, this difference gives a measure
of the background of the second type. In the case
of the RCO experiment, F was found to be unity
within an error of 0. 8%. Therefore, the back-
ground of this type could be considered almost
negligible. For the KURRI experiment, an appar-
ent deviation of the same sign was observed (-6.1'%%uo

average), indicating the presence of appreciable
background. The higher level of the background
in the KURRI experiment was due to the higher en-
ergy used and the absence of the shielding wall to

isolate the experimental area. Errors introduced
by this background can be separated into two types:
possible distortion of the distribution and rather
trivial errors in the scale factor. The former was
taken into account in the probable errors in y(x)
(see Sec. IV); the latter were corrected by the
normalization procedure (see Sec. III).

L= p —— dE, (4)

where p is the density of the absorber material and
—dE/ds is the mean energy loss of electrons per
unit path length.

Total thickness of the aluminum window, inter-
vening air, and Mylar film in front of the collector
was included in the values of x. This correction
amounted to 0. 033 and 0.067 g/cm2 for the RCO
and the KURRI arrangements, respectively, and
was 0.4-1. 3%%up of I..

A systematic error is possibly introduced into
the scale factor of y(x) by the following causes:
background of the second type described in Sec.
II F, uncertainty in the relative calibration of the
current-integration systems, and uncertainty in
the determination of collector thickness. In order
to minimize this error, the observed values y,„,(x)
were divided by F, which was obtained for each
distribution through numerical evaluation of the
right-hand side of Eq. (3).

From the curve of y(x) thus obtained, the follow-
ing parameters characterizing the distribution
were determined: (i) The most probable charge-
deposition depth x: the depth at which y(x) attains
its maximum; (ii) the charge-deposition straggling
sv: full width at half-maximum (FWHM) of y(x).
Values

ofhce

were obtained from the observed FWHM

se,b, of the distribution by applying a correction for
finite thickness ~x of the charge collector:

(5)

This correction, however, was less than 0. 5%.
Values of q required for converting y(x) to yo(x)

were determined through interpolation or extra-
polation from Tabata's experimental results, '9

which are in good agreement with later results of
Harder and Metzger and of Ebert eg a/. ' The
values used are presented in Table I.

III. TREATMENT OF DATA AND DEFINITION OF
PARAMETERS

In scaling the depth x, the distribution y(x), and

quantities derived from it, the mean range L of
the incident electrons will frequently be used; it
is defined as the range computed in the continuous
slowing-down approximation according to the equa-
tion
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Absorber

Be(Z =4)

Al(Z =13)

Cu(Z = 29)

Ag(Z = 47)

AU(Z = 79)

Ep (MeV)

11.5
4. 09
7.79

11.5

11.5
11.5

11.5

n (%)

0. 1

3.2

1.3
0. 9

3. 1

6.2

10.9

IV. ACCURACY

TABLE I. Values of backscattering coefficient g used
in converting y(x) to yp(x). Ep is the incident-electron
energy.
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The probable errors in the values of y(x) deter-
mined in this experiment are given in Table II as
the sum of two terms; one is a constant in a dis-
tribution, and the other is proportional to y(x).
The first consists of the uncertainty in the correc-
tion of the background from the signal line connec-
ted to the collector (this and the other corrections
described below were assumed to be uncertain by
+30%), and for 23. 5 MeV it also includes the un-
certainty due to the background from the body of
the absorber system. Estimation of the latter un-

certainty was made by using the difference of the
integral Y from unity on the assumption that the
spatial distribution of the bremsstrahlung x rays
from the analyzer slits was approximately uniform
around the absorber system, producing a nearly
constant deposition of background charge along the

depth; this assumption may be justified because
of high penetrability of the x rays and the large
distance of about 3 m between the analyzer slits
and the absorber system. The second term of
the errors includes the effect of fluctuation, the
main cause of which is considered to be related
to charge buildup and occasional discharge in the
insulating sheath. The uncertainty due to this
fluctuation was estimated to be about 3. 8% from
the standard deviation about the mean of the values
measured for the same point and from the scatter-

- I.O -.

I I I I I I I I I I

0 0.2 0.4 0.6 0.8 I.O I.2
x/L

FIG. 2. Measured charge distribution of 11.5-MeV
electrons in Be is shown by solid circles. Histograms
represent the Monte Carlo results of Berger and Seltzer
for 10 MeV. Energy loss of electrons was treated in the
continuous slowing-down approximation for the dashed
histogram, and energy-loss straggling was included in
the calculation for the solid histogram.

ing of neighboring points around a smooth curve.
Another error included in the second term is that
due to the uncertainty in the correction of the scale
factor, and is significant only for 23. 5 MeV (1.0-
3.3%). Possible error due to the finite thickness
Ax of the collector is not included in the probable
errors listed in Table II. It is considered appre-
ciable only for the point of smallest depth in each
distribution, around which the instrumental reso-
lution as determined by bx was not enough because
of rapid change of y(x).

An additional error is introduced into the values
of yo(x) by the uncertainty of about + 10% in q. In
the cases shown in Figs. 2-6, however, the errors
in yo(x) are almost the same as those in the cor-
responding values of y(x) on account of rather small
values of g.

TABLE II. Probable errors in y(x) expressed in units of 10 cm /g absorbed electx'on. y stands for the value of
y(x) in the same units.

(MeV) Be(Z =4) Al(Z =13)

Error

CU(Z = 29) Ag(Z = 47) Au(Z =79)

4. 09
7. 79

11.5
14.9
23. 5

+ (0. 002+0. 038y)
+ (0. 001+0.039y)
+ (0. 001 + 0, 038y)
+ (0. 001+0.038y)

+ (0.001+0.038y)
+ {0.001+0. 038y)
+ (0, 001 + 0, 038y)
+ (0.001+0. 038y)
+ (0.020+0. 050y)

+ (0. 001 + 0.038y)
+ (0, 001+0,038y)
+ (0.001+0.039y)
+ (0. 001 +0. 038y)
+ (0. 003 +0. 040y)

+ (0, 002 +0.038y)
+(0, 002+0. 038y)
+ (0. 001 +0. 038y)

. +(0.001+0.038y)
+ (0. 002 +0. 039y)

+ {0.001+0. Q38y)
+ {0,001 +0. Q38y)

. + {0.004 + 0. 038y)
+ (0. 001+0.038y)
+ (0. 002 +Q. Q43y)
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FIG. 5. Measured charge distribution of 11.5-MeV
electrons in Ag is shown by solid circles. Histogram
represents the Monte Carlo result of Berger and Seltzer for
10 MeV and the finite slab of thickness 0.SL.

V. RESULTS AND DISCUSSION

FIG. 3. Measured charge distributions of 4. 09-, 7.79-,
and 11.5-MeV electrons in Al are shown by solid circles.
Histrograms represent the Monte Carlo results of Berger
and Seltzer for 4 and 10 MeV. The absorber configura-
tion assumed for the latter energy is the finite slab of
thickness equal to L.

The errors in the parameters x and zu consist
of the uncertainties in the energy calibration de-
scribed in Sec. IIC, in the measurement of ab-
sorber thickness (0. 1-0.3%), and in the interpo-
lation of the distribution curve through the experi-
mental points (0.4-5. 5'%%up). The errors in x fur-
ther include the uncertainty in the correction for
the thickness of intervening layers of the aluminum
window, etc. , described in Sec. III. Limits on the
accuracy of the parameters expressed in per cent
as a probable error are x: 0.6-3. 0%%, and w:
1.6-5. 6'%%up.

The charge distribution was measured for Be,
Al, Cu, Ag, and Au at incident energies of 4. 09,
7. 79, 11.5, 14.9, and 23. 5 MeV. The measure-
ment for Be was excluded at 23. 5 MeV, because the
diameter and the total thickness of the absorbers
used were insufficient at this energy. The results
are shown in Tables III-VII, and graphical repre-
sentation of typical distributions is given in Figs.
2-6. The ordinate and the abscissaof these figures
are in dimensionless parameters of Lyp(x) and xjL,
respectively. Values used of the mean range L,

were obtained through interpolation from the table
of Berger and Seltzer, ~~ and are given in column 3
of Table VIII. The values of x and zv obtained in
this experiment are listed in columns 4 and 5 of
Table VIII.

In general, the distribution has a negative region
at small depths (see Figs. 2-6). This is caused by
excess of secondary emission over deposition of
the incident electrons. The main feature of the
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FIG. 4. Measured charge distribution of ll. 5-MeV
electrons in Cu is shown by solid circles. Histogram
represents the Monte Carlo result of Berger and Seltzer
for 10 MeV and the finite slab of thickness 0.8L.
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FIG. 6. Measured charge distribution of 11.5-MeV
electrons in Au is shown by solid circles. Histogram
represents the Monte Carlo result of Berger and Seltzer
for 10 MeV and the Pb slab of thickness 0. 6L.
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TABLE III. Charge distribution y(x) produced by 4. 09-MeV electrons in the absorbers of Be, Al, Cu, Ag, and Au.
The absorber thickness x is expressed in units of g/cm, and v(xi is in 10 cm /g absorbed electron.

Be(Z = 4)
x y(x)

Al(Z = iS)
x y(x)

Cu(Z = 29)
x y(x)

Ag(Z = 47)
x y(x)

Au(Z = Vg)

x y(x)

0. 071
0. 173
0. 265
0.448
0. 642
0. 825
0. 971
1.17
1.35
1.54

1.72
1.82
1.94
2. 04
2. 14
2. 24
2. 32
2. 42
2. 45
2. 51

2. 55
2. 61
2. 65
2, 69
2. 73
2. 79
2. 83
2. 84
2. 87

1.6
0.603
0.288
0. 046
0. 524
0, 943
1.45
2. 52
3.70
5.45

7.33
8.21
9.30
9. 53
9.32
8. 72
7.92
5.94
5. 19
3.93

3.13
1.97
1.34
1.14
0.906
0.282
0. 165
0. 128
0.062

0. 072
0. 124
0.207
0.344
0.479
0. 614
0. 749
0. 886
1.02
1.16

1,29
1.45
1.59
l. 72
1.86
1.99
2. 05
2. 13
2. 18
2. 27

2.32
2. 40
2. 45
2. 54

—0, 73
0. 183
0.794
1.58
2. 37
3.04
4.21
5. 10
6. 08
6.79

V. 42
7.72
7.55
6. 86
5.49
4. 13
3.33
2. 37
1, 88
1.12

0.789
0.383
0.229
0.027

0, 065
0. 083
0. 156
0.335
0. 511
0. 621
0.781
0. 949
1, 13
1.40

1.57
1.84
2. 01
2. 11
2. 28
2.37
2. 46
2. 55
2, 72

—0.72
0.475
2. 06
3.89
5.34
6. 16
7. 14
V. 60
V. 47
6.06

4. 79
2. 57
1.21
0.769
0.258
0, 124
0.070
0.032
0, 022

0.071
0.093
0. 179
0.276
0.384
0.481
0.614
0. 722
0. 819
0, 927

1.02
1.25
1.45
1.68
1.89
2. 09
2.31
2.51
2. 74

0.24
1.67
3.83
5. 19
6.43
7.36
7.99
8. 36
8. 43
8.01

7.57
5.72
3.81
2.08
0. 958
0, 329
0. 091
0. 027
0. 015

0.073
0. 167
0. 272
0.366
0.449
0. 543
0. 648
0.742
0. 825
1, 05

1.25
1.42
1.62
1,80
2. 01
2. 21
2, 39
2. 59
2. 77

0. 48
5. 06
7.53
8. 87
9, 72

10.07
10.08
9.34
8. 58
6.33

4. 14
2, 39
1.23
0. 520
0.205
0, 052
0. 033
0. 026
0. 015

I .0
I I

I
I t I I

I

distribution is a rather broad peak centered at about
20-90%% of L. Behavior of the peak as the incident-

electron energy Eo or the atomic number Z of the
absorber is varied can be discussed conveniently
by using the parameters x and se.

Figure 7 is a plot of the ratio x„/L vs F, The
results obtained for Al by Gross and Wright'3 and

Al0.5—

I 0.3—

0.2—

0.7

0.6—

0.5—

OA—

I I
I

I I I I
I

Cu
Ag

Au

Al

O. I

2
I I

ilail

5 IO
E (MeV)

I

20 50

0.3—

0.2
2

I i llll
5 IO

E (MeV)

I I

20 30

FIG. V. Ratio of the most probable charge-deposition
depth x~ to the mean range L of the incident electrons
plotted as a function of incident energy Eo. Dark circles
represent present data; a cross represents data of Gross
and Wright, Ref. 13; open circles represent data of
Alexander et a/. , Ref. 14. Solid lines represent results
of least-squares fit to the present data with Eq. (6).

FIG. 8. Ratio of the charge-deposition straggling av

to the mean range L of the incident electrons plotted as a
function of incident energy Eo. Dark circles represent
present data; a cross represents data of Gross and Wright,
Ref. 13; open circles represent data of Alexander eg g$.
(Al), Ref. 14. Smooth curves connect experimental values.
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TABLE IV. Charge distribution y(x) produced by 7.79-MeV electrons in the absorbers of Be„Al, Cu, Ag, and Au.
The absorber thickness x is expressed in units of g/cm, and y(x) is in 10 ' cm /g absorbed electron.

Be(Z =4)

x y(x)

Al(Z = 13)

y(x)

Cu(Z= 29)

y(x)

Ag(Z = 47)

y(x)

Au(Z =79)

y(x)

0. 091
0. 193
0.468
1.19
1.96
2. 70
3.22
3.60
3.82
4. 02

4. 20
4. 39
4. 57
4. 72
4. 92
5. 10
5.29
5.39
5. 47
5. 57

5. 67

—1.5
—0.738
—0.336

0. 069
0. 584
1.57
2. 96
4. 18
4. 87
5. 40

5. 59
5.49
4. 85
3.96
2. 64
1.41
0. 541
0. 235
0. 151
0. 051

0. 018

0. 100
0.231
0. 372
0. 642
0. 914
1.18
l. 48
l. 75
2. 02
2. 29

2. 56
2. 80
3.07
3.34
3.61
3.88
4. 18
4. 31
4. 45
4. 58

4. 72
4. 85
4 9c}

5. 13

1~ 1
—0.305
-0.032

0.333
0. 694
1.06
l. 63
2. 21
2. 81
3.43

3.94
4. 28
4. 39
4. 21
3.63
2. 71
1.59
1.15
0. 680
0.416
0.221
0. 094
0. 034
0. 009

0. 102
0. 138
0.281
0.548
0. 986
1.43
l. 87
2. 05
2. 23
2.50

2. 94
3. 11
3.38
3.82
4. 09
4. 27
4. 50
4. 68
4. 86
5, 13

—0. 91
—0. 187

0.563
l.33
2. 26
3, 20
3.85
3.94
3.90
3.87

3.25
2. 79
2. 09
1.06
0. 546
0.344
0. 141
0. 066
0. 025
0. 006

0. 114
0.222
0.319
0. 524
0. 765

' 0. 970
1.18
1.39
l. 59
l. 84

2. 04
2. 24
2. 56
2. 90
3.31
3.72
4. 17
4. 37
4. 58
4. 78

—0.31
0.731
1.40
2. 11
2. 78
3.34
3.72
3.98
4. 19
4, 11

3.93
3.67
3.02
2 ~ 32
1.36
0. 626
0. 183
0. 091
0, 041
0, 014

0. 104
0. 143
0. 198
0.303
0.480
0. 679
0. 856
1.08
l.28
1.45

l. 65
2. 04
2, 34
2. 62
2. 89
3.22
3.77
3.98
4. 18
4.36

4. 56
4. 74

—0. 24
0. 889
1.57
2. 36
3.32
4. 08
4. 56
4. 86
4. 89
4. 73

4. 34
3.42
2. 62
1.84
1.22
0. 670
0. 169
0. 095
0. 053
0. 027

0. 019
0. 006

by Alexander et al. '4 are also shown in this figure,
and are in good agreement with the present results.
As can be seen from Fig. 7, x /L decreases with
decreasing Ep and with increasing Z, and can be
expressed by a power function of Ep in the energy
region of the present experiment:

x~/L = AEO, (6a)

where A. and B are constants for each absorber. An
analysis shows that these may be given by

A = a, /(Z+ aa),

8= a, (Z- a4)'5,

(6b)

(6c)

where the a s (i= 1, 2, 2, . . . , 5) are constants.
Values of these constants determined from least-
squares fit to the present data are listed in Table
IX.

The ratio ur/L is plotted as a function of Eo in
Fig. 8. It increases with increasing Ep in the region
of Ep &11 MeV for Al and in the entire energy region
of the present experiment for Cu, Ag, and Au. Val-
ues of a/L measured by the previous authors for Al
are again shown for comparison. While the results
of Gross and Wright are quite consistent with the
present data, those of Alexander et al. are consid-
erably larger. The latter authors have not given
any discussion of the instrumental width in their
measurements. The effect of this width can prob-

ably account for the discrepancy.
The charge distributions at large depths are ex-

pected to reflect the following contributing phenom-
ena: (i) multiple scattering detours of the primary
electrons; (ii) energy-loss straggling of the primary
electrons; (iii) deposition of electrons mediated by
bremsstrahlung. The mean-squares deflection of
electrons due to multiple scattering increases with
decreasing Ep and increasing Z. This increase in
deflection will cause shortening of the penetration
depth, and accordingly will cause a shift of x /L
toward smaller values. Such an effect of the first
phenomenon is clearly reflected in the trend of
x /L described above.

The second phenomenon affects the charge-de-
position straggling zo. The aforementioned in-
crease of zv/L with increasing Eo is considered to
reflect mainly the increasing effect of bremsstrah-
lung energy-loss straggling. Similar increase of
width can be seen in the path-length distributions
calculated by Blunck ' for electrons of energies
higher than 1 MeV passing through the Pb absorber.

Another effect caused by the second phenomenon
is the appearance of a sort of Gaussian terminal
trend. When the energy-loss straggling is small,
the path-length distribution of electrons is nearly
a Gaussian curve centered at the length of L.~3

Therefore, "remains" of this distribution are ex-
pected to be seen for the cases in which the effect
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TABLE V. Charge distribution y(x) produced by 11.5-MeV electrons in the absorbers of Be, Al, Cu, Ag, and Au.
The absorber thickness x is expressed in units of g/cm, and y(x) is in 10" cm /g absorbed electron.

Be(Z = 4)

x y(x)

Al(Z = iS)

x y(x)

Cu(Z =29)

y(x)

Ag(Z = 47)

y(x)

Au(Z =- 79)

y(x)

0. 14 —1.3
0.33 —0.536
1.04 —0. 107
2. 01 0. 076
2, 57 0.247
2, 95 0. 371
3.51 0. 636
3.85 0. 879
4. 44 1.45
4.97 2. 15

0. 13 —1, 0
0. 18 —0.645
0.32 —0.354
0. 54 —0. 146
0. 94 0. 089
1, 35 0.306
1.78 0. 607
2. 19 0. 927
2. 59 1.33
2. 96 l. 72

0. 12 —0, 84
0.57 0.378
l. 00 0. 866
l. 46 1.27
1.89 1.77
2. 34 2, 20
2, 77 2, 53
2. 95 2. 66
3, 23 2. 74
3.40 2. 77

0, 14 —0.48
0, 19 0. 060
0, 34 0.536
0. 68 1.13
1.21 1.84
1, 75 2. 48
2, 27 2. 78
2. 52 2. 90
2. 81 2. 81
3.34 2. 64

0. 13
0.22
0. 32
0.50
0. 80
1, 10
l.47
1.67
1.85
2, 07

—0.35
0. 731
1.13
1.74
2.33
2. 83
3.22
3.28
3.27
3, 26

5.38 2. 81
5.72 3.31
5.90 3.53
6. 10 3.83
6.28 3.95
6.47 3.93
6.61 3.77
6.79 3.39
6.94 3.11
7. 13 2. 54

3.37 2. 25
3.78 2. 64
4. 21 3. 05
4. 62 3.17
5.02 3.08
5.43 2. 61
5.76 1.99
6. 17 1.24
6.36 0. 882
6.57 0.552

3.66
4. 11
4. 33
4.78
5.39
5.67
5. 84
6. 10
6.28
6.55

2. 68
2. 50
2 ~ 31
1.91
1.19
0. 861
0.666
0.434
0.312
0. 147

3.88
4. 40
4. 94
5, 36
5, 90
6.43
6.68
6.97
7.23

2. 10
1.49
0. 857
0.484
0. 190
0. 060
0. 031
0, 015
0. 007

2. 54
3.04
3.51
4. 01
4. 30
4.58
4. 98
5.27
5. 55
5.83

2. 93
2. 34
1.72
1, 13
0.795
0. 576
0.312
0. 176
0. 108
0. 051

7.36 l. 91
7.41 l. 56
7.51 1.28
7.61 0. 915
7.68 0.765
7.79 0. 497
7.91 0.323
8.01 0. 182
8.08 0. 119
8. 18 0. 064

8.28 0. 030
8.38 0. 019

6.76 0.318
7.00 0. 137
7. 19 0. 059
7.41 0. 019
7.68 0. 003

6.73 0. 101
6. 98 0. 045
7. 16 0. 023

6.14 0. 025
0. 010

I
0-I

IO

I.OO I. I 0 I. I 5
x/L

l.20

FIG. 9. Charge distrib~itions of electrons at the depths
x&1 are plotted in quadratic and logarithmic scales,
showing a Gaussian terminal trend. Straight lines
represent results of least-squares fit to the data with Eq.
(7). The absorber is Be, and the incident energies are
4. 09, 7.79, 11.5, and 14.9 MeV.

of the first phenomenon is also not so strong as to
distort the path-length distribution to a high degree.
Analysis of the present data shows that in the cases
of Be and Al absorbers (except the case of 4. 09-
MeV electrons in Al for which only a single data
point was observed for x& L) the tail of the charge
distribution for x& L is, to a good approximation,
expressed by right-side half of a Gaussian curve
beginning from x= L. This is illustrated for Be in
Fig. 9. The straight lines in this figure represent
least-squares fit to the data with

2 2

y(g) h e-(x L) l2b2 (7)

where bj and b2 are constants for each curve. In
fitting this equation, the single point nearest to x
= L in each of the distributions for 4. 09, 11.5, and
14.9 MeV has been excluded, because deviation
from the Gaussian trend apparently occurs in the
proximity of L. It is to be noted that the main dis-
tribution, as distinct from the tail, is not Gaussian.

The third phenomenon will give an exponential
tail of the distribution dominated by the absorption
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TABLE VI. Charge distribution y(x) produced by 14.9-MeV electrons in the absorbers of He, AI, Cu, Ag, and Au.
The absorber thickness x is expressed in units of g/cm2, and y(x) is in 10 cxI1 jg absorbed electron.

Be(Z =4) Al(Z = 13)

x y(x)

Cu(Z =29)

0, 17 —1, 1
0.37 —0.541
0.74 —0.293
l. 11 —0. 187
2. 06 —0. 035
2. 98 0. 091
3.90 0.247
4. 80 0. 520
G. 73 0.976
6.44 1.59

6.96 2. 15
7.34 2. 55
7.77 3.07
8. 12 3.23
8.31 3.21
8.49 3.20
8. 74 2. 92
9.02 2. 53
9, 21 2. 10
9.57 1.26

0. 17
0.30
0. 43
0.71
1.25
l. 81
2, 36
2. 87
3.41
3.95

4. 51
5. 06
5. 53
6. 07
6. 61
7. 17
7.45
7.72
7.99
8. 23

—0. 92
-0.462
—0.307
—0. 153

0. 031
0.218
0. 423
0.687
0. 987
l.36

l. 77
2. 14
2. 40
2. 54
2. 43
2. 00
1.70
1.37
1.05
0, 757

0. 17
0. 62
l. 05
l. 50
l. 94
2. 39
2. 82
8.27
3o 71
4. 16

4.38
4. 83
5.26
5.Vl
6. 15
6.60
7.03
V. 48
7.92
8.37

—0. 87
0. 129
0.424
0. 728
l. 01
l.31
1.66
l. 91
2. 15
2, 25

2.25
2. 22
2. 09
1.82
1.54
l.17
0.858
0. 523
0.306
0.145

0, 19
0. 40
0.73
1,26
l. 80
2.32
2. 86
3.39
8. 93
4, 45

4. 99
G. 41
5.95
6, 48
7.02
V. 54
8, 08
8.61
9.15

—0.51
0.238
0.636
l. 10
l. 58
l. 95
2.23
2 ~ 82
2. 25
2. 05

1.69
l.36
0. 956
0.617
0.343
0. 171
0.071
0. 026
0, 009

0.18
0.39
0.56
0. 76
l. 16
1.53
l.73
2. 12
2.33
2. 50

2. 70
2. 88
3.10
3.30
8.47
3.67
4. 06

5.04
5.41

—0.35
0. 665
l. 08
1.31
1.81
2.21
2. 41
2. 62
2. 62
2. 62

2. 58
2, 54
2.46
2.35
2.25
2. 10
1.76
1.43
0. 972
0. 686

9.95
10.14
10, 32
10.52
10, 70
10.89

0. 513
0.245
0. 127
0. 044
0. 016
0. 006

8.49
8.77
9. 04
9.31
9.58
9.87

0, 466
0.257
0. 122
0. 048
0. 014
0. 006

8.80
9.21
9.64

0. 061
0.028
0.013

6.00
6.38
6.98
7.35
7.94
8.32
8.92

0.377
0.246
0. 111
0. 052
0. 023
0.012
0. 005

coefficient of the x rays with the highest significant
energy in the bremsstrahlung spectrum. This ex-
ponential tail is expected to be seen in a semilog-
arithmic plot as a straight line attained after grad-

ual decrease of the gradient. In the actual distri-
butions, however, the gradient of the decaying slope
does not clearly show such decrease up to the
deepest points observed. While in most cases of

TABLE VH. Charge distribution y(x) produced by 23.5-MeV electrons in the absorbers of Al, Cu, Ag, and Au.
The absorber thickness x is expressed in units of g/crn, and y(x) is in 10 cm jg absorbed electron.

Au(Z = 79)

y(x)

0, 29
0. 83
2, 17
3.55
5. 58
7. 19
8.30
9.37

10.87
ll. 41

12.48
13.02
13,59
14. 13

-0.78
—0. 128

0. 113
0, 312
0. 722
1, 16
l.41
1.61
l.38
1, 17

0. 657
0.432
0. 185
0. 091

0.29
l. 17
2. 94
4. 50
5.38
6.27
V. 15
8. 04
8. 88
9.76

10.65
ll. 53
12.42
13, 09
13.97

—0.59
0. 109
0. 630
l. 09
l.29
1.45
l.44
l.35
1, 19
0.914

0.616
0.373
0. 153
0.067
0.014

0.33
0. 87
1.40
2. 46
3.53
4. 59
5. 18
G. 55
6, 62
V. 68

8. 75
9.81

10.83
ll. 90
12.96

—0.34
0.271
0. 494
0.908
1.30
l. 53
1.57
l. 58
l.41
l. 09

0.736
0.417
0. 178
0. 060
0. 015

0.32
0.69
l.29
l. 76
2. 26
2. 73
8~ 23
3.70
4.20
5. 17

6. 14
7.11
8. 08
9. 05

10.02
10.99

—0.21
0. 518
0.928
l.21
l. 45
l. 67
l. 80
l. 84
l. 82
l.60

1, 20
0, 775
0.453
0.217
0.091
0.028
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TABLE VIII. Values of the mean range L of the inci-
dent electrons, the most probable charge-deposition
depth x~, and the charge-deposition straggling sg.

Be
(z =4)

4. 09 2. 59
7.79 4. 92

11.5 7. 14
14.9 9.11

Al
(z = is)

4. 09
7.79

11.5
14.9
23. 5

2. 53
4. 66
6. 62
8.27

11.98

z,
Absorber (Me V) (g/cm~) (g/cm2)

2.04+0. 02
4.23 +0, 03
6.36 + 0. 04
8, 20+0. 05

l.45+ 0. 02
3.04+0. 04
4. 65+0. 06
6.10+0.07
9.80+ 0. 17

{g/cm2)

0. 99+0. 03
1.71+0.09
2.44+0. 10
2. 94+0. 11

1.29+0. 02
2.28+0. 07
3.12+0.10
3.96+0. 10
6. 11+0.34

Co IO'
e
CP

4l

IO

4l

0 IO2
Lh0

Cu
(z =29)

4. 09
7. 79

11.5
14.9
23. 5

2. 73
4. 87
6.73
8, 22

11.42

1.01+0.03
2.23+0. 04
3.40+0. 03
4.36 +0.05
6. 80 + 0. 12

1.35+0.06
2. 57 + 0, 11
3.68 +0. 13
4. 55+0. 11
6.98 +0.31

Ag
(z = 47)

Au
{z=79)

4. 09
7.79

11,5
14.9
23. 5

2, 83
4. 88
6. 58
7.91

10.67

4. 09 2. 97
7.79 4. 93

11.5 6. 47
14.9 7. 64
23. 5 9.99

0, 785 + 0. 017
1.69 +0.03
2. 66+0. 04
3.42 +0. 07
5.32 ~0. 07

0.585 + 0. 016
1.20+0. 03
1.81+0. 03
2.33 + 0. 03
3.80+0.07

1,22+0. 04
2.45+0. 08
3.50+0. 14
4. 32 +0. 14
6.40 + 0. 27

0.98+0.04
2. 07+0. 06
3.09+0.06
3.82 + 0. 13
5.45+0. 20

I I I I I I I

4 5 6 7 8 9 IO I I

x ( g/cm~)

FIG. 10. Charge distributions of electrons at deep
penetration are shown in semilogarithmic plot. The in-
cident energy is 14.9 MeV, and the absorbers are Be,
Al, Cu, Ag, and Au. Smooth curves connect experimen-
tal values.

Reference 22.

ED& 14.9 MeV the slope becomes essentially a
straight line after gradual increase of the gradient
(see Fig. 10), it corresponds to an absorption co-
efficient larger than 1 cm /g, which is much larger
than the absorption coefficient of the x rays in the
MeV region. It can be concluded from these facts
that the distributions at the largest depths of the
present experiment are not yet dominated by the
electrons mediated by bremsstrahlung. The con-
tribution of these electrons to the distributions ob-
served is, therefore, less than about 1x10 3 cma/

g absorbed electron.
The Monte Carlo results of Berger and Seltzer"

are compared with the present experiment in Figs.
2-6. Although the incident energy of 10 MeV as-
sumed for the calculation is different from the ex-
perimental energy of 1]..5 MeV, this difference is
unimportant because of the rather slow change with
energy of the distribution expressed in parameters
of x/l. and Lyo(x) (see Figs. 8, 7, and 8). Similar-
ly, the difference between Au and Pb absorbers in
Fig. 6 is not so important. It is also to be noted
that the calculations for 10-MeV electrons in Al,
Cu, Ag, and Pb assumed slab absorbers with
thicknesses given in the captions of Figs. 3-6, re-
spectively, whereas the experimental data are in

all cases for semi-infinite media. The effect of
this geometrical difference appears only near the
transmission surface, where the Monte Carlo val-
ues are lower than the experimental results, as
expected; the higher values in the semi-infinite
configuration are due to backscattering of electrons
from deeper layers.

In Fig. 2, results of two Monte Carlo programs
are shown; in the one, the energy loss of electrons
was treated in the continuous slowing-down approx-
imation (the dashed histogram), and in the other,
energy-loss straggling was taken into account (the
solid histogram). It can be seen that agreement
with experiment is much improved by including en-
ergy-loss straggling. All the Monte Carlo results
in Figs. 3-6 were generated by the latter program.
Histories of secondary knock-on electrons are fol-
lowed by the programs used, so that the negative

Constant

a&

ag

a3
a4
a5

Value

8. 14 +0.39
8. 86 +0. 84
0. 110+0.007
3.10 + 0. 28
0.275 + 0. 015

TABLE IX. Values of constants in the empirical equa-
tion for xm/L. Errors attached are those of least-squares
fit.
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I AB LE X. Comparison of the experimental and cal-
culated values of the fraction I'(x; Z, Eo) of the charge
(Iepo~ited at the depths larger than x.
Z Eo x

(Me V)

Z(x; Z, zo)
Experimental Calculated

13

10 0. 9L

0. 51

0.316+0.012

0.552+0. 021

0, 41

0. 54

' lleference 18.

values of the distribution at small depths are well
reproduced in the calculated results. On the whole,
the calculated distributions are rather in good
agreement with the experimental results except for
the geometrical effect aforementioned and a dis-
crepancy remaining for Be. This discrepancy will
be examined below.

Recently Lonergan et al. ' have measured energy
spectra of electrons transmitted through targets of
Be, Al, and Au for incident energies of 4. 0 and

8. 0 MeV, and have compared the results with cal-
culations generated by the same computer program
of Berger and Seltzer as that used in obtaining the
results quoted in the present paper. In this com-
parison, iwo discrepancies have been found: (i)
Calculated spectrum of 8. 0-MeV electrons after
passing through a Be target of 0. 5L thickness was
shifted approximately 250 keV above the measured
spectrum. (ii) The number of 4. 0-MeV electrons
transmitted through an Al slab of 0. 5L thickness
was 25~( higher in the calculation. Thus, Loner-
gan el al. concluded that the Monte Carlo calcula-
tion might have a tendency to generate deeper pen-
etration for low Z absorbers. This conclusion sug-
gests that the calculated charge distributions of
electrons in Be and Al may be shifted toward larger
depths compared with experiment. For Be, the
following discrepancy can be inspected from Fig. 2:
The calculated distribution shows lower values than
the measured distribution at the depths of 0.4-0. 7I.,
and attains considerably higher values around the

peak, causing deeper average penetration. On the

other hand, no appreciable difference can be seen
from Fig. 3 in the case of 4-MeV electrons in Al.
In order to confirm these inspections, it will be
helpful to evaluate the fraction F(x; Z, Eo) of the

charge deposited at the depths larger than x:

E(x; Z, E,) = j "y,(x') dx'. (3)

Values of E(0.9L; 4, 10 MeV) and E(0. 5L; 13, 4

MeV) for the experimental and calculated distribu-
tions are shown in Table X. The experimental val-
ue for 10-MeV electrons in Be has been determined
through interpolation from values for the experi-
mental energies. In the case of Be, the Monte Car-
lo value is larger than the experimental value by
about 30%, clearly indicating the higher penetrabil-
ity in the calculation. This is consistent with the
conclusion of Lonergan et al. However, the peaks
of the experimental and calculated charge distribu-
tions occur at about the same values of x/L, and it
is not obvious whether this discrepancy in F has a
close connection with the spectral shift. For 4-
MeV electrons in Al, the two values of F agree
within the experimental error, and this is contra-
dictory to the second discrepancy found by Lonergan
et al. Therefore, the presence, suggested by them,
of the tendency of the calculation resulting in higher
penetrability is not supported by the present data
in the case of Al.
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An extension of the stochastic model of relaxation effects is used to derive a theory of the
line shape of fine and hyperfine structure. The theory is developed for Mossbauer spectra,
but can be readily applied in related fields such as perturbed angular correlations, electron
and nuclear spin resonance, and optical spectroscopy. Previous stochastic-model theories
of hyperfine spectra have used a semiclassical fluctuating-field approach which inherently
restricts the hyperfine Hamiltonian to matrix elements which are diagonal with respect to the
electronic states. In the present theory, these restrictions are removed by using a quantum-
mechanical treatment of the combined electronic-nuclear system, wherein the relaxation en-
ters as random instantaneous transitions between electronic states. This allows inclusion
of the effects of off-diagonal electronic hyperfine matrix elements (e.g. , the pseudoquadrupole
interaction). A model for the relaxation is presented which allows all the transition rates to
be specified independently, as is necessary to treat finite temperatures. Two examples are
used to illustrate the the theory and to compare it with other theories.

I. INTRODUCTION

Numerous stochastic' and ab initio treatments
of the effects of time-dependent perturbations on
Mossbauer line shapes have appeared in recent
years. Many of these theories are derived from
similar developments in magnetic resonance" '
or perturbed angular correlations, ' '6 and they
are applicable in many other line-shape problems
as well. In this paper, we present a generalization
of the stochastic theories to cover a class of situa-
tions not previously discussed. '

A simple illustration shows the type of extension
made. In stochastic treatments of Mossbauer line
shape, the hyperfine interaction between the nuclear
spin and the electronic spin is replaced by an inter-
action between the nuclear spin and randomly vary-
ing external magnetic and electric fields. ' The
randomly varying fields represent the effect of a
relaxing electronic spin on the nucleus. This type
of treatment is only valid, however, if the elec-
tronic part of the hyperfine interaction has no off-

diagonal matrix elements, since an external mag-
netic field has no such elements. Thus, such a
treatment is reasonable 'for a hyperfine interaction
of the form aI, S, , since the electronic relaxation
causes a time dependence to be induced in S„which
is a diagonal operator. If the interaction is of the
form aI S, however, we may not replace S by a
varying external field. The appropriate time-vary-
ing field would be of the form h(t) =a(g(t) lSI((t)).
Since, in the stochastic model, g(t) jumps instan-
taneously from one electronic state to another,
h(t) only takes on the values a(ilSli), and the off-
diagonal matrix elements (ilsl j) would be ignored.
These matrix elements are important when the
splitting of the electronic levels is not large com-
pared with the hyperfine splitting. Our approach
here is to treat the entire nucleus-electron sys-
tem quantum mechanically. The effects of elec-
tronic relaxation are then introduced by additional
terms in the Hamiltonian which have random prop-
erties and which are capable of inducing transitions
between the different electronic levels. Previous


