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The potential in amorphous Si is assumed tobe the crystalline potential perturbed by afluctuating
potential with a root-mean-square amplitude Vg and a correlationlength L. The density of states
for such a perturbing potential is taken from the work of Halperin and Lax. The optical absorp-
tion is calculated using effective-mass-approximation envelope wave functions whose degree of
localization depends on energy. A good fit to optical-absorption data for amorphous Si films an-
nealed at room temperature is obtained using V,,s=0.89 eV and L=6 A, provided the wave-vec-
tor separation between the conduction- and valence-band edges is reduced from 9.5 x107 to

6x10" cm™.

The mobility edge is found from an extension to the model which gives an effective

bandwidth W and a spacing parameter 7, each as a function of energy. The mobility edge E,,

lies approximately where W(E,) =3 V,ns.

The mobility near the mobility edge is estnnated from

a diffusion model to be 5 cm?/V sec, and the density of states at the edge is 10%! cm™3 eV -l

I. INTRODUCTION

A substantial body of information has accumu-
lated concerning the properties of amorphous semi-
conductors, particularly in the last two years.?
Many models for describing the properties of these
materials have evolved, >® and some features of
these models are reflected in the work reported in
this paper. We calculate the electrical and optical
properties of amorphous Si from a model which as-
sumes that the amorphous material is a strongly
perturbed crystal. That is, we start with the en-
ergy gap, dielectric constant, and effective masses
of the crystal, introduce a strong randomly vary-
ing perturbing potential of a particular form, and
ask for the resulting density of states, wave func-
tions, optical absorption, and dc conductivity.

In the course of the calculation we make many
assumptions and approximations. Some of these
are justified by qualitative reasoning, guided by
knowledge of the behavior at high or low energies.

Others are made simply to permit numerical re-
sults to be obtained without excessive computation.
We believe that the resulting model has the advan-
tage of allowing the microscopic properties of the
system to be exhibited quantitatively.

The model is applied to amorphous Si, whose
optical and electrical properties have been inves-
tigated by many authors, and for which the relevant
parameters of the crystal are well known. The
method is applicable to other amorphous semicon-
ductors, such as the chalcogenides and their alloys,
provided band-structure parameters and dielectric
constants are known.

II. DENSITY OF STATES

The first quantity we need to know is the density
of states in each band. Throughout the calculation
we adopt the sign convention that energies in the
tail are negative and energies well into the band
are positive, and use the nominal (i.e., unper-
turbed) band edge as the zero of energy for each
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band. The periodic potential of the crystal is as-
sumed to be perturbed by a fluctuating potential
V(¥) whose correlations from point to point are
characterized on the average by

(VE) VE)y = V2, e 1L 1)

Halperin and Lax* calculated the density of states
for such a potential, and also displayed some prop-
erties of the wave functions. In their paper they
considered specifically the fluctuating potentials
that arise from randomly placed screened Coulomb
centers. In that case L is the screening length and
Vems Can be calculated from L and the ion concen-
trations.

We do not propose that the random potentials in
amorphous semiconductors arise from Coulomb
centers. However, we do postulate that the fluc-
tuating potentials can be characterized by Eq. (1),
and we take the correlation length L for amorphous
semiconductors to be a measure of the distance
over which short-range order is observed in the
radial distribution function.® For amorphous Si
we use L=6 A. The magnitude V., of the fluctu-
ations is left as an adjustable parameter. Poten-
tials of the form (1) have been discussed in the
present context by Bonch-Bruevich.

The fluctuating potential (1) is assumed in this
work to be the only perturbation of the periodic
potential of the crystalline material. We ignore
the additional effects that may arise from density
changes™® or from states associated with internal
surfaces or dangling bonds. °

If the quantities L and V,, that characterize the
fluctuating potential are known, then the theory of
Halperin and Lax gives numerical results for the
density of states in each band. One uncertainty in
the application of their results is that they did not
consider in detail the consequences of multivalley,
nonparabolic, or degenerate band structures.
Thus, it is not clear what value of effective mass
to use in their expressions. The effective mass
which we use in Egs. (5.9) and (5. 22) of Halperin
and Lax is the conductivity or susceptibility mass
mg, ' which does not count multiple valleys. It
may not weight the individual mass components
correctly. ! A more realistic treatment of gen-
eral band structures is likely to lead to more com-
plicated, results than those obtained by Halperin
and Lax, so that we must make a reasonable choice
for effective-mass values and must expect that the
results will be only approximate.

The Halperin-Lax results are valid only in a
limited energy range. They fail far in the tail be-
cause the model does not treat large values of the
potential fluctuations correctly. The results are
also invalid near or above the nominal band edge
because Halperin and Lax omitted excited states
and considered only the lowest state in any one

potential well formed by the fluctuating potential.
Thus we need a way to interpolate between their

results for the band tail and the high-energy re-

gion of the band where the unperturbed density of
states is a good approximation.

One possible way to interpolate between the two
results is to use an expansion in moments of the
density of states, using the work of Kane.!? At
energies well above the nominal band edge, the
original theory of Kane'® and others'* will apply,
and at energies in the tail the Halperin-Lax results
apply. In many cases the energy region in which
neither approximation holds is quite large, and the
moment expansion method may be difficult to use
because many moments will be required. We have
not tried to use it.

To obtain a smooth density of states for the en-
tire energy range we used a Kane function [Eq. (48)
of Ref. 13] characterized by a parameter 7 whose
value is chosen so that the resulting density of
states agrees with the Halperin-Lax values at one
energy. The matching is done where b(v)=10¢’
in the Halperin-Lax notation, somewhat below the
estimated upper limit of validity (b~6¢") of their
results. In the original Kane theory the parameter
7 is equal to V,,,v2. The matching results in
smaller values of 7, the exact value depending on
the effective masses of the band and on the correla-
tion length L.

III. WAVE FUNCTION

Having matched the Halperin-Lax density of
states in the band tail to the unperturbed density
of states at high energy by using a Kane function,
we now need a way to estimate the wave function
for each energy in this range. The wave functions
obtained by Halperin and Lax are real, and corre-
spond to states localized in individual potential wells
associated with the fluctuating potential. At high
energies in the band the effect of the potential fluc-
tuations will be small and the states can be rep-
resented as plane waves. In the intermediate en-
ergy range we use an approximate wave function
to interpolate between these two limiting forms.

The approximate wave function we use is the
product of an effective-mass-approximation en-
velope wave function of a particular form and the
wave function at the bottom of the band. We take

the wave function for a state of energy E; in band i
to be

ZPi(Ei; -I:)Neikpf e-B,-lf—x*,-ol eii,-g-f u{(;) , (2)

where Ty is the point near which the wave function
is localized, K,y is the wave vector associated with
the edge of band i, and u;(¥) is the corresponding
periodic Bloch function. Normalizing factors are
omitted here for simplicity. Equation (2) gives
the approximate wave function near ¥,;; the global
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TABLE I. Summary of mobility-edge results for the valence and conduction bands of amorphous Si at
300 °K, calculated with a correlation length of 6 A.
Vems=0.89 eV Vems=0.75 eV
Valence Conduction Valence Conduction
band band band band

Kane parameter 7(eV)? 0.66 0.48 0.53 0.38
Mobility edge E,, (eV)° —-0.11 —-0.20 —0.10 -0.17
Fermi energy Ep(eV)? ~0.65 —0.47 —0.66 —0.46
Mobility above E,(cm?/V sec) 4.4 5.1 4.6 5.5
Density of states at E,(cm= ev™!) 1.2x10% 9.4 x10% 1.0x10% 7.7 x10%0
Density of states at Ep(cm™ eV™)) 1.8 x10% 2.4 x10% 7.7 x10% 1.0 x10%
Carrier concentration #,p (cm™) 3.7x10% 3.7 x10%? 1.2x10% 1.2x10%
Carriers above E,, n,,p, (cm™) 2x101° 7x101 1x1010 2x10%
Conductivity @1 em™) 2x10"8 5x1074 8x107? 2x1074
Extrapolated conductivity C (@ “Tem™he 210 190 180 170
xsat E, 0.9 0.8 0.9 0.8
Em/‘n ~0.17 —-0.42 -0.19 -0.45
k(Em)/B(Em) 1.75 1.62 1.65 1.50

3See Ref. 13.
PEnergies measured from nominal band edge; negative
in the tail.

behavior of the wave function throughout the sample
is discussed in Sec. V.
Our prescription for calculating %; and B; is

wk3/2m, =E; , (3a)

ﬁaﬁzi/zms,i =Eloc,i ) u (3b)

where m, ; and m;, ; are the density-of-states and
susceptibility (or conductivity) masses of band 7,
and E; is the energy below which there are as many
states in the unperturbed band as there are states
below E; in the perturbed band. E,,,; is the kinetic
energy of localization for the state E,;, which we
identify with the Halperin-Lax energy TE,, with

T as given in their Table I. Since their results
apply to only part of the energy range, we take the
localization energy for all energies to be

Elac,i=hi(Ei,_Ei) ’ (4)

where the constant %, is obtained by matching the
the Halperin-Lax results at the same energy at
which the density of states is matched to the Kane
function. The value of 2; depends on the correla-
tion length L and on the effective masses, and is
generally somewhat less than unity.

The energies E; and E" are shown schematically
in Fig. 1, and the values of E; and of E; - E, are
shown as functions of E; in Fig. 2. At high ener-
gies, E'~E and the wave function (2) is bandlike;
at low energies, E’~0 and the wave function is

°Assumeé an activation energy with a temperature
coefficient — 2 x10"¢eV/°K. See Egs. (14) and (15).

localized.

Why did we use the density-of-states mass for
Eq. (3a) and the susceptibility mass for (3b)? The
use of the density-of-states mass in (3a) is justified
because that choice gives the correct limiting be-
havior at energies far up in the band, where E'is
approximately equal to E. The use of the suscep-
tibility mass in (3b) is not as well justified. The
comments made in Sec. II in discussing the effec-
tive masses to be used in the Halperin-Lax equa-
tions also apply here.

The numerical values we use for amorphous Si
with V., =0.89 eV are

my,.=1.12m,
ms,.=0.29m,
h,=0.49,

my,,=0.87m,
mg,,=0.50m, (5)
h,=0.38.

The masses include an empirical allowance for
nonparabolicity which is described elsewhere. 15
The values are weak functions of V,,s and of tem-
perature, but these variations do not have a major
effect on our results. Note that the split-off va-
lence band is not explicitly included in this calcu-
lation.

The effective-mass approximation, which under-
lies the approximate wave function (2), is valid for
weak slowly varying perturbations, but is not likely
to be well justified when the fluctuations are large
in magnitude and have a short range, as we shall
find to be the case for amorphous Si. However,
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FIG. 1. Schematic density of states
showing the energies E and E’ in each
band.

the effective-mass approximation probably applies
better for Si than for semiconductors in which the
energy gap is small (for example, InSb), or in
which several bands lie close together in energy
(for example, Ge), for which the wave function (2)
would have to be replaced by a wave function which
includes contributions from several bands.

The wave function (2) is not the solution of a
Schridinger equation; such solutions have not been
obtained over the entire energy range for fluctuating
potentials of the form (1). The usefulness of the
model we propose depends on the degree to which
the behavior of the actual system is adequately
characterized by this approximate wave function.
The accuracy of our results also depends on the
accuracy of the density of states, because the
parameter E' which enters in the determination
of K and g is based on the density of states.

IV. OPTICAL ABSORPTION

The optical-absorption'® coefficient a is given by

a(E)=Gfpc(E1)p,,(Ez) Miv(Ep Ez)[fz(Ez) ‘fl(El)]dEl

(62)
in the one-electron approximation, where p, and
p, are the densities of states in the conduction and
valence bands, respectively, f; and f, are the prob-
abilities that the conduction- and valence-band
states are occupied by electrons, and M%, is the
average squared matrix element for the transition
between a state of energy E, in the conduction band
and a state of energy E, in the valence band, aver-
aged over polarization directions of the radiation
and over electron spin orientations.?*'® The coef-
ficient in (6a) is

G =47%e®n/m?NEc (6b)

where e is the magnitude of the electron charge,

m is the free-electron mass, N is the index of
refraction, and c is the speed of light. With our
convention that energies are measured from the
nominal band edge, we have E,;=FE — E, - F,, where
E is the photon energy and E, is the nominal en-
ergy gap. The right-hand side of (6a) must be
summed over all pairs of bands between which
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transitions are calculated. In our case we include
transitions to the conduction band from both the
heavy hole band and the light hole band.

The wave functions of states in the conduction
and valence bands have been given in the previous
section; the matrix element which connects them
in optical transitions is the matrix element of the
momentum operator. In evaluating that matrix
element, and in the spirit of the effective-mass
approximation, we assume that the envelope func-
tion is more slowly varying than the Bloch function
u, so that the dominant contribution to the matrix
element of the momentum operator comes trom
the periodic part of the Bloch functions in a single
lattice cell, and the remaining integration can be
carried out over all space. Thus we obtain

@B |o) ~ (e | B |,)

Xfe-i(Eca,kco—k,,)-f e-Bcﬁ-i“col e-evlf-i,,olda-l—. X (7)

Note that the matrix element of p between Bloch
states at different points in the Brillouin zone does
not necessarily vanish. The familar k selection
rule which requires that optical transitions take
place with negligible wave-vector change arises
only when the ¢¥i0'f factor is included with the
wave function. In our calculation, localization of
the envelope functions contributes Fourier compo-
nents which help break the k selection rule. The
role of phonons is discussed below.

The matrix element (u,plu,) in (7) has been
estimated for transitions between the top of the
valence band and the bottom of the conduction band
of Si from the E-ﬁ expansion of Cardona and
Pollak, *° and is found to have a value of 0.4 a.u.,
about 60% as large as the corresponding matrix
element in the direct-gap III-V semiconductors.
We note in passing that the corresponding matrix
element connecting the top of the valence band and
the bottom of the conduction band in Ge is found to
be only about one-fourth as large as the value we
find for Si.

To evaluate the matrix element (7), we need to
know the spatial correlation between the positions
T, and T, of the conduction- and valence-band
states. There is expected to be some correlation,
because the states far in the conduction-band tail
arise from a large negative excursion of the fluc-
tuating potential, whereas states far in the valence-
band tail arise from large positive excursions.
Such a pair of states is likely to be more widely
separated spatially than one would find from a
calculation which treats them as uncorrelated. If
the spatial extent of the wave functions is small
compared to the spatial scale of the potential fluc-
tuations, so that there is negligible tunneling
through potential barriers, the correlations be-
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FIG. 2. Variation of E’ with E and of E’ — E with E.

The zero of energy is at the nominal band edge, "‘and
energies in the tail are negative. The unit of energy is
the band-tail parameter 7 in the Kane function [see Eq.
(48) of Ref. 13].

tween the centers of the conduction- and valence-

band wave functions lead to the result that tails in
the density of states do not give rise to tails in the
optical-absorption spectrum.2?

In this work we make the assumption that there
is substantial tunneling of the wave functions
through the potential barriers. We do not have a
good model for the correlations, and for the pres-
ent we simply average the square of the matrix
element (7) over all relative positions of ¥,, and

-

r,o. The resulting matrix element is
My = MMz, (8a)
My=4 | (e[ [w,) B, (8b)

M2, =% b [(b* - 5B%b? +5B%) (3t* + ¢*) (¢* - ¢*)™3
+802B%2 (3b% - 10B?) (* + ¢*) (#* - ¢*)*
+16b*B*(5¢%+ 10¢%¢* + ¢°) (11 = ¢*)%) , (8¢)

where B2=B,B8,, b=B,+B,, 2=+ [K,+K,ql%+ k2,
and ¢®=2|Kk,+K,,lk,. The factor & in Eq. (8b)
arises because we average over all directions of
polarization of the radiation and because we aver-
age over spin orientations. When &, is nonzero,
as for Si, we must average the squared matrix el-
ement over all orientations of f(c with respect to
Ecl)’ taking the conduction-band mass anisotropy
into account. That average is taken numerically in
our calculation.

Phonon-induced transitions are present in the
optical absorption of crystalline Si, and will be
present in amorphous Si as well. We take them
into account by calculating the value of the squared
matrix element which must be used in (8) to give
the measured optical absorption of crystalline Si
at 2 eV, and assuming it to be a constant indepen-
dent of E, and E,. The values we find are 6 x107%
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g?cm® sec? at 300 °K and 3 X102 g2 cm®sec™ at
77 °K; absorption data for crystalline Si obtained
by Dash and Newman?! have been used.

The optical absorption of amorphous Si has been
calculated as described above and has been com-
pared with measurements on sputtered Si films de-
posited at room temperature and annealed at 298
and at 500 °K.%# The only adjustable parameter
in the theory is the magnitude of V, ., and we adjust
that value to obtain good agreement with the ab-
sorption coefficient in the low-energy range. We
find, however, that agreement at photon energies
above 1.5 eV cannot be obtained with any value of
Vemss and interpret this to mean that the Fourier
transform of our wave function (2) does not have
enough amplitude at large values of 2. To rectify
the discrepancy with experiment, we have changed
the band structure on which the calculation is
based, since this is numerically simpler than
changing the wave function. A reduction of %4
from 9.5x%107 to 6x107 cm™ is sufficient to give
good agreement with experiment to 2 eV. We re-
gard this change as an artifice to overcome the
deficiencies in our wave function, but the possi-
bility that it has physical significance cannot be
entirely ruled out. The location of the conduction-
band minimum in Si is not determined by symme-
try and may well be different in amorphous than in
crystalline material, if in fact it has any signifi-

400 T T T r T

T
/
/
AMORPHOUS Si
300t 300°K 1
S 298°K ANNEAL
]
N
!
§ 200- .
S Vyms=0.75 eV
5 CALCULATED
(L=6R)
[olo]8 1
Vyms=089eV
500°K ANNEAL

%6 08 10 12 14 16 18 20

PHOTON ENERGY (eV)

FIG. 3. Optical-absorption coefficient @ (at room
temperature) of amorphous Si films annealed at 298 and
.at 500 °K, plotted as (¢E)Y2 vs photon energy E. The
experimental results are from Ref. 22, The calculated
results are obtained using a wave-vector separation of
6% 10" cm~! between conduction- and valence-band edges.
See Ref. 23a.
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cance at all in the amorphous material. 23

Figure 3 shows a comparison of our calculated
results with experiment. The values of V. which
give good agreement with the optical absorption of
the 298 and 500 °K annealed samples are 0.89 and
0.75 eV, respectively. The agreement for the
sample annealed at room temperature is striking
but fortuitous in view of the many approximations
we have made, 232

Figure 4 includes additional data for several
amorphous Si samples as reported by Beaglehole
and Zavetova.?* The variation of the absorption
edge from sample to sample is accounted for in
our model by a variation in the magnitude of the
potential fluctuations. Annealing at higher temper-
atures leads to smaller fluctuations in this picture.

The matrix element connecting conduction- and
valence-band states is a function of the energy of
both states, and is not easily graphed. We can
show, however, the squared matrix element for
that pair of energies which gives the greatest con-
tribution to the absorption coefficient for each
photon energy E.% Such a plot is givenin Fig. 5,2
where the values have been normalized by dividing
them by the constant value of the squared matrix
element which we used to account for the phonon-
induced optical absorption. At low photon energies
the plotted matrix element in Fig. 5 is small be-
cause the wave functions deep in the band tails
overlap very little on the average even when spatial
correlations are ignored. For V,,,=0.75 eV the
matrix element rises quite sharply with increasing
photon energy and depends sensitively on the value
of k.. That behavior does not appear to be phys-
ically reasonable, and probably represents a defect
of our model. :

In Fig. 4 it is evident that our calculation over-
estimates the absorption at low photon energies.
Even sharper absorption edges are found in other
samples, particularly for Ge.? The spatial cor-
relation of wave functions far in the tail would lead

5
=0 T T T T
£ AMORPHOUS Si
C 300%
2 [ Lt-€ BEAGLEHOLE |
y ZAVETOVA
I
& 0% .
S Vrms=0.89 eV BRODSKY, TITLE,
z WEISER & PETTIT
E - 4
& Vrms=0.75 &V
« -
2 o3k” | | I |
<0
o7 08 1l 13 15 L7 19 2l

PHOTON ENERGY (eV)

FIG. 4. Logarithm of optical-absorption coefficient
vs photon energy. Data from Refs. 22 and 24 are shown,
and represent different sample preparation and annealing
histories. Calculated curves are the same as in Fig. 3.

to smaller values for the matrix element than those
calculated in our model, and would also reduce the
phonon-induced transitions below the levels we es-
timate. Coulomb interaction between electron and
hole, also neglected here, will tend to increase

the absorption coefficient near the edge. The spa-
tial correlation of the wave functions is likely to

be the dominant effect in the tail, and will reduce
the absorption coefficient below the values we cal-
culate.

V. MOBILITY EDGE

A number of authors®” have discussed the exist-
ence of a mobility edge separating localized from
delocalized states in a semiconductor energy-band
tail. In this section we use a quantitative, albeit
speculative, model to determine the position and
properties of the mobility edge.

To characterize the electrical transport proper-
ties, we want to find an effective bandwidth associ-
ated with the overlap of wave functions near a given
energy, and we want to find the effective spacing of
the localization centers T, of these wave functions.
The scheme which follows is guided by the expecta-
tion that the bandwidth will be large and the aver-
age spacing will be small for states with energies
within the band, whereas the bandwidth will be
small and the spacing large for states far in the
tail.

Let us first suppose that we know the bandwidth
W,(E) for band i. Then we define the spacing pa-
rameter v, ; by the requirement that the sphere of
radius 7, will, on the average, hold one state
within the bandwidth W;. Thus

+md (B)=[p,(E)W,E)]" . (9)

We now assume that the bandwidth is the same
function of 7 as in a regular lattice, and approxi-
mate the Brillouin zone for such a lattice by a
sphere of radius (§7)3/»,. Then

W= (3l i2/2m¥EW (E) , (10a)
m¥(E)=kiB,(E)/elalx,) ,, (10b)
x5=[3¢(E)1"s'i(E) . (10c)

The effective mass is taken to be that associated
with a Bohr radius equal to 8;}, where B;(E) gives
the localization of the wave function in (2). The
effective mass (10b) contains the dielectric con-
stant k, and is implicitly tied to a hydrogenic
model of energy levels, although Coulomb centers
are not expected to be the source of the potential
fluctuations. The effective mass also contains the
factor o' which gives the increase in effective
mass?® with increasing values of x,, the dimen-
sionless average Wigner-Seitz radius for our
problem. - The variation of o with x, is shown in
Fig. 6.
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FIG. 5. Ratio of squared Coulomb matrix element

calculated in this work to the squared matrix element
for phonon-assisted transitions. The Coulomb matrix
element is given for the transition which contributes
most to the absorption coefficient at the indicated photon
energy. Same parameters as for Figs. 3 and 4. See
Ref. 23a. '

The foregoing equations can be combined to give

3(&;”@@1_

“2m\2n) &%, (E)”

All the quantities on the right-hand side in (11) are
known from our model, so we can use the curve of -
x,0(x;) vs x4 in Fig. 6 to determine x,, and can
then use (10) to determine 7 and the bandwidth W
for each energy. Our model loses validity at high
energies, where the predicted value of 7, decreases
to atomic separations and the bandwidth increases
to many electron volts. Also, we find from Fig. 6
that there are no real values of x, which satisfy
Eq. (11) when® x,0(x,)> 2.32; thus, this model
breaks down far in the tail. In this region we must
replace W in Eq. (9) by another width. If that width
is a constant, then the resulting value of 7, will be
less strongly dependent on p than at higher energies,
but the bandwidth deduced from 7, via Eq. (10) will
vary rapidly with energy because of the rapid in-
crease of o™ with x, when x, exceeds 4. This
variation in the bandwidth might give rise to a re-
combination edge, as seen in photoconductivity
measurements on amorphous chalcogenide films®°
and in measurements of the mobility of electrons
injected into amorphous Si films prepared by glow-
discharge decomposition of silane. %

Results for the spacing 7, and bandwidth W in
the energy range in which our model is applicable,
as well as the values of p and g on which they are
based, are shown in Fig. 7 for the valence and
conduction bands of room-temperature~annealed
amorphous Si, using the same input parameters
that were used in calculating the optical absorption
in Sec. IV. All the quantities have the qualitative
variation with energy that we expect; the band-
width W has a particularly strong dependence on

xga(xs) (11)
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gives the increase in effective mass, is plotted vs the
dimensionless Wigner-Seitz radius x;. Also shown are

the fu)lnctions %5@ (x) [used in Eq. (11)] vs x and x,0 (x,)
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energy.

We now have the information we need to find the
mobility edge. The Anderson®? criterionfor localiza-
tion is approximately givenby A ~ 9(z - 2. 5) W/z,
where W is the bandwidth, A is the spread of po-
tentials in Anderson’s model (called W in Ref. 32),
and z is the number of nearest neighbors at each
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FIG. 7. Calculated results using the parameters for
amorphous Si annealed at room temperature. (a) Density
of states and bandwidth as functions of energy from the
nominal (unperturbed) valence~band edge. The nominal
conduction-band edge is at 1.12 eV. The two short curves
near the bottom give the Halperin-Lax (Ref. 4) densities
of states for the conduction and valence bands to their
limit of validity. For the reason given in Ref. 11, the
Halperin-Lax density of states for the conduction band
has not been multiplied by a factor 6 for valley degen-
eracy. The full density-of-states curves are obtained
by matching a one-parameter Kane function (Ref. 13) to
the Halperin-Lax results at one energy in the tail and to
the unperturbed band results at very high energy. (b)
Localization distance 3‘1 and spacing parameter 7 as
functions of energy.
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site. Anderson assumed that the fluctuating poten-
tial had equal likelihood of lying anywhere within

a band of width A, The root-mean-square fluctua-
tion of Anderson’s model is A/(12)!/2, which we
identify with V., in our model. The coordination
number z is not well defined in our case, since it
applies to the random locations of the centers T,
of the wave functions.®* We use z=6 to obtain the
approximate criterion '

Wi (Em,i)N'S&Vrms (12)

for the mobility edge E,; which separates the lo-
calized states far in the tail of band ¢ from the de-
localized states at higher energy. The correspond-
ing values for the amorphous Si case illustrated in
Fig. 7 are shown there as vertical lines. Numer-
ical values of some physical quantities associated
with the calculation are given in Table I.

Note that the localization parameter g varies
smoothly through the mobility edge, even though
that edge represents a separation between localized
and delocalized states. We can resolve the dilemma
if we note that Eq. (2) describes the wave function
of energy E only in the neighborhood of ;5. At
some distance from T, the electron will encounter
another local potential minimum, near which the
wave function can again be approximated by an ex-
pression like (2). The complete wave function is
formed by joining these local wave-function seg-
ments together. We understand the Anderson
theorem in this context to mean that the probability
of the resulting wave function having appreciable
amplitude far from ¥,, vanishes for energies below
Em,

The mobility above the mobility edge can be
estimated from the same model. We assume that
the diffusion constant for carriers at energy E is®%

D(E)=7% (E)W(E)(E)/6h , (13)

where % is Planck’s constant and f;(E) is a dimen-
sionless factor to take correlations between sites
into account. The mobility obtained from (13) at
room temperature via the Einstein relation is given
in Table I for the mobility edge of each band, using
fi=1.

The mobility values we find are all about
5 cm?/V sec, consistent with the values deduced by
Le Comber and Spear® from mobility measure-
ments on electrons injected into amorphous Si pre-
pared by glow-discharge decomposition of silane.
Weiser, Fischer, and Brodsky®° find similar values
in amorphous 2As,Te;- As,Se;.

The mobility estimated from (13) with f=1is a
slowly varying function of energy, and has no struc-
ture near the mobility edge. The sharp cutoff at
the edge is here contained in the factor f. The
Anderson theorem® gives f =0 below the mobility
edge. This work provides a quantitative model to
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which the Anderson theory can be applied.

In the last three lines of Table I we list three
dimensionless parameters which are of interest
in characterizing the mobility edge. The first is
the value of x,, the dimensionless spacing param-
eter, which is about 0.9 for all the cases we

studied. That value is surprisingly small; the

value of x, at which a sharp drop in conductivity
occurs in impure semiconductors is closer to 2.5.%
The second is the ratio of the mobility-edge energy
to the band-tail parameter . Our values are
smaller in magnitude than the value - 0.52 deduced
by Eggarter and Cohen® for a system of hard-core
scatterers. Finally, wegive the ratio of the param-
eters k and B of Eq. (2), evaluated at the mobility
edge. The ratio is greater than unity, indicating
that the wave function has substantial oscillatory
character.

VI. CONDUCTIVITY

The results in Table I can be compared directly
with the measured conductivity of amorphous Si
layers.? At room temperature the measured re-
sistivity of layers annealed at room temperature
is 9x10* 2 cm, and the calculated value is 1.4
x10%® Qcm. The measured activation energy be-
tween 200 and 298 °K is 0. 13 eV, while the calcu-
lated value is 0.25 eV. The calculation uses V,,
=0.89 eV, which gives best agreement with the
optical absorption of the films annealed at room
temperature. The extent of the disagreement be-
tween calculated and measured activation energies
is comparable for the sample annealed at 500 °K.
Thus we do not correctly describe the energy levels
of these samples. Our calculated Fermi level ap-
pears to be too close to the conduction band. But
its location is a sensitive function of the effective
masses used in the calculation, and is subject to
considerable uncertainty.

If the Fermi level is in fact lower than our model
predicts, then the measured conductivity of the
amorphous Si films annealed at 298 and at 500 °K
might be accounted for by a group of levels closer
to the conduction band, perhaps associated with the
defects that give rise to the spin-resonance signal.®
Such levels have been proposed by Davis and Mott?
and by Cohen, % but are outside the scope of this
calculation. (See note added in proof.)

The extrapolated conductivity C at infinite tem-

perature, which enters in

-AE/KT

g=Ce , (14)

can also provide a test of our model. To estimate
C we assume that the current is carried by car-
riers above the mobility edges, with concentration
for band ¢ given by KTp;(E., ;). The mobility is
taken to be u,(7)=eD;/KT =300u,(300 °K)/T, with
D, given by (13) with f;=1. The conductivity acti-
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vation energy is assumed to have a temperature
coefficient ', whose value is half of the temper-
ature coefficient of the energy gap if the Fermi
level is in the middle of the gap. Under these
conditions we find®®

C;=300Kep;(Em, )1.(300 °K)e "X (15)

If both bands contribute equally to the current, the
total C is the sum of the values for the conduction
and valence bands.

For room-temperature-annealed Si we deduce
C,+C,=400 @' cm™!. Experimental values of the
order of 10* @™ cm™*°and of order 1 €' ecm™*! have
been reported for amorphous Si, the latter for
silane-grown films. Values between 0.62 3! and
0.85 eV *~*2 have been reported for the conductiv-
ity activation energy. Our model is not likely to
lead to an activation energy for Si which is much
larger than 0.6 eV, half of the energy gap extrapo-
lated to absolute zero, even with values of V,
smaller than those used here. The occurrence of
larger activation energies may mean that the crys-
talline band structure is not a valid starting point
for our model. It is possible that the conduction-
band minima at L are preserved in the amorphous
material, because this corresponds to the bonding
directions, whereas the minima along the (100)
directions in the Brillouin zone lose their signifi-
cance. If so, our model could be applied with ap-
propriate changes in the band gap, effective masses,
and matrix elements.

VII. CONCLUSIONS

We have shown how a model which treats amor-
phous silicon as a strongly perturbed crystal, with
a perturbing potential characterized by a large
amplitude V., and a small correlation length L,
can be applied to the optical and electrical proper-
ties of the material. The model includes assump-
tions about the nature of the local wave functions
in the system, and about the optical matrix ele-
ments which connect them. It invokes the Anderson
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theorem to deal with the mobility edge that sepa-
rates localized from delocalized states. Good
agreement with optical-absorption data for amor-
phous Si can be obtained by appropriate choice of
Vemss Using a value of L suggested by the radial
distribution function. The high values of absorp-
tion coefficient found at photon energies near 2 eV
can be explained in this model only if the wave-
vector difference between the conduction- and
valence-band extrema is reduced to about two-
thirds of its value in the crystal. Comparison of
calculated and measured electrical quantities is
less clearcut. The mobility we find above the
mobility edge is in good agreement with values
deduced from experiment. The experimental in-
formation on the activation energy is somewhat
conflicting, but at least some values are higher
than those that would be expected from our model.
(See note added in proof.) The calculated value of
the dimensionless spacing parameter x; at the mo-
bility edge is lower than expected.

Every step of our model is uncertain at least by
a numerical factor of order unity. It is our hope
that further work will lead to a better determination
of these factors and to better agreement with ex-
periment. The model is useful in giving a micro-
scopic picture that can be applied both to optical
and to electrical properties of amorphous semi-~
conductors.

Note added in Proof. A recent calculation®? of
hopping conduction near the Fermi level®® suggests
that the hopping conductivity is comparable to the
conductivity of carriers above the mobility edge
near room temperature, and exceeds it at lower
temperatures, for the samples considered here.
This helps to resolve some of the discrepancies
noted above.
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