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In this paper two methods are presented for calculating the spin-pair correlation functions for
an exchange-narrowed system of spins. These methods are applied to an isotropic Heisenberg
paramagnet with a relatively small anisotropic interaction. The first method consists of a mi-
croscopic derivation of the spin correlation function itself. By neglecting successively higher
correlation functions, a usable equation is obtained. In the second method, sum-rule moment
expansions are used to determine the frequency-dependent linewidth rather than the spin cor-
relation function itself. Electron-paramagnetic-resonance line shapes are evaluated using these
techniques and are compared with experimental data and with other theoretical work.

I. INTRODUCTION II=-P @t,S,(n, t}

Although the fundamental physics of exchange
narrowing has been understood for some time, ' ~

to our knowledge there has been no truly micro-
scopic derivation of equations describing the pro-
cess. Calculations of exchange-narrowed line-
widths are usually made by fitting a profile I((tt) to
various moments of I. Since the line shape is de-
termined only if I((d) is fitted to all moments, it is
customary to assume a line shape whose param-
eters are characterized by the moments available. '
It turns out that one must assume the "right" form
for I(~) in order to obtain an answer that agrees
well with experiments. Of course, in practice one
uses the additional input that the experimentally
observed line is essentially Lorentzian in charac-
ter. It is the purpose of this paper to derive equa-
tions describing exchange narrowing from micro-
scopic equations of motion without assuming a func-
tional form and to study a sum-rule moment fit for
the spin correlation functions which is somewhat
different than the method usually employed.

In the remainder of this section the model and
some properties of the spin correlation functions
used are discussed. The equations used to describe
exchange narrowing are derived in Sec. II. In the
first method microscopic equations of motion for
the spin operators are used to construct an expres-
sion for the frequency-dependent linewidth and thus
the spin correlation function. The basic approxi-
mation used is a factorization of a four-spin cor-
relation function. The second method employs an
exact spectral representation of the spin correla-
tion function to generate approximations to the line-
width in terms of a moment sum-rule method.
The methods are compared with other methods and
with experiments in Sec. III.

The full model used in this paper is an aniso-
tropic Heisenberg paramagnet in a uniform external
field. The Hamiltonian is

S,(n, t) Z„(n, n') S,(n', t),

where S(n, t) is the spin operator at the site n which
evolves in time t according to the Heisenberg rep-
resentation. Latin subscripts refer to Cartesian
directions and ho = &,HO, where Hois a uniform ap-
plied magnetic field which defines the z direction.
The energy Zt&(n, n ) describes the interaction be-
tween spins at different sites n and n . It is con-
venient to break J',

&
into an isotropic and noniso-

tropic part:

Z„(n, n ) =J„(n,n) =Z„(n', n)
=Jo(n, n ) 5„+I„(n,n ),

Jo(n, n') = ,'Qt J„-(n, n''), J'„(n, n) =O

where I i, (an example of which might be the dipolar
interaction) is assumed to be much smaller than Jo.

The properties of the system described by the
above Hamiltonian are conveniently discussed in
terms of the dynamic response functions which ex-
press the linear response of the system to an addi-
tional weak field. ' To first order

~(S,(n, t})= & ['"dt'x„(nt; n', t')f», (n't'),

X„(nt; n't')=(I/It)q(t t')([ (Snt)—, S,(n', t')]),
where tl(t) is the step function and the angular
brackets (X) denote the average value of X in the
canonical ensemble. The quantity 5(S) is the spin
induced by the additional weak field 5II. Since the
system is translational1y invariant in time and has
the invariance of the crystal lattice under transla-
tions through a lattice vector, y can be transformed
in space and time according to the prescription

il ~ (tt - tt') - ill ( t - t')

~ tt0

xx tt(q, (d), (4)
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where the summation is carried out over all wave

vectors q in the first Brillouin zone. In addition,

y, &(q, ~) obeys the Kramers-Kronig relation
goo 1 Il

( )
der ~,(q, (u )

(5)
QQ

where e is infinitesimal and positive. The spectral
weight function y, ~(q, &o), the imaginary part of

y&&(q, &u), gives the absorptive response and, in the
limit q - 0, is the quantity often measured in elec-
tron-paramagnetic-resonance (EPR) experiments.

It is convenient to introduce a spectral represen™
tation for y„(q&u) which is useful in discussing line-
widths and line shapes. In the following, let the
subscript ( denote the combinations of subscripts
zz, +-,»d -+ whereS, =S„+iS,. Further, let h,
be 0, h„and -tt, when $ is zz, +-, and —+, re-
spectively. Now note that y may be written in the
following form'~:

y.c(q 0} [ dry I~(q &u)

X((q, z) '
J z (o —z

since the left-hand side is an analytic function of
complex z except possibly on the real axis. After
a little algebra this can be put into the form

[y, (q, z)/lt, (q, 0)] —1=-z/[z —Iti - ~i(q zH

( )
d(u r, (q, ~} (I)

&(q, z =
m QQ

To evaluate y(z) for real &u the analytic continuation
z -~+i~ is used to obtain

y,"(q&u) 4, r~ (q|d)

g, (q, 0) [(g —h, —a, (q, (u)]+ r, (q, (o)

In this form it is easily seen that r, (q, &.&) is a fre-
quency- and wave-vector-dependent linewidth and
that n~(q, &u), its Kramers-Kronig partner, is a
frequency shift or the dispersion.

II. FORMULATION

A. Microscopic Formulation

Since it is assumed that the nonisotropic part of

J&& is much smaller than the isotropic part, the
spatially uniform (q =0) decay rate or linewidth
may be calculated using perturbation theory where
H~, the part of the Hamiltonian containing I„(n, n ),
is the perturbation. The isotropic part of the Ham-
iltonian does not contribute to this decay rate. The
frequency-dependent transition probability from
state a to state b is

W„((d) =(2'/5) ~&a(Hp~ b) ~'5(E, -E,+if(0) (9)

to lowest order in H~. For reasons which will be-
come clear later, however, the decay rate for all
q, not just q=0, is also calculated, and thus H~ is
replaced by H in Eq. (9}.

For the decay rate I „(q,~), appropriate to

y„(q, &u), only that part of H which does not com-
mute with S,(q) is used. The total decay rate or
linewidth is obtained by averaging 8' over initial
states, summing over final states, and dividing

by 2. After expressing the 5 function as a time
integral and using the time development of the op-
erators in the Heisenberg representation, it is
easily seen that1,„, & [S,(q, t), H] [S,(q, 0), H] &

rgb qq (d =
2y)

dte
&y (~)&

(lo)
where

s,(q, t)=g. s,(n, t)e "'
Th'e thermal average is over states of H (a Bril-
louin-Wigner-type perturbation theory) and

&s,(n„ t)s, (n., t)s,(n„o)s,(n„o)&

= &s,(n „t)s„(n„o)&&s,(n„ t)s, (n„o)&

+&S,(n„ t)S, (n„O)& &S,(n„ t)S,(n„O)& . (13)

Except for terms of order (Phho)' compared to 1,
this decomposition becomes exact in the limit J-0
(where P= I/kT, the inverse temperature in energy
units). These last terms are insignificant in the
regime considered in this paper. Further, since
it is assumed that the isotropic part of J,&

domin-
ates the anisotropic part, only those correlation
functions which conserve spin are appreciable,
i. e. , &S,S &, &S S,&, and (S,S,), while those which
do not are negligible, i. e. , &S,S,&, &S,S,), and

The fluctuation-dissipation theorem' can be used
to relate the above spin correlation functions to the
y„(n, n, u&) discussed in Sec. I. The prescription'
is
f„(n, n '; t —t ') = ,' &S,(n, t)S—,(n ', t ')&,

)(I~ (n~ n q (d) = (1 —e }f(g(n& n ~ R)

= (e'""—1)f,;(n', n; —(e),

where f is transformed according to Eq. (4). After
a considerable amount of algebra, the following
equation is obtained:

[S,(q, t), H]=! Q [Z„(n, n')S (n, t)S, (n';t)
at, e') l

—Z, (n, n')S, (n, t)S, (n', t)]e "' . (12)

In this equation, the spherical vector components
of A (A„A, =A„+ iA, ) are used but the sum over I
refers to Cartesian components.

In order to get Eq. (10) into a useful form, some
further approximations must be made. The approx-
imation made here is to factor the four- spin cor-
relation function into products of two-spin correla-
tion functions. Since only correlation functions
that depend on a time difference will contribute,
the approximation becomes
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where

1

=4@ ( O} & Z 0 (4 [Z„„(q')+J»(q') —J„„(q'—q) —Z»(q' —q)]2g, (q', co')g, (q' —q, ~'- &)
m ao

+ [~ (q )+~~.(q )lg~. (q & )lg,-(q —q, & —~)+g (q —q, &u +~)]+ 4 ([z„„(q ) —z»(q )]

[&.,(q')+& (q'-q) -&„(q') -&„(q'-q)]+4J„,(q')[J„„(q )+Z„,(q —q)] )g, (q'(g )

~[g, (q' —q, —(u —(&')+g. (q' —q, (e —(u')]J (Is)

Ag(q~) = Xi&(q, ~)~~ (16)

The high-temperature limit, Pk&u « I for all relevant frequencies, has been assumed. The exchange func-
tions J', &(n, a }have been Fourier transformed in the same way that the spatial part of y;&(n, n; f —t ) was
and N is the number of atoms in the crystal.

In a similar fashion, the linewidth function for y, (q, ~) is seen to be

Z " ([-'~..(q ') + -'~„(q'}—~..(q —q '}]'A,-(q
'

')A"..(q ' - q,
~ OO

+(z„.(q')[z„,(q')+z„,(q'- q}]+I„(q')[&„(q'-q)+&„(q'- q)]).[g„(q'~')g.,(q'- q, ~ —~')

+ 4 g, .(q'~') g, (q'- q, (u —~')] + -,'[J'„,(q')+Z', ,(q')]g„(q'(u')g, (q'- q, (o+ ~')

+ -'([J„„(q')—Z»(q')]'+ 4J„,(q'))g, (q'&u') g„(q' - q, ~ +~')) .
I

Note that if q =0, only the anisotropic part of J,&

contributes to the I"s as indicated in the discus-
sion preceding Eq. (9).

Since A(q&u) can be obtained from r(q, ~) and

(qv) can be obtained from b, and I', Eqs. (8),
(15), and (1V) form a set of coupled nonlinear
integral equations for y, (qu!) and y„(q&u). Before
relating these equations to other work and discuss-
ing their validity, another method of evaluating I"

will be examined.

B. Sum-Rule Moment Expansions

In this subsection a sum-rule moment expansion
for the spectral function will be explored. Since
the spin-spin lifetime is relatively independent of
Ho and crystal orientation for many substances,
only the special case of Ho =0 and a cubic lattice
with interspin spacing a is considered in this sub-
section. Under these assumptions, y = 2y„and
I, =I"„, and we write y„=-y„. Since EPR experi-
ments are performed with essentially spatially
uniform external fields, all equations are in the

q =0 limit and the q dependence of all quantities
will also be suppressed.

The absorptive susceptibility or spectral function
(~} is totally determined by the collection of all

of its moments M„, where

cf(d „y 1' ((d) (16)
q(o)

This definition is chosen to conform with that con-
ventionally used: (i) Only even moments are non-
zero, (ii) Mo = I, and (iii) y "(&u)jy(O)&u is the spec-

tral profile I(v).
The usual procedure is to assume an m-parame-

ter functional form for 1(&o) and to fit the functional
form to the first 2m moments. The procedure~
used here is to use the spectral representation
given by Eq. (6) and to fit an assumed form for r(u}
to its moments. By performing a high-frequency
expansion in powers of z 2 on the representation
given by Eq. (V) and equating coefficients, the mo-
ments of r(&u) can be related to the moments of

(~). The first three moments L„, where

—(o"r((u),d(d (»)

are related to the M „by the equations

I,o = M~, I 2 = M4 —M2, I,4 = M~ —2M4M2 +M2

(2o)

The moment sum-rule expansion described in this
subsection has the advantage of being easy to com-
pare with the results of the microscopic equations
in Sec. IIA. It is also in some respects more sat-
isfying than the conventional method for the follow-
ing reasons. Since all moments of both r(v) and

I(&u) are finite, both functions must decrease ex-
ponentially as I + t -~. As is shown in Sec. III,
when virtually any simple function [such as
A exp(- (youl~)] is used for r(&u), results are ob-
tained from the first few moments which agree
reasonably weQ with experiments. In addition,
both line shapes which are Gaussian-like and line
shapes which are I.orentzian-like can be described
by the use of a single-function form for r(&u). For



the example given X "(&o) is Lorentzian in charac-
ter if t yes t «1 and is exponentially decreasing in
character if )yw]»1. The above method is pref-
erable if I'(u&) is expected to exhibit less structure
than y (~). This is the case for exchange-nar-
rowed systems where y (~}is Lorentzian for
small ~ but must be exponentially decreasing for
sufficiently large e.

C. Discussion

Consider now the validity of the approximations
which led to Eqs. (15) and (1V). The use of second-
order time-dependent perturbation theory is valid
if the relevant matrix elements are much less than

typical energy differences. If j=0, the matrix el-
ements are of order I,„. When qa «1 (where c is
a, lattice spacing), there are additional terms of
order Jo(qa), and when qa is not small, the matrix
elements are of order Zo. Since most energy dif-
ferences are of order Jo, this approximation is
good when qa «1 and lI&&l «Jo. In fact a moment
sum-rule expansion shows that this gives all mo-
ments M„correctly except for terms of order
(I&&/Jo) and (qa) compared to 1. This paper deals
primarily with the limit qa -0, so that these terms
cause no trouble. On the other hand, approximat-
ing the four-spin correlation function by products
of two-'spin correlation functions is more serious.
It might be expected that this gives reasonable re-
sults only in the high-frequency limit K&@»JO(qa) .
However, if H~ is zero, the phenomenology~ of
spin diffusion says that II'(q, cu) is independent of
the ratio I ~/Jo(qa)~ for smail q and &o (qa «1,
K&u «J,). It is expected that this behavior will per-
sist even with the addition of HI, and thus hl'(g, a&}

will contain terms of order I /JOand Zo(qa)3 fo'r

small q and cu, again independent of the ratio
n(u/Jo(qa)'.

(y,h)'(5„- Srp,/ )~
I)g(Ay Q g r3 y (21)

where r is the vector from e to e whose Cartesian
components are ~,. The line shape observed9 in

III. COMPARISON

In this section the results of Sec. II are evaluated
and compared to experimental results on the cubic
antiferromagnet RbMnF3. Only the high-tempera-
ture limit is considered, and thus

q„(q, o)=-.'q, (q, o) =-', ps(s+1)

independent of q. The magnetic Mn ions in RbMnF3
have spin —, and form a simple cubic lattice with
spacing c = 4. 24 A. Jo(u, a ')/0 is 6.8 'K for near-
est neighbors and essentially zero for furthex neigh-
bors. The anisotropic part of the Hamiltonian is
believed to be almost entirely due to the dipolar in-
teraction

this substance ls Lorentzian with a llnewldth of
58 6 or 1.0x109 sec '.

A. Microscopic Equations

First consider an estimate of the frequency-de-
pendent transverse linewidth I', (&o}= I', .(0, &o} from
Eq. (17}. This expression involves a sum and an
integral over the y (j, &u}. Since no good solution
exists for these quantities even in the absence of
the dipolar interaction, the phenomenological. form'

y (i, )=y (q, O)Dq'/[( -a, )'+ D'q'] (22)

is used, where D is the diffusion constant. This
form is phenomenologically correct for small q
and ~ except for corrections due to I,~, which are
important only over a negligibly smaB volume of
phase space. The products of I„'s in Eg. (1V) are
replaced by their averages over the BriQouin zone.
In view of the crudity of Eq. (22) and the fact that
the I,&(q) are slowly varying, this additional sim-
plification is well justified. Finally, the sum over
q is replaced by a spherical integral. Using these
simplifications, the following equation is obtained:

I„(~}=~[f(~- 2a, )+-', P(~ —a, )+-', f(~)+ t(~+a,)],
(23)

where

(68)'I3

f(«&) = 2X JV Ag g)
(d +4D X 27t

4 =—', &,
'I's(s+1)~,',

where the sum over ~& includes all neighbors of a
given magnetic ion.

The T rule can easily be seen from these equa-
tions. If D»ho, I'+.(&0) is 0 times as large as
when D«&o. In the limit of extreme exchange
narrowing, D»ho,

~ (~ ) ~ (0)
(5A/D)(6&)'"

The diffusion constant D can be expressed in terms
of Jo and ~ as D = (Ja'/I' )[S(S+I)] '"n, where esti-
mates of n range from about 0. 2 to 0.4. For
HbMnF3, this gives y ranging from about Q. 25x109
sec ' (l4 G) to 0. 5&&10' sec ' (29 6}, which is ~ to
& of the experimental value. This discrepancy is
not surprising because the phenomenological form
of y (j, &u) used in Eq. (17) is valid only for smaG
q and (o. More realistic forms for g (j,v) at
higher values of q mill increase the value for y by
a factor of 2 or more.

The virtue of this method is that the Q factor and
older of magnitude of y can be clearly seen from a
microscopic derivation. It appears to be useful for
calculating y more exactly only if the nonlinear in-
tegral equation can be solved or a better solution
for y (q, &u) can be obtained in the absence of I,&
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B. Sum-Rule Moment Expansion

Now consider the sum-rule moment method for
evaluating I"(~) which was described in Sec. II B.
(Recao that only the case of a cubic lattice and
HO=0 was considered. } The first three moments
for RbMnFS have been computed by others and the
first three nonzexo I.„are

L 0=2. 6&x10~' sec ' (9.0x10' G'),

I,,=10" sec-' (1.1xlo" G'),
I., = 8 x 10" sec ' (1.1x 10"G')

Without further knowledge of the details of the
system, I"(v) is arbitrary except that it must be
non-negative (stable system) and it must decrease
exponentially as I &u I approaches infinity (all mo-
ments are finite). A possible simplest function
that satisfies these requirements is

I'((u) =y e —
i
o.&u i', (25)

where y=I'(0) has units of sec ', n has units of
see, and p is a positive number.

By fitting y and n .(with arbitrary p) to Eo and I.„
one finds that

I$I (8/P 1/8

~ '+ i,r'(i. /p)

P(8/p} 1/2
=0.89P s(, , x10' sec 'I' ljpj

If one wishes to make a two-parameter fit, claim-
ing the freedom to choose p as the freedom of
choice of functional form, results ranging from
y = 0.4 x 109 sec ' or 2& G (when p -~ ) to y -~,
i.e. , infinitely large linewidth (when p-0), may
be obtained. The somewhat appealing choice of
p =2 yields y =0.55x 10' sec '

(&2 G), about one-
half of the experimental value. If the third mo-
ment 14 is used to determine p, the result is
p =0.85 and y -—1.2 x 10 sec ' (70 G), in good
agreement with the experimental value of 1.Ox 10
sec '

(5& G).
The above analysis has been written in such a

way as to point up the arbitrariness involved in
choosing a functional form. The method used in
the present paper is in some sense more pleasing
in that much of this arbitrariness is removed. On
the other hand, it is not clear how quickly the mo-
ment method converges and the result y = 1.2x10
sec may only be fortuitously close to the experi-
mental value. Unfortunately, one feels that higher
and higher moments of I (&u) [or 1(&u)] have less to
do with the values of these functions near + =0.

~Supported in part by the National Science 'Foundation.
~J. H. Van Vleck, Phys. Rev. 74, 1169 (1948).
P. Vf. Anderson and P. R. %'eiss, Rev. Mod. Phys.

35, 269 (1953).
R. gubo and K. Tomita, J. Phys. Soc. Japan 9, 888

(1954).
4See J. E. Gulley, Daniel Hone, D. J. Sealapino, and

B. G. SQbernagel, Phys. Rev. 8 1, 1020 (1970).
See, for instance, L. Kadanoff and P. C. Martin,

Ann. Phys. (N. Y. ) 24, 419 (1963).
This is essentially the spectral representation used

by H. S. Bennett and P. C. Martin, Phys. Rev. 138,
A608 (1965).

YThis treatment is very much like the analogous treat-
ment for diffusion discussed in Ref. 6. Extensive work
using sum-rule moment expansions for the isotropic
Heisenberg model has been published. See, for example,
Daniel G. Mcradden and Raya A. Tahir-Kheli, Phys.

Rev. 8 1, 3671 {1970);%'. Marshall and R. D. Lowde,
in BePorts on Progress in Physics (The Institute of
Physics and the Physical Society, London, 1968), Vol.
XXXI, Pt. II, and references therein.

C. G. Windsor and R. %. H. Stevenson, Ploc. Phys.
Soc. (London) 87, 501 (1966).

9J. E. Gulley, B. G. Silbernagel, and V. Jacearino,
J. Appl. Phys. 40, 1318 (1969).

This is a generalization of the form considered in
Ref. 6. By studying the integral equations derived in
this paper when I;;= 0, it is reasonable to expect that
I'{q, cu) goes as q independent of (d for small q and ~.

There are many references on this. See, for instance,
M. Blume and J. Hubbard, Phys. Rev. B 1, 3815 (1970),
and references therein.

Since the word "simplest" has no well-defined mathe-
matical meaning, Eq. (25) is arbitrary to that extent.


