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The wave functions produced by a new band calculation for ferromagnetic iron are examined
by computing from them charge and spin densities both at the nuclear position and at other po-
sitions throughout the unit cell. Excellent agreement is achieved between the measurable ex-
perimental and theoretical quantities, namely, charge and spin densities, the isomer shift, and

the hyperfine field. It is shown that the earlier interpretation of neutron-diffraction data and

the pressure dependence of the hyperfine field in favor of a negative polarization of the 4s states
is not soundly based. From our consideration of the band contribution to the hyperfine field,
the 4s electrons are found to be positively polarized.

I. INTRODUCTION

It is unquestioned that the ferromagnetism of
transition metals reflects an unequal spin popula-
tion of the bands derived from atomic 3d states.
Naively, one would expect that the bands derived
from atomic 4s states would be polarized by the
exchange interaction with the d states to give a net
4s moment parallel to the 3d moment. To this
simple picture we have to add the effects of hybrid-
ization of s and d states which add an antiparallel
component of polarization to the s bands, ' and the
resulting moment can be either positively (paral-
lel) or negatively (antiparallel) polarized. Experi-
mentally, evidence has been found that has been
interpreted to mean that the 4s states of iron, co-
balt, and nickel are actually polarized negatively.
In this paper we consider the properties of the wave
functions of conduction electrons in ferromagnetic

iron as derived in a new band-structure calculation
described in a previous paper, with particular em-
phasis on magnetic properties. We reexamine the

question of the polarization of the 4s electrons and

conclude that they are positively polarized.
The evidence cited for negative polarization is

threefold: (a) the angular distribution for the
scattering of polarized neutrons2; (b) the pressure
dependence of the hyperfine field'; (c) the angular
correlation of y rays from the annihilation of polar-
ized positrons. 4 We do not consider here (c); how-

ever, the interpretation of the positron-annihilation
experiments in favor of a negative 4s polarization
has largely been discrediteds; it is accepted that for
some momenta there is a negative polarization in

iron and nickel, but it has not been possible, so
far, to derive a net polarization integrated over
all momenta.

We must emphasize at this point that we do not
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II. REVIEW OF BAND-STRUCTURE METHODOLOGY

The wave functions used for the calculations re-
ported here were found by a method described in I.
Conduction-electron states generically related to
atomic Sd and 4s states were described by wave
functions
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(2. 1)

challenge the veracity of any experimental data,
but only the interpretation of the data. Thus in
Secs. III and V we use the experimental results
for the spatial distribution of spin and for the x-
ray scattering form factors as a gauge of the ac-
curacy of our wave functions. We find excellent
agreement between our calculated quantities and
the experimental results. Then with confidence
in our wave functions we use them to examine (in
Sec. V) the fundamental assumption used in the in-
terpretation of the neutron-diffraction data, that of
a crystal-field model, and show that such an as-
sumption does not have validity for the band-d
electrons of iron.

Anderson' has examined the pressure dependence
of the hyperfine field and the spin per atom for iron,
cobalt, and nickel. When pressure is applied, the
hyperfine field per spin in each case becomes more
negative. In iron this occurs in spite of the fact
that the change in total hyperfine field is positive
with increasing pressure. Hence, we must distin-
guish two effects, the first, a change in Fermi-
surface geometry which allows a redistribution of
population of the magnetic electron states, and the
second, a change in contribution per occupied
state. We are concerned here with the second ef-
fect. Anderson reasons that pressure will have
little effect on fairly compact 3d wave functions,
and so the exchange-induced core polarization
(ECP) contribution per spin is unlikely to change
significantly with pressure, whereas the density
at the nucleus for the 4s wave functions will be al-
most proportional to the volume changes of the
whole solid. Since an increase in pressure in-
creases the magnitude of the contribution per spin
from the 4s states, he therefore concluded that the
4s states give a negative contribution to the hyper-
fine field, and this in turn suggests a negative
polarization of the 4s states. In Sec. VI, we cal-
culate the various contributions to the hyperfine
field and again are able to get good agreement with
experiment. We find the band contribution to be
positive, implying positive 4s polarization, and
show that Anderson's assumption of a constant core
contribution per spin is suspect.

In Sec. II, we review briefly the method used for
the band-structure calculation. The isomer shift
is treated in Sec. IV. Section VII is a summarizing
discussion.

where X and p. &
are variationally derived expansion

coefficients, the u„are tight-binding wave functions
formed from atomic d states, and uo~„are orthog-
onalized plane waves (OPW). The OPW expansion
goes to second nearest neighbors in reciprocal-
lattice space. The form (1) has sufficient flexibility
to describe both diffuse s states (X =0, p, t0),
compact d states (X„A 0, p; small), and any hybrid
of these. The radial dependence of d states is not
limited to that of the tight-binding functions used
in the expansion since the plane-wave parts of the
OPW can contribute l =2 character, and thus spin
densities can be meaningfully calculated.

Matrix elements of the Hartree-Fock Hamiltonian
were computed from (2. 1) using a variety of numer-
ical techniques. Exchange matrix elements were
.computed directly without making a local approxi-
mation. Corrections for correlation effects were
included by use of the "Coulomb hole plus screened
exchange" formalism' for s-like states, and an ef-
fective exchange formula due to Hubbard for the
d-like states.

Wave functions and energies were computed at
110 inequivalent points in 4& of the Brillouin zone
(BZ). For the results reported below, contribu-
tions from each point were totaled using weighting
factors assigned on the basis of volume elements
of the BZ associated with the points, and on popu-
lations of the various states at the points. Two
complete calculations were made, corresponding
to magnetic moments of 2. 06 and 2. 19 ps/atom.

III. CHARGE DENSITIES AND X-RAY SCATTERING FORM
FACTORSi

As a first test of the merit of the band wave
functions, charge densities were calculated from
them, and the charge densities were then Fourier
analyzed to give the x-ray scattering form factors.
The resulting form factors for the band structure
when magnetic moment is 2. 19 p, a/atom are listed
in Table I along with the form factors calculated by
Wakoh and Yam'ashita" (WY), and experimental
form factors. ' The slight difference between
the core contribution listed here and those listed
by WY are due to different wave functions being
used for the core states.

It is seen that considerably better agreement with
the experimental form factors is obtained by the
present calculation than that of. WY, their results
being consistently higher than the form factors
calculated here, implying a more localized charge
density than ours. The band contribution is only a
small proportion of the total form factor, and the
core contribution is very accurately known. Any
discrepancy between the calculated total form fac-
tor and the experimental one reflects an inaccuracy
in the band wave functions. In WY's calculation,
the discrepancy is large, compared with the band
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TABLE I. X-ray scattering form factors. The second set of experimental results listed here have been artificially
scaled so that the (2, 1, 1) form factor agrees exactly with the first set; this was done because the author of the second
set was not able to calibrate his form factors in an absolute sense.

Scattering
vector

(1, 1, 0)
(2, 0, 0)
(2, 1, 1)
(2, 2, 0).
(3, 1, 0)
(2, 2, 2)
(3, 2, 1)
(4, 0, 0)
(3, 3, 0)
(4, 1, 1)

Core
contribution

15.152
13.149
11.700
10.626
9.812
9. 182
8. 685
8, 286
7. 958
V. 958

Band
contribution

2.438
l. 129
0. 853
0.-627

0. 536
0. 384
0. 156
0. 008
0. 038- 0 ~ 014

Total for this
calculation

17.59
14.28
12.55
ll. 25
10.35
9.57
8.84
8.29
8. 00
V. 94

Experiment
(Ref. 12)

17.63+0.20
14.70+0. 23
12.62+0. 21
ll. 13+0. 20
10.10+0.19
9.13+0.25
8.75+0. 19

V. 68+0. 21
V. 68+0. 21

Experiment
(Ref. 13)

17.40
14.24
12.62
ll. 09

Wakoh and
Yamashita (Ref. 11)

18.55
14.89
13.01
11.65
10.53
9.65
8. 94
8., 40
8. 03
8. 02

contribution, so they were somewhat dissatisfied
with their results.

It is important to identify the procedural element
in the present calculation which has led to the im-
proved result. The dominant differences between
the two calculations are the respective analytic
forms of the wave functions and the treatments of
correlation and exchange. It is at first tempting
to assume that the problem in the calculation by
WY centers on the difficulty of describing d-state
wave functions which are localized and directional
with a sum of plane waves in some region, i.e. ,
between muffin tins. However, this does not seem
a likely explanation because, if it were true, their
energy-band calculation would have suffered from
convergence difficulties. In addition, the d-spin
density calculated in the present work can only be
produced by the OPW components of the d-state
wave functions, so that the accuracy of the d-spin
density distribution discussed in Sec. V reveals the
adequacy of a plane-wave expansion for the calcula-
tion of charge densities in the outer regions of an
atomic cell.

A recent OP% calculation" of charge densities
in Si, Ge, and ZnSe, employing up to 230 plane
waves, produced well-converged energies and
charge densities which were in qualitative agree-
ment with experiment, but which lacked quantita-
tive precision. The authors attributed the defi-
ciency to the inadequacy of the local exchange-cor-
relation potential because this was the only signif-

/
icant approximate feature of an otherwise high
precision calculation. A similar conclusion was
reached by Arlinghaus" by consideration of the
charge densities for copper produced by his APW
calculation using the p'" exchange. The exchange
potential used by WY was also of this form, where-
as, for the present calculation, the nonlocal Har-
tree-Fock exchange was used and corrections for
correlation effects were incorporated. It seems
clear, then, that this more realistic treatment of
exchange and correlation is the decisive factor in

improving the accuracy of the calculation of the
charge distribution.

Figure 1 depicts the computed charge densities
in the [100], [110], and [111]directions.

IV. ISOMER SHIFT
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FIG. 1. The radial distribution of charge density
deduced from the band wave functions. The solid line,
dotted line, and dashed line are for the [100], [110],
and [111]directions, respectively.

The isomer shift e is measured in Mossbauer
experiments and is linearly related to the charge
density of the extra-nuclear electrons at the nucleus
undergoing the transition

e = o.
l $(0) l

+ const . (4. 1)

The e is a calibration constant for the particular
nucleus, which is related to the change in nuclear
radius during the transition and which may be de-
termined by measurements of the isomer shift for
two chemical species for which the magnitudes of
I $(0)1 can be calculated with good accuracy. That
is, the quantities of interest are

"=~ [Ie~«) I' le, (0)-I'] (4. 2}

Before discussing our band contribution to the
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isomer shift, we wiQ briefly review the experimen-
tal and theoretical situation, principally as dis-
cussed by IngaQs~e and Drickamer, Vaughan, and
Champion. '7 For the Fe~v nucleus, 0. has been
deduced" from (4. 2) by measurements on ferrous-
and ferric-iron compounds, coupled with wave
functions taken from free-ion calculations. ' The
value so deduced is n =0.47+0. 05ass mm/sec. On
this picture the difference I $(0)It between the fer-
rous and ferric states is entixely due to greater
shielding of the Ss electrons by the additional Sd

electron in Fe~'.
The use of free-ion wave functions has been

called in question by a number of authors. 20 ~3

Gol'danski and Danon ' both argue on the basis
of other physical evidence (x-ray absorption spec-
tra, optical data, electronegativety, and molecular-
orbital calculations) that, whereas the free-ion
picture has substantial validity for Fe ', covalency
in Fe ' produces charge transfer to the iron site
of both 4s and Sd electrons. The 4s charge density,
which is estimated to represent from 0.32 (Ref. 21)
to 1.25 (Ref. 20) electrons, contributes directly to
I $(0) Is, while the additional 3d density acts to
screen the 3s density, reducing I g(0) I . Although
the authox's do not agx'ee on the equivalent

configu-

rationn for Fes', they both predict a value for the
calibration constant of about —0.2a,' mm/sec. A
second suggestion by Simanek and Sx'oubek is that
a significant contribution to I $(0) IS can come from
distortion of core orbitals due to overlap of ligand
orbitals. These authors find o, = —0. 16m,'mm/sec.

Ingalls has recently studied the isomer shift in
a number of situations where both states occurring
in (4. 2) refer to metallic iron (pressure dependence
of the isomer shift, Curie point anomaly, phase
transitions), and he finds that better agreement
with experiment is obtained by choosing 0. = —0. Sveos

mm/sec. The use of two metallic iron states should
be favorable for the cancellation of systematic er-
ror in the calculated charge densities, because, if

TABLE II. Charge and spin densities and hyperfine
fields at nuclear sites calculated from bvo sets of band
wave functions. For the first set of results the band
magnetic moment was 2. 06 pz/atom, while for the sec-
011cl i't was 2. 19 ps/atom. Majortty spill ls llldloatsd by

errors are made in the potentials, they should he
similar for the two states. The pressure experi-
ments have been repeated with greater accuracy
by Moyzis and Dxickamer ' and they conclude that
—n should not be less than 0. 28cos mm/sec, and if
IngaQs's assumptions are made concerning s-to-d
transfer with pressure, then Ingalls's value of o.

is reproduced.
From our band wave functions we can compute

dix ectly the conduction-electron contxibution to
I ((0)I', and this is listed in Table ll. Although

we do not calculate a self-consistent contribution
from the core electrons, we note that the Ss charge
density (134.00ao') from the 3d'4s atomic configura-
tion used as a starting point for the band calcula-
tion, is almost the same as that assumed by Ingalls
from his band calculation. However, our band con-
tribution of 4.82co is somewhat higher than his.
Since we calculated band wave functions for only
one lattice spacing and lattice structuxe, we are
obliged to use a free-ion state as the second state
when applying (4. 2). Using lngalls's values of
charge densities- for all but the band charge-den-
sity contribution, for which we use our own result,
together with experimental values of the isomer
shift we obtain

«(Fe') —«(Ze)
n =

( ), ( ),=-0.32m', mm/sec (4. 3)

«(Fe') —«(Fe)
n —

( ) z
(

)~=-0.18&~ mm/sec ~ (4.4)

We note that e derived from (4. 3) is closer to
lngalls's empirical result of —0. 3'fa', mm/sec than
it is to the value originally obtained using free-ion
wave functions for Fe ' and Fes', and —~ is greater
than 0. 28ao mm/sec, but the value of n given by
(4.4) is significantly in error. This is reassuring
because the assumption of ionic wave functions is
supposed to be adequate for the Fe~' but inadequate
for Fee'. %e interpret the deviation fxom equality
of the two e's as measuring p&", the covalency con-
tribution to the ionic charge densities. Accordingly,
we assume a =- 0. 3Va, mm/sec and calculate the
additional charge density needed for each ion, Ne
find

Magnetic moment Magnetic moment
=&. 06 Ss/atom = &. 19 p~/atom

(ao ) (ao )

Pa, =0.56~,',
P3~' = j..09+0

(4. 5)

(4.8)

Hyperfine field SG)

2.421

2. 311

4.732

0. 110

57.7

2.441

2. 378

4.819

0. 063

33.1

These densities represent approximately 10-25Vn
of the charge densities due to an atomic 4s elec-
tron. ' The factors most significantly influencing
the specific magnitudes given are the assumption of
a value for n, the accuracy of the Ss-electron den-
sity estimation and the conduction-electron contri-
bution to I (F,(0)l . In each case the result for the
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V. INTERPRETATION OF NEUTRON-DIFFRACTION DATA

The amplitude for elastic scattering of neutrons
from a regular solid is the sum of two contribu-
tions, that due to nuclear scattering, and that due
to scattering from electronic orbital and intrinsic
magnetic moments. Interference between the two

types of scattering can be useful, both to produce2'24

polarized beams of neutrons and to measure the
magnitude and sign of the. magnetic scattering am-
plitude. The magnetic moment density is synthe-
sized from the scattering amplitudes by a Fourier
inver sion summation.

For ferromagnetic iron, the scattering ampli-
tudes have been measured and contour maps of spin
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FIG. 2. The radial distribution of spin density deduced
from the band wave functions. The solid line, dotted
line, and dashed line are for the [100], [110], and Illl j
directions, respectively.

Fe' ion is more sensitive to any change than that
for the Fe' ion. Ingalls's estimate of the 3s-elec-
tron density uncertainty is about 0. 1@0, but perhaps
there is an additional source of error from the fail-
ure of his assumption of a linear relationship be-
tween 3s charge density at the nucleus and maximum
3d charge density. Although such errors may change
the numerical values of (4. 6) and (4. 6), it is clear
that the order of magnitude is most dependent on the
band-electron contribution to ) $F,(0)l . If we had
used Ingalls's value for this quantity, we would have
found that covalency would have to subtract charge
density from the Fe ' ion, i.e. , the screening by
additional d electrons wouM have to outweigh the
effect of transferred s electrons, which seems un-
reasonable. ' '

The results (4. 3)-(4.6) are in agreement with
both our theoretical understanding of the role of
covalency, and the experimental value of n deduced
from consideration of the pressure measurements.
We conclude, therefore, that our value for the band
contribution to ( g(0)) of 4. 82a03 is realistic.

0.6

4 0.4

a 02

0.5~ ~I.5
RADIUS (a.u. )

2.5

FIG, 3. The radial distribution of spin density deduced
from neutron-diffraction measurement (Ref. 2). The
solid line, dotted line, and dashed line are for the (100],
[110j, and I,ill] directions, respectively. The dot-dash
line is the experimental resolution function.

density throughout the unit ceI,l have been calcu-
lated. 3 On the theoretical side, the band-structure
calculation reported in I gives us the conduction-
electron wave functions from which we obtain pre-
dicted charge and spin-density distributions.

For the purposes of comparison with the experi-
mental results, four symmetry lines were chosen
along which theoretical spin densities were calcu-
lated. Twenty-five points were chosen in each of
the [100], [110], and [111]directions and the re-
sults are plotted in Fig. 2 as a function of radial
distance from an iron atom. The experimental
results and resolution function given in Fig. 3 are
taken from the graph by Shull. ~

The general features of the experimental results
are well reproduced by the theory. In the region
r = 0. 5ao to about 1 7 lo the resolution function is
sufficiently small compared with the experimental
value, and it is found that the spin densities for
both experiment and theory are largest for the
[100]direction and smallest for the [111]direction.
The magnitudes are also in satisfactory agreement.
For distances greater than 2 Bohr radii, we com-
pare directly with the results of a more detailed
analysis of the experimental data. ' Figure 4
is reproduced from a schematic spin-density map
given therein. Of particular interest are the re-
gions in which the spin density is negative. Although

the graphs in Fig. 3 from earlier data show the spin
density going negative for all three directions con-
sidered, the analysis of Ref. 25 shows this. is not
the case for the [100] direction, but certainly oc-
curs for the [110]direction. The experimental re-
sults for the [111]direction are not unequivocal,
but it appears that the spin density remains posi-
tive. Just such behavior has been produced by the
spin density deduced from the present band wave
functions, which shows that only the [110]direction
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fuuenchec sytn = (by& + $(5/2& -1)&»,&q4)

FIG. 4. The spin density
for the interstitial regions
deduced from neutron-dif-
fraction measurements.
The magnetization is given
in kilogauss. The magni-
tudes shown differ from
those of Ref. 25 as a result
of revised calculations by
Shull. 26

shows slight negative spin density at large t.
As a further check, spin densities were calcu-

lated at 11 equally spaced points along a line joining
the midpoint of the cube edge to the face-center
position (see Fig. 4). The end points of this line
are equivalent points in that each is the midpoint
of a line joining second nearest neighbors. There-
fore, the spin density should be symmetric about

the midpoint of this bne. The results are listed
in Table III. It is seen that the symmetry condition
is satisfied, except for a systematic error of about

0. 2 + 10 p.aco . Spin densities ale obtained by
the subtraction of two almost equal charge densities
so that the computational error as a proportion of
the computed result becomes moxe significant. It
therefore appears that the systematic error rep-
resents the fact that for these small spin densities
we are operating near the limit of our computational
accuracy. If we allow for some additional random
error, we find the spin density at the midpoint of
the line under consideration to be (- 2.6 +0.3)
~10-3 p, ~ ao3 = —2.0 +0.3 kG, in agreement with the
experimental result of -1.6 +0.5 kG. At the ends
of the line, the theoretical result for the spin den-
sity is essentially zero. Since the spin density
along the [100 j line in this region is positive (see
Table IV), it is possible that the result should be
expressed as 0,. The experimental result is +1.0
+0.8 kG.

In an attempt to extract further physical. informa-
tion from the neutron-diffraction data, Shull and
Vamada, and%akoh and Yamashita have at-
tempted an analysis of the form factors on the
basis of a crystal-field model of the conduction-
electron states. Recognizing the need to incor-
porate the contribution due to the scattering by
some residual orbital moment, Shul. l and Yamada
write the total form factor as

9435uuencnec sytn+ 0' 057tunuuencnec sytn + f'cure

(5.1)
with

+(1 8fss sy)ny (5. 2)

P = Po~o+ P4~4+ Pe~e

where rc = 1/(47/)"2,
Irc Ir0+ &(10)1/2 (Irc+ Ir 4)

= (15/4w"2) (x'+y'+2' —$y",)/y',
Irc Ir0 1(14)1/2 (yc ~ y -4)

(5. 5)

= 14 (13/4v)"' gf ~' [x'+y'+2'-

+ ~2(x'y2+x'y'+x22'+x'22+y22'+y'22)])/r',

where F, is the usual spherical harmonics. The
coefficients po, p4, and pe were obtained by fitting

TABLE IO. Spin density along a line joining the face-
center position to the midpoint of a cube edge.

Displacement from face center

0. 0 (face center)
0. 1
0, 2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
l. 0 (midpoint of

cube edge)

Spin density
~Pg~o &&10 3)

-0.14
—0.42-l. 11
—l.89
—2, 45
-2, 63
—2. 39
~ 1e77
—0. 94
-0.20
+ 0. 14

where jo and j, are the spherica1 Bessel functions
of order 0 and 4, respectively. The resulting frac-
tional 4s magnetization is then

M,JM, =0.945 (I - (),
where M, is the total magnetic moment. The ex-
perimental group found y = 0. 53 +0.01 and $ = 1.10,
giving a 4s magnetization of —0. 21 p.s/atom. To
obtain these results, they had to assume values for
the Bessel function integrals based on atomic wave
functions. %akoh and Yamashita used the results
of their band calculation to find y = 0. 537 and t,

= 1.035, yielding a 48 polarization of —0.073
ps/atom.

Such an approach is only valid if the assumptions
of the crystal-field model are justified. The results
of the investigation here reported disagree with
those assumptions. The evidence for that statement
is as follows. Independently of the crystal-field
model, it must be possible to describe the charge
and spin densities of the electrons as a linear com-
bination of the basis functions for totally symmet-
ric representations of the cubic group. Accord-
ingly, the spin density was written as ~



TABLE IV. Spin densities in three directions and their analysis into Kubic harmonics. po, p4, and pe are defined
in Eq. (5.3). The last column gives the ratio of the coefficients of F4c from the spin and charge densities.

Radius (a. u. ) [lQO] [110] P11] spi n/ charge

0. 1
Q, 2

0.24
0. 28
0, 32
0.36
0.40
Q

0.48
0. 52
0.56
0. 60
0. 68
0.80
1.2
1.6
2
2. 1
2. 2
2. 3
2.4
2, 5
2. 6
2. 7
2. 8

0.0974
0.4215
0.5335
0. 6164
0.6688
0.6936
Q. 6956
0.6800
0.6516
0.6146
0.5725
Q. 5281
Q. 4395
0.3228
0. 1096
0.0393
0. 0137
0.0090
0. 0061
0.0038
0. 0021
0. 0009
Q. 0002
0.0000
0. 0003

0. 0668
Q. 2954
0. 3738
0.4316
0.4680
0.4851
0, 4862
0.4749
0.4546
0.4284
0.3987
0. 3673
0.3049
0, 2228
0.0739
0.0258
0. 0081
0, 0056
0. 0036
0. 0020
0. 0007-

-0.0003
—0. 0010
-0.0014
-0.0017

Q. 259
l. 141

Q. 0576
0. 2578
0.3263
Q. 3768
0.4084
0.4232
0.4240
0.4140

Q. 3469
Q. 3194
0. 2646
Q. 1927
0. Q627

0. 0218
0. 0083
0. 0069
0. 0060
0. 0055
0. 0056
0. 0061
Q. 0071
0. 0086
Q. 0108

l. 667
l.808
1.874
1,879
l.836

l. 542
l.421

0.864
Q. 288
0. 102
0. 336
0. 244
Q. 174
0.120
0. 008
0 ~ 006
0. 005
0. 006
Q. 007

Q. 3961 l. 758
0. 3731 l. 657

0.0283
0. 1167
0.1476
0.1707
0. 1855
Q. 1927
0. 1936
Q. 1896
Q. 1821
Q. 1721
Q. 1608
Q. 1487
Q. 1246
Q. 0926
0. 0333
Q. 0125
Q. 0033
0. 0018
Q. 0005
0. 0007
Q. 0018
0. 0028
Q. 0038
Q. 0048
0. 0058

0.022
0, 104
Q. 133
0. 155
0. 169
Q. 175
Q. 176
0. 172
0. 164
0. 154
Q. 142
0. 130
Q. 106
0, 074
0. 017
Q. 011
0. 042
Q. 057
Q. 075
Q. 097
Q. 123
0. 154
0, 194
Q. 242
Q. 302

—2. 34
—5. 06
-5.88
—6. 38
-6.65
-6.78
-6.84
-6.89
-6.94
-7.01
-7.09
—7. 19
—7.43
-7.83
—5. 96
—l. 9Q
—Q. 36
—Q. 18
-Q. 04

Q. Q6

0, 14
0, 20
Q. 24

0, 27
Q. 29

the spin densities calculated for the three direc-
tions [100], [110], and [111]to the expression (5.3)
and they are given in Table IV. It is to be noticed
that p6 is everymhere small. A significant feature
is that the only coefficient that changes sign is p4

for the larger distances. Since p4 derives its con-
tribution predominantly from d-like states, this
necessarily implies a spin dependence of the radial
part of the d-electron mave functions, and so ex-
pectation values of jp and j4 mith respect to the d
wave function are spin dependent. Equation (5.2),
homever, is constructed on the assumption that the
entire spin density is due solely to a population dif-
ferential betmeen the tmo sets of spin states. In
the last column of Table IV we list the ratio p4""/
p4"a'" as a function of radius. For a crystal-field
model this quantity should be constant, at least
where interatom overlap is small (i. e. , p6 small).
From x =0. 2'np to r =0.sap the magnitude of this
ratio increases by 50/o and is then followed by a
precipitous drop, reflecting the over-aD decline
in the spin density for radii greater than 1.Oap.

De Cicco and Kitz examined their charge and

spin densities, mhich were proportional to those
of Nakoh and Yamashi. ta, and both of these also
showed marked radial dependence of the ratio

spin / charge
4 4

It must be remembered that any polarization of
the 4s states mould be reflected in pp only so that
the decline of p48P" with respect to p4".~" shows that

the decrease in spin density in the outer regions of

an atomic site, leading to regions of negative po-
larization, are not adequately explained by a nega-
tive polarization of the 4s states. This does not

rule out the possibility of some negative 4s polar-
ization, but it does considerably diminish the use-
fulness of the crystal-field model in the interpreta-
tion of the neutron-diffraction data. This undoubt-

edly comes about by the failure of the crystal-field
wave functions and populations to adequately repre-
sent band wave functions whose radial character,
y t y p p t' , d lt' g p p l t'

change with position in the BZ. For example,
De Cicco and Kitz examined the radial character
of their d wave functions as a function of energy
and found typical variations of about 5%.

Although the crystal-field model fels, xt ls pos-
sible to retain some of its features for a qualitative
explanation of the spin-density distribution. In

some regions of the BZ there a,re some major&ty-

band states occupied while the corresponding mi-
nority-band states are empty. If, over-all the
charge clouds for such states tend to point in the

[100]direction, the population differential alone
will ensure that the spin density is always positive
in this direction. Suppose nom the states which are
preferentially oriented in the [110]direction are
predominantly spin paired. In that case the radial
part of the wave function can decide the spin-den-
sity behavior and can provide the regions of nega-
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tive spin density. No detailed analysis of the angu-
lar character of the wave functions found in I was
attempted, but by comparison with Wood's band
structure the symmetry classifications could be
determined, and it is readily seen that the neces-
sary conditions are met for the above qualitative
explanation of the spin-density distribution.

The band calculation thus appears to be mell
capable of reproducing the experimental spin den-
sities. The regions of negative polarization appear
to be caused by a spin dependence of the radial part
of the d-electron wave function. No evidence was
foond that the 4s electrons are antipolarized, but
neither was any found to the contrary. However,
the analysis which has I.ed others to conclude that
the 4s electrons are antipolarized has been found
faulty.

VI. HYPERFINE FIELD

Before presenting our results we mill review the
experimental and theoretical situations with respect
to the hyperfine field.

In a series of experiments on ferromagnetic iron
using the Mossbauer effect, Hanna and co-workers
demonstrated that (a) the direction of the nuclear
magnetic moment is strongly correlated with the
direction of magnetic polarization of the electronic
system, 'o~ (b) the magnitude of the effective field
causing the nuclear orientation is 333 kOe, ' and
(c) the effective field has a negative sign. Sub-
sequently, it has become apparent33 that this be-
havior is ' haracteristic of the transition metals
and their lloys. Although the sign of the hyper-
fine field as unexpected, ' it was immediately
recogniz d, both by the original experimental
group an3 by Goodings and Heine, " in the first
attempt at a theoretical explanation of the negative
sign that a potential source of a large negative field
was the core electrons. The Hamiltonian for the
interaction between the nuclear magnetic moment
and an electron spin is

where y, and y„are the electron and nuclear mag-
netogyric ratios, I and S, are the nuclear and e1ec-
tron spins, respectively. This is called the "Fermi
contact interaction. " Matrix elements of H, involv-
ing a non-s-like state are zero because of the 5

function in the Hamiltonian. If states of both spin
polarity are occupied, then the matrix elements
can be nonzero only if the magnitude of the wave
functions at the nucleus are spin dependent. A
mechanism which brings about this spin dependence,
ECP, was originally proposed by Sternheimer'6 in
his investigation of hyperfine fields of atoms and
is based on the fact that in the Hartree-Fock (HF)
equations for a given state there exist exchange
terms with all other states of the same spin, but
not with states of opposite spin. Thus, if there
are any unpaired spins in the system, the core-
state wave functions will be spin dependent. This
basic mechanism has been appbed successfully to
an explanation of hyperfine fields and other mag-
netic properties in a wide variety of substances. 3~

In Table V are listed the contributions to the
hyperfine field in iron as calculated by previous
investigators. The contribution from 4s states
that Goodings and Heine used is from an estimate
by Marshall on the basis of Pau1.i paramagnetism
of the conduction electrons due to an effective mag-
netic field via the exchange interaction with the
magnetic d electrons. In this model, the 4s-state
polarization is certainly positive and, assuming no
significant contribution from spin dependence of
the wave functions of states occupied by electrons
of both spins, the contribution to the hyperfine field
is certainly positive. Two entries are listed for
these workers for the ECP contribution. The first
is on the basis of a calculation for atomic iron
3d64s configuration. For the second, the d-state
wave functions were artificially expanded by 51& at
the maxima and 10/~ in the tails in order to simu-
late expanded wave functions which were believed"
to be appropriate for the metal. It is apparent
from the last column of Table V that they were un-
able to achieve agreement with experiment without

TABLE V. Hyperfine field in kilogauss as calculated by various authors.

Core-electron Band-electron contribution
contribution Direct Hybridization Total

Total hyperfine
field

Goodings and Heine (Ref. 35)
Atomic 3d 4s
Expanded 3d functions

Freeman and Watson (Ref. 39)
Atomic 3d64s2
Atomic 3d8

Muto, Kobayasi, and Hayakawa (Ref. 40)

Wakoh and Yamashita (H,ef. 11)

355
420

320
350

-1145
356

150

70-250
70-250

200
200

806

—52

-285 to (-105)
—350 to (-170)

-120
-150
-339
-408



K. J. DUFF AND T. P. DAS

the expanded functions, and that some agreement
was obtained by using those functions.

In order to pursue the impact of the expanded
wave functions and also to incorporate the belief
that the electronic configuration of the metal dif-
fered from that of the free atom, Freeman and
Watson repeated Goodings and Heine's calcula-
tion and also did a similar calculation for the 3d
configuration. The results for the 3d 4s config-
urations by both groups of authors are in substan-
tial agreement. Watson and Freeman point out
that, althoughthe Sd configuration does give an ex-
panded charge density, the spin density, which is
the relevant factor, is not significantly changed
and only decreases slightly the discrepancy be-
tween the theory and experiment. They further
point out that the artificially expanded Sd 4s
configuration gives a spin density in disagreement
with experiment. They further add that it is typ-
ical of unrestricted Hartree-Fock (UHF) calcula-
tions to overestimate the magnitude of the ECP
contribution. Thus Freeman and Watson discredit
the view that the negative hyperfine field is ade-
quately explained on the basis of an ECP contribu-
tion large enough to offset a positive contribution
from conduction electrons. The question of the
polarization of the 4s electrons is therefore clearly
relevant, and an estimate of environmental effects
on the ECP contribution is also necessary.

Two treatments of the iron hyperfine problem
using band-theory approaches have been given
previously and the results are given in Table V.
The first by Muto, Eobayasi, and Hayakawa'
produces a total hyperfine field in agreement with
experiment, but only by virtue of a judicious and
arbitrary choice of a hybridization contribution
equal to almost half the magnitude of the final re-
sult. It is somewhat disquieting that their individ-
ual contributions are significantly larger than the
estimates by both of the preceding sets of authors.
Additionally, Muto and co-workers found it neces-
sary to introduce rather arbitrarily chosen 3d wave
functions, again to simulate a spread-out charge
density. Further, the perturbation theory used by
these authors to calculate ECP effects is inaccurate.
For example, they use for the perturbed core states
the wave functions

~ @,o (n st l&Inst) ~, (sk&IAlnsf)
ns ns+~ n's +~ @4@k

~4sk

where A is an effective exchange operator. ' This
form of perturbation theory would require a care-
ful choice of one-electron excited states so that
they form a complete set. This would entail dif-
ferent excited states for different cores, which
have not been employed. Also, it requires a de-
tailed knowledge of both core and band-electron
energies. Thus this calculation serves only to

reinforce the view that the charge and spin den-
sities of the 3d electrons must be carefully treated,
and reaffirms that a large negative contribution
comes from ECP, but it does not quantitatively ex-
plain the magnitude of iron's hyperfine field.

The second band-theory treatment was by Wakoh
and Yamashita. " The contribution from core
states was found on the basis of the UHF calcula-
tion for the core states. The contribution from
the conduction electrons through the contact inter-
action was determined directly from the wave func-
tions of the occupied states at 14 symmetry points
in ~8 of the BZ. They claim a net polarization of
the 4s states of —0.011 electrons, contributing
—52 kG to the hyperfine field. They state that the
contribution comes solely from the unpaired 4s
electrons, and there is no contribution from spin
dependence of the 4s wave function. This result
appears to conflict with the band structure as given
by them, in which all minority states lie above the
corresponding majority states, necessarily imply-
ing that no matter which minority states are oc-
cupied, the corresponding majority states are also
occupied. That is, the inference from the band
structure is of a positive contribution to the 4s
population and to the hyperfine field. Hybridization
of 4s and 3d states can produce a negative contribu-
tion to polarization, and the influence of this will
be examined below.

From a perturbation-theory point of view, the
hyperfine interaction energy of core electrons may
be regarded as a second-order energy, because it
consists of two small perturbations, namely, ex-
change polarization of the core electrons and the
contact interaction. Therefore, the energy may
be calculated either from the expectation value of
the contact Hamiltonian using spin-polarized wave
functions Iexchange polarized (EP)] or from the
expectation value of the exchange interaction using
wave functions perturbed by the contact interaction
[moment polarized (MP)]; these two methods have
been shown to be equivale'nt. " For the present
calculation the MP method was used; the MP wave
functions were supplied by Ikenberry for the iron
3d 4s ' '4s ' ' configuration, which configuration
is very close to that found in the metal. " The
method used to obtain these functions was that of
Dalgarno" with a local approximation to the HF
Hamiltonian. After orthogonalizing the MP func-
tions to the core states, the following integral has
to be calculated for each occupied-band wave func-
tion:

y+,„,(1)P„„(l)—y,*M~(2) $„„„(2)d9,d9;
~

~

&sa

The basic techniques used to calculate these inte-
grals were essentially the same as those used to
calculate normal exchange integrals as described
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in I. Using the basis functions described in Sec. II,
the matrix elements were calculated, the sum over
core states performed, and the linear combinations
appropriate to the band wave functions formed.
Finally, the sum over occupied states is calcu-
lated. Because we performed the sum over core
states at an intermediate stage (to save computer
time) we are not able to list contributions from
individual core shells.

The total core contribution was calculated to be
—447 kG. The value for 2. 2 unpaired atomic d
electrons with radial wave functions appropriate
for the Bd~4s configuration was —404 kG. Thus,
the influence of the itinerancy of the wave function
is found to be an increase in the magnitude of the
hyperfine field by about 10%%up.

The contribution of —447 kG is somewhat higher
than Wakoh and Yamashita's estimate" of —356 kG
and Freeman and Watson's estimate' of —340 kG,
both based on UHF calculations for the core elec-
trons. A previous exploration of computational
aspects of the perturbation problem for core elec-
trons has shown that the magnitude of the ECP con-
tribution should be decreased by about 10%%uo to cor-
rect for the use of Dalgarno's formalism and the
use of a local operator for the HF Hamiltonian,
and to incorporate an indirect spin polarization
through a 2p and 3p spin density. Thus the con-
tribution from the core states comes to about —400
kG, still more than 10'%%uo higher than Freeman and
Watson's original estimate.

The band wave functions calculated for the con-
duction electrons already incorporate spin polar-
ization, so that no perturbation treatment is neces-
sary for them. The expectation value of the hyper-
fine Hamiltonian gives directly a band contribution
of 33. 1 kG. When added to the core contribution,
the total hyperfine field is —36V kG which is about
35 kG more negative than the experimental result.
The deficiency could, perhaps, be attributed to
correlation effects associated with core electrons.

It is well to emphasize the two physical results
which emerge from the present calculation and help
resolve the doubts originally raised by Freeman
and Watson regarding the efficacy of the ECP mech-
anism. They are (a) an increased core contribu-
tion of about 10%%uq due to environmental effects on
the polarizing d wave functions; (b) a greatly de-
creased positive contribution from the band.

To further elucidate the band contribution, the
hyperfine field of the unpaired electrons only was
calculated. It was +17V kG which is about the
same size Watson and Freeman originally esti-
mated. The paired band electrons then contribute
—144 kG. It was not possible to separate this into
spin polarization and hybridization components, but
the magnitude is certainly too large to be accounted
for by a spin dependence of the radial wave function

through exchange polarization, so hybridization is
probably the dominant influence. Qualitative in-
sight into this mechanism is gained by considera-
tion of the I"H line, where the s bands hybridize
with the d bands sooner for the majority spin than

for the minority spin, because, for the former,
the d bands are separated from the s bands by
larger energies than those for the latter. This
means the s character can be transferred faster
to a higher-lying unpaired band for the majority
spin than for the minority spin.

The band contribution was also calculated for
the case where the magnetic moment was 2. 06
p, s/atom, and this is also listed in Table II. In
this case the band hyperfine contribution rose to
+5V. 7. Again this illustrates the influence of
hybridization. As the magnetic moment is de-
creased by lowering the minority-spin bands with
respect to the majority-spin bands, the minority
bands hybridize more strongly and thus lower mi-
nority s charge density, increasing the net band
contribution to the hyperfine field. If some of the
magnetic moment of iron is due to orbital mo-
ments (De Cicco and Kitz ' estimate 0.08 pe/atom),
then the spin moment would be smaller than that
used throughout this calculation, and a larger band
contribution lying between 33. 1 and 57. 7 would re-
sult, increasing the agreement between theory and
experiment.

The positive-band contribution found here is in
contradistinction to the result of Wakoh and Yama-
shita who find a negative contribution of about the
same size as was found here. The present result
is more in accord with what one might expect on
the basis of an atomic model, and in fact, if Watson
and Freeman3 had taken into account the role of
hybridization in diminishing (but not reversing, as
Wakoh and Yamashita" find) the polarization of the
4s states, they would have had an acceptable model
for the hyperfine field.

On the basis of the present investigation it is
concluded that the 4s electrons are positively
polarized. Experimentally, it is known that the
hyperfine field induced by nearest-neighbor and
next-nearest-neighbor atoms is negative. '6 Con-
sider the coupling of a d electron (d„) on site A
with a d electron (ds) on site B through their mu-
tual interaction with the 4s electrons [Ruderman-
Kittel-Kasuya- Yosida (RKKY) mechanism "]. We
consider only the change s„or s~ in the s spin den-
sity caused by the d-s interaction. If d& is polar-
ized 0, from the present work we conclude s„ is
polarized 0, but from the experimental work we
know that s~ is polarized 4. Then again from the
present work, it is most energetically favorable
for d~ to be polarized with the same sense as s»
that is k. Thus the RKKY mechanism favors d
states on neighboring sites to be antipolarized,
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that is, antiferromagnetic coupling which opposes
the tendency to ferromagnetism. This has pre-
viously been noted by Overhauser and Stearns. "
Consideration of the origin of the ferromagnetism
has been given in I.

Finally, we return to the question of the pressure
dependence of the hyperfine field. Recalling that
the band effect on the ECP was to increase its mag-
nitude by about 109~, Anderson's assumption that
the d bands are so compact that pressure should
have little effect is suspect. The following model
is, therefore, suggested to explain the negative
trend with pressure of the hyperfine field per spin:
There is competition between an increased negative
core-polarization contribution due to pressure-
widened d bands and a positive contribution from
the s-like states. The experimental value for the
pressure coefficient of the hyperfine field per spin
is found to be much smaller for iron than for co-
balt and nickel, suggesting the more markedly
competitive nature of these processes in iron.
That the d charge density in a transition metal
can be compressed significantly by application of
pressure has also been demonstrated recently in
an experimental study of the pressure dependence
of the Knight shift in vanadium.

VII. DISCUSSION

In this paper we have studied the wave functions
produced by a recent band calculation for the fer-
romagnetic state of iron. The properties treated
were those which provide a direct measure of the
wave functions, namely, charge and spin densities,
both in the nuclear region and throughout the rest
of the unit cell. The predictions from the wave
functions were, generally, in excellent agreement
with the corresponding experimentally known quan-
tities. Having demonstrated the reliability of the
wave functions, we then used them to show that the
interpretation of previous data in favor of a nega-
tive polarization of the 4s electrons is not accept-
able. SpecificaQy, we showed that the use of a
crystal-field model to interpret neutron-diff raction
data is not justified, and that the core-polarization
contribution to the hyperfine field is sensitive to
the environment of the d electrons and therefore
to pressure, which then invalidates a discussion
of the pressure dependence of the hyperfine field
on the basis of s states alone.

The affirmative evidence we presented in favor
of a positive polarization of the 4s states was that
of a positive contribution to the hyperfine field
from the conduction electrons. The strength of
this evidence lies in the accuracy of the wave
functions. Of course, it is of particular import-
ance that the calculated total hyperfine field be in
agreement with experiment and that unconsidered
contributions be small. The major omission was

a consideration of the contributions to the contact
interaction arising from the dynamic correlation
of core states with one another and with the 4s
electrons, and the correlation between Sd and 4s
states. An exact treatment of these effects is be-
yond present computational capabilities, but we
can gain some insight from some many-body treat-
ments of atoms.

Two many-body formalisms have been used ex-
tensively in atoms: the Brueckner-Goldstone' '"
and the Bethe-Goldstone' techniques; where these
have been applied to the same systems, excellent
agreement with each other, as well as with experi-
ment, has been achieved. Moreover, it is possible
to identify in the Brueckner-Goldstone diagram ex-
pansion, terms which correspond to the ECP pro-
cedure" (EP or MP), and to calculate such con-
tributions. Approximate agreement is achieved
between the results of the diagrammatic procedure
and the MP results and it is believed' that the dif-
ference is accounted for by the use of the local-
exchange approximations in the numerical pro-
cedures of the MP and EP methods. This gives
confidence in the concept of the HF perturbation
process, although not necessarily implying that
the result of the perturbation process will always
be in agreement with experiment.

From an analysis of the results that have been
obtained already for hyperfine effects in atoms
through the use of Brueckner-Goldstone many-
body procedure, "one can make some reasonably
general observations concerning the role and im-
portance of correlation effects with respect to
hyperfine interactions. (a) Correlation effects
are always important; however, they h ve deter-
mining importance when core-polari tion contri-
butions suffer considerable mutual cancellation.
(b) The correlation among electrons within an in-
complete shell of given angular symmetry contri-
butes nothing to the hyperfine field. (c) If there
exists an unoccupied s state almost degenerate
with an unpaired non-s state, correlation effects
shouldbe quite important, for example, the Li P
configuration where the occupied 2P state is nearly
degenerate with the unoccupied 2s state. (d) If,
for the non-s state in question, there exists an oc-
cupied s state such that both have large amplitudes
over a significant common volume, their mutual
correlation will be important. A particularly re-
markable example of this situation is the case of
the phosphorous atom where a large contribution
comes from the Sp-Ss correlation.

For atomic iron (3d64sa) the ls, 2s, and 3s ECP
contributions are almost completely cancelled by the
4s contribution, and correlation contributions should
be the determining factor. In particular, by rule
(d) the 3d-4s correlation could be important. In

going to the metal, the configuration changes to
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Sd'4s and the 4s wave function becomes more
diffuse, maldng the 4s (band) contribution less
effective than in the atom. From our calculation
it is seen that there is no marked cancellation be-
tween the 4s-band contribution and that of the 1s,
2s, and 3s states. Observation (a) then indicates
that correlation effects should no longer be of
crucial importance. Also, because s states in the
metal correspond to rapidly rising bands, there
will be only small regions of the BZ where they
cross the relatively flat d bands, so that the pro-
visions of rule (c) should not be operative to any
great extent. Additionally, rule (d), which can be
effective for the atom, may be di:luted for the metal
because of the more diffuse 4s wave function.

It should be emphasized that no Brueckner-
Goldstone treatment of a metal has yet been given,
so that the above suggestions regarding the metal
are merely plausability arguments. They are,
however, our best guide, and on that basis it seems

reasonable to assume that an ECP calculation with-
out correlation effects should give quite reliable
results. In conclusion then, we have reason to
feel confident about our result that the band 4s
states are positively polarized.

This conclusion for iron is not easily extrapolated
to cobalt or nickel. Exchange polarization and hy-
bridization influences are competitive, and both
diminish with diminishing net magnetic moment.
Which one will dominate could easily be determined
by factors such as the crystal structure.
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A quantum theory of ferroelectricity in Rochelle salt is developed which is an extension of
the two-sublattice model of Mitsui. The isotope effects on deuteration are explained in a
natural way, and the spontaneous polarization, the polarization of the two sublattices, and

the dielectric constant are obtained as functions of temperature. The dynamics of the sys-
tem is investigated for the case of deuterated Rochelle salt and is found to exhibit a two-

mode relaxational behavior. The correlation time of one of these two modes is proportional
to the static dielectric constant and thus exhibits a critical slowing-down on approaching the
two Curie temperatures in agreement with the experimental data.

I. INTRODUCTION

Though Rochelle salt has been the first ferroelec-
tric crystal to be discovered, it is still not under-
stood very well from a microscopic point of view.
The shifts of the upper Curie point towards higher
temperatures and of the lower towards lower tem-
peratures on deuteration demonstrate the role of
the hydrogen atoms in its ferroelectric behavior,
but no theoretical explanation of these isotope shifts
which increase the ferroelectric range by about
40% has been proposed so far. Whereas the lattice
dynamics of both hydrogen-bonded "order - disor-
der" -type ferroelectrics and of "displacive" ionic
ferroelectrics seems to be basically well under-

stood, this is not the case for Rochelle salt.
It is the purpose of this note to present a quan-

tum theory of ferroelectricity in Rochelle salt which

is capable of describing the isotope effects on deu-
teration as well as the dynamics of dipole moment

reversal in this crystal. The theory is essentially
a quantum extension of Mitsui's model along the
lines used'~ ' to describe quantum effects in KH~P04-

type ferroelectrics. It is based on recent neutron-
diffraction' and magnetic-resonance studies ' a.nd

assumes that the ferroelectric dipoles move in
asymmetric double-well crystalline potentials and

form two interpenetrating sublattices (Fig. 1).
The asymmetric double-well potentials for the two

sublattices are mirror images of each other, and


