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The role of p-polarization and conduction-electron diamagnetism in some diamagnetic metals
and intermetallic compounds, which have negative Knight shifts, is examined.

It has been known for some time that the diamag-
netic susceptibility contributes a negative term,
~«„ to the Knight shift X. The first expression
was given by Das and Sondheimer' and applied par-
ticularly to Be. They obtained, in the free-electron
approximation,
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where the symbols have their usual meanings. The
Pauli and diamagnetic conduction-band susceptibil-
ities y~ and y«, are in volume units. One purpose
of this paper is to point out that the above term may
be significant in diamagnetic metals and semimetals
other than Be, such as Bi, Te, NaTl, and BiIn,
which have a negative X (the p-electron atom sites
sampled by x are underlined). Now, there exist
mechanisms other than X«„which may make neg-
ative contributions to X. One of these is p-electron
core polarization, and it has recently been fashion-
able to attribute the above and certain other negative
Knight shifts to this term. The purpose of the pre-
sent comment is to indicate that there are quantita-
tive difficulties with this attribution. It appears
likely that«, predominates at least in Bi and Be,
and that this and other mechanisms are important to
certain compounds. It will also become clear that
the understanding of p-core polarization effects is
grossly inadequate, the situation being far worse
than that for d-core polarization effects in transi-
tion metals.

Subsequent to the work of Das and Sonheimer, Das
and co-workers made energy band estimates of a

number of the Knight-shift contributions in Be.
These calculations emphasized the contribution of
p-core polarization to the negative Knight shift. Re-
cently it has been concluded' that the p term, as de-
duced from the calculations, cannot be responsible
for the observed negative X and that X«, must pre-
dominate. Be is a somewhat special case in that
its X is small (-0.00259n) as well as negative.
The other materials which we will consider have
significantly larger negative X values. In the re-
mainder of this comment we will inspect Xdi„p-
core polarization, and other negative terms. This
will be followed by consideration of the experimental
situation for Bi and some of the compounds.

It has been pointed out' that the Knight shift aris-
ing from the orbital electronic currents can be con-
veniently divided into two parts: One including
Eq. (l) and a second one associated with the short-
range part of the orbital hyperfine interaction. Using
the tight-binding scheme, Clogston et al. obtained,
an alternative description of the short-range part
which includes the Van Vleck or orbital Knight shift,
and a term of the form

Sv &r') s
Xdia ~ a ~WS

where y«, is the single-site diamagnetism and r»
the Wigner-Seitz radius. For the tight-binding wave
functions involved, the (r ) rw8/&r) factor will
generally have a value in excess of 10 thus enhancing
the diamagnetic Knight shift. It is, of course, not
clear that such a tight-bindingdescriptionis relevant
to a P-band metal. There are additional terms, in
either the Clogston' or Hebborn' description, whose
behaviors are not clearly discernible. ' We will em-
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ploy Eq. (1) alone when estimatingX«, . This pre
sumably underestimates the effect. Equation (1}
yields rather different estimates of X „depending
on whether one uses the first or second line. The
first line requires an estimate of y«, which can be
done by taking the total y and subtracting out an es-
timated ion core diamagnetism. Itneglects thepres-
ence of any Pauli term and hence provides a minimum
estimate of y«, and X „.Taking maximum experi-
mental values for m/ma (when available), and esti-
mating X~ (say from electronic specific-heat data},
one can obtain Q„ from the second line of Eq. (1).
This provides much larger estimated values forX ~,.
Both schemes will be used.

The above-mentioned orbital term is approximately
written as

Sg
&vv = Xvv(& ) &wd3

(3)

where Xvv is the orbital susceptibility in volume
units. In this form, v is positive. Treated in
detail, the precursor to Eq. (3) could' be negative.
This could arise from the behavior of the off-diag-
onal orbital hyperfine matrix element through bands
where there was radically varying wave-function
character above and below the Fermi level. We
expect that under such circumstances the orbital
term will be insignificantly small.

Experimental core-polarization hyperfine fields
(per valence p electron) H~ of roughly -50, -150,
and -300 kG/p, B are observed for atomic As, Sb,
and Bi, respectively. ' These areS-state atoms in
the ns np configuration and hence the p shell cannot
interact directly with the nucleus via spin-dipolar
or orbital terms. It thus interacts indirectly via
the spin polarization of the paired s shells. ' '"H~
data do not exist for adjacent non-S-state atoms due
to the competition of the orbital and spin-dipolar
terms. As a result, the above listed H~ values are
generally employed for any member of a particular
p-shell row in the period Table. H~ enters the
p-band Pauli term in X via

X (P) = (1/P, B) Hp X, (P),
where X~ (p) refers to the p-electron Pauli suscep-
tibility. There are two shortcomings in using the
fixed H~ values here. First, there is no reason to
expect that H~ is a constant across such a rom. Re-
cent exchange polarized Hartree-Fock calculations"
for the 2p, 3p, and 4p rows of atoms fail to repro-
duce the known As (N and P) value(s) but do sug-
gest that H~ for Ga, In, and Tl may be as much as
twice the respective As, Sb, and Bi values. Second
(the more serious to the use of the Ha), is that they
include the polarization response of the ns valence
s-shell electrons which go into the bottom of the con-
duction band in the metal. The calculations indicate
that this term is important to the atomic Ha (and neg-

ative}. The Ha, appropriate to Eq. (3}, should in-
clude the polarization response of the paired valence
s character throughout the occupied bands, as well
as that of the ion core, but there arises the question
of how this has been perturbed on going into the
metal' ' Essentially nothing is known concerning
this matter for the metals under consideration here.

There are other mechanisms that can produce
negative hyperfine fields. For example, the core-
polarization response to either d or f electrons also
makes a negative contribution to X but does not con-
cern us here. Also, there may be intersite contri-
butions toX, i. e. , the hyperfine field due to spin
moments induced on neighboring sites. The Al res-
onance in GdA~1 is an example" of this: The Al
Knight shift is completely dominated by the align-
ment of the Gd 4f shells in the external field. Sig-
nificant intersite effects can arise in circumstances
involving less extreme differences in atomic char-
acter (i. e. , even in an elemental metal) and they
make positive or negative contributions to X.

There is also an orbital mechanism" that can pro-
duce negative Knight shifts. This term involves the
possibility of a sign reversal in the electronic g
factor (and hence spin direction) and has been em-
ployed for semiconductors. For example, this term
has been used to explain X's of opposite sign in n-
and p-type PbTe, "where the g factors have opposite
signs. For the case of Bi, the g factor has the same
sign as the electron" and therefore this mechanism
does not apply. For the other compounds of interest
to us here, the g factor is not known.

Bi has a substantial negative shift of -1.25%."
Since the metal is diamagnetic, we employ the elec-
tronic specific heat (y =0. 021&& 10 d J/mole K 2)' to
obtain y~. The equation

Heap = 9 B + cap /XP (5)

dia I B (Xdla/Xa) ~

Hd„= 15.6 ( P/A) ( m/m*) x 10,

(6a)

(6b)

where p and 4 are the density and atomic weight of
the metal, respectively. Using an extreme experi-
mental ma/m value" of 0. 002, Eq. (6b) yields an

H«, of -160 000 kG/p B, while an estimate of X «,

yields an experimental effective field of -250000
kG/gB which is almost three orders of magnitude
larger than the experimental H, (-300 kG/pB) for
atomic Bi. This discrepancy may be somewhat
reduced by consideration of g factor and other ef-
fects, but it seems unrealistic to attribute the large
negative Hxp value to p polarization.

In order to compare with diamagnetic shifts it is
convenient to rewrite Eq. (1) in order to describe the
diamagnetic term as an effective field, namely„
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from the experimental y (see the earlier discussion

of this) yields, from Eq. (6a} H = 32pp kG/&
We see that under the extreme circumstance encoun-
tered in Bi, of a small y ~ and significant diamag-
netism, the diamagnetic effect can be equivalent to
a huge hyperfine field. Incidentally, we note that
although a calculation of g«, using the first part of
Eq. (1) leads to X«,--0.011& "for Bi, the second
part of Eq. (1}gives aX~„-—11~ when a specific heat

and m~/m =0. 003 2' are used. When attempting
to compare H«, and H~ with H,„,it should be remem-
bered that there will be at least some positive con-
tribution to X: There will be some s character in the
Fermi-surface orbitals and thus an even larger H«,
or H~ is required to account for the negative shift. ~4

In view of the above it would appear that it is im-
possible for p polarization to be responsible for the
Bi Knight shift and that the diamagnetic term is a
more reasonable candidate. A better estimate than
that obtainable with Eq. (1) is needed.

Tellurium is another example of a material with
a negative Knight shift (-0.06/& with respect to
TeClz). Te is diamagnetic, with y„,=-39.5&10
emu/mole. " Here too, p polarization alone is not
large enough to explain the Knight shift, but with
m* values as low as O. 04mo, the diamagnetic term
appears to be a possible source of the shift.

The analysis of compounds is complicated by the
fact that the y~ appropriate to Eqs. (4)-(6) is that
fraction of the Pauli susceptibility appropriate to the
atomic site in question. The analysis of the diamag-
netic compounds NaTl and BiIn is further complicated
by the lack of knowledge of y~ (or y). The Tl ""
and In" shifts are -0.92% and -0. 18% at 77 K, re-
spectively, in these two compounds. Crude esti-
mates, using elemental metal specific-heat data
yTy and y„, yield H„, values for NaTl and BiTl
which, at a minimum, are of the same order of
(although larger than) the respective H~ (see the
discussion above). It must be remembered that
these compounds are likely to have much smaller
paramagnetic susceptibilities (and electronic soe-
cific heats ) than the elemental metals Tl and In and
this could lead to an H„,/H~ which might be several
orders of magnitude larger than those estimated
here. Estimates of X«, for BiIn are two to eight
percent of X,», depending on how Eq. (1) is used,
and are smaller for NaTl. That is, for these two
compounds the diamagnetic term may approach the
magnitude of the p-polarization effects.

There is an interesting correlation obtained on

inspecting NaIn LiIn LiGa and LiAl which are
isostructural and isovalent with NaTl. These are
essentially nonmagnetic, ' i.e. , their suscepti-
bilities, after the subtraction of core diamagnetism,
are essentially zero and they have essentially van-
ishing Knight shifts. The shifts are, respectively,
0.07, ' 0. 13, 0.09, and 0.01%. These contrast
with NaTl which is the most diamagnetic by a signif-
icant margin and has a strong diamagnetic shift
as noted above. In other words the above Knight-
shift data display no trend reflecting the variation
in H~ from Al to Ga to In. It thus appears that the
p-polarization term is small in NaIn, LiIn, LiGa,
and LiAl, while in order to explain the NaTl Knight
shift by p polarization, an H~ would be required
which is enhanced by almost an order of magnitude
over its atomic value. We conclude that if an expla-
nation for the NaTI Knight shift is sought in terms
of p polarization, quantitative justification is still
lacking.

There are other compounds where p polarization
is usually invoked and where it is in some numerical
difficulty. For example, Ga site H„, values of -300
and -400 kG/ps have been deduced from the mea-
sured ~ Knight shifts in V3Ga and AuGa2, respec-
tively. These values probably underestimate ' the
actual magnitudes of the H,„,. They are to be com-
pared with the As H~ of -50 kG/p, a. Again p polar-
ization, as defined by the experimental H~ values,
appears in difficulty. We do not believe 3'«, is re-
sponsible here although the observed" m~/m (of
0. 175) for Aura yields an H«, of -60 kG/p, a. We
believe instead that intersite effects dominate. These
intersite effects arise from the spin polarization
induced at neighboring V or Au sites via the Pauli
term, much as it does in more obvious cases, such
as GdA~l.

In conclusion, p polarization, as calibrated by
experimental $-state atom H~ values, appears in
difficulty for a variety of cases for which it has
been invoked. Close inspection suggests that dia-
magnetism is not negligible to the Knight shifts in
Bi as well as Be and perhaps some of the diamag-
netic p-band compounds. A more complete treat-
ment of the diamagnetic terms is needed as are
theoretical and experimental investigations into
the effect of p polarization on paired states in occu-
pied conduction bands.
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