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We have measured the phonon-dispersion relations in symmetry directions for n-Sn at 90 K
and InSb at 300'K. A limited number of measurements were made at 240'K in e-Sn to look
for effects associated with the phase transition, but none were found. The two dispersion re-
lations are qualitatively similar, the main differences arising from the lower symmetry and

a slight general drop in frequency in going from n-Sn to InSb. Systematic trends in the com-
parison with other group-IV and III-V semiconductors can be seen. We have found second-
neighbor shell models which give a reasonable description of the dispersion relations but in

which the parameters are poorly defined and apparently devoid of physical meaning. The
microscopic implications of this fact are discussed.

I. INTRODUCTION

The horizontal sequence of covalent compounds
centered on tin, together with tin itself in the semicon-
ducting phase, provides a unique system for testing
theories of covalently bonded crystals. InSb and
CdTe form stable compounds in the zinc-blende
structure with a lattice parameter nearly identical
to that of o.-Sn; y-AgI also has a similar lattice
parameter but is a metastable phase. ' Grey tin it-
self has a zero direct band gap, which has led to
speculations about a singularity in the dielectric
function as q- 0 and a possible excitonic transition
at low temperatures in highly pure material (Sher-
rington and Kohn, Ref. 4). Going outwards in the
horizontal sequence, the band gap increases and
the compounds become more ionic (Herman, Car-
dona, and Greenaway, Ref. 4). Phillips' has de-
veloped a microscopic theory of covalent bonding

which leads to an ionicity scale in which the ionic
characters f, of Insb, CdTe, and Agl are 0. 32,
0. 8V, and 0. VV, respectively; since f; = 0. V85 is
taken to represent the boundary between octahedral
and tetrahedral bonding, the observed polymorphism
in AgI is consistent with. this scale. A study of the
lattice dynamics of the members of this sequence
should reveal the effects of this increasing ionicity
since the lattice structures and masses do not vary
much. We present here measurements of phonon-
dispersion curves in the first two members, n-Sn '
and InSb.

Grey tin is also interesting because it undergoes
at normal pressures the transition to a metallic
state which InSb, CdTe, Ge, and Si exhibit only
under pressure. This aspect will not be discussed
here, partly because it does not appear to be con-
nected with the zero band gap and also because no
evidence for it was found in the temperature depen-
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dence of the measured dispersion curves; the ther-
modynamic aspects of the transition have been
covered in Ref. 7.

Phillips's microscopic theory establishes rea-
sonably satisfactory connections with the trends
in properties such as crystal structure and band

gaps, dielectric constant, and cohesive energy. '
Dynamical properties can be calculated by assum-
ing that the bond charges are point charges con-
strained to lie at the midpoints of the bonds during
the motion. Martin" has calculated the phonon-
dispersion relation in silicon on this basis and ob-
tained agreement with experiment to within 10%
after minor adjustments to forms for the pseudo-
potential and dielectric function given in the litera-
ture. It is not, however, obvious how to extend
the theory beyond the point bond-charge assump-
tion, and predictions of dynamical effective
charges' are less satisfactory than some of the
other properties. On the other hand, more rigor-
ous microscopic theories of the lattice dynamics
of insulators' ' have established formulations
without so far leading to any calculations of specif-
ic cases. Measured dispersion curves in covalent-
ly bonded materials have up to now therefore been
interpreted with the use of phenomenological
models. These have been based on the rigid-ion
approximation, with either interatomic' or valence
force-field' short-range forces, or on the dipolar
approximation, such as the shell model introduced
by Dick and Overhauser and other theories more
or less equivalent. ' The rigid-ion models are
definitely unsuitable in view of the large electronic
polarizabilities of these materials, while the ap-
plication of point-dipole models, with the concomi-
tant Lorentz form for the local field, to materials
with extended valence charge distributions is also
questionable. ' However, it was suggested by
Cochran' that the form of the shell-model equations
might have a more general validity than the literal
shell-model interpretation, and Sinha' has shown
rigorously that one can achieve this generalization
by defining form factors for the shells; the shell-
model equations are then applicable under a dipolar
approximation that is only exact in the tight-binding
limit, but may still be a reasonable approximation
in other cases.

The shell model, in the form proposed by Coch-
ran for Ge and extended to second-neighbor short-
range forces by Dolling, ' has the advantage for our
purposes in that it has been used to interpret sim-
ilar neutron data. jn diamond, ' Si, Qe,
GaAs, ' and GaP, and so the parameters fitted
can be directly compared. In view of the above
discussion, however, one should not expect the
parameters describing the short-range forces in
terms of first- and second-neighbor interactions
to have much physical significance.

II. EXPERIMENTS

The a-Sn crystal was grown from a mercury
amalgam by Ewald of Northwestern University,
and had a volume of about 0. 5 cm . On the basis
of previous experience with similar crystals it
was expected to have about 10M carriers/cms,
and also to have small occlusions of mercury. The
crystal was kept below 273 K prior to, and dur-
ing, the measurement, to avoid the diffusion of
these through the crystal and also to prevent trans-
formation to the P phase. Chemical analysis after
the experiment showed a total mercury content of
0. 16% of the weight of the crystal, with traces of
other elements.

Three single-crystal slabs were used for the InSb
measurements, obtained from Asarco Intermetallics
Corp. Because of the high-absorption cross section
of In (190 b for thermal neutrons), the slabs were
cut with a thickness of 0. 3 cm, about one mean
free path, and aligned side by side to cover an area
about 2. 5 by 5 cm. The material was n type, and
mobility and resistivity were given as 5. 53' 10'
cm /V sec and 0. 169 0 cm, respectively, at
77 'K, indicating a donor concentration of about
8&& 10'~/cm~ . Thus the phonon-plasmon coupling
seen, for example, by neutrons in PbTe ' and by
Raman scattering in GaAS should not be observ-
able in these crystals. In both experiments the
crystals were mounted on plates covered with neu-
tron-absorbing material, with the [001] axis normal
to the plate and oriented with the (110) plane in the
plane of the spectrometer. 'Ne did not, therefore,
measure the modes propagating along [110]and po-
larized along [1TO]. Both sets of crystals appeared
to be highly perfect with mosaic spreads well under
the instrumental collimation of 20 min.

The experiments were carried out with the three-
axis spectrometer' at the High-Flux Isotopes Re-
actor at Oak Ridge. Because of the small sample
size in the case of n-Sn and the small effective
size (due to absorption) in the case of InSb, and
also because of the relatively low inelastic cross
section due to the high masses, the measurements
were very difficult, even at a high-flux reactor.
Be crystals cut along the (0002) and (1021) planes
were used for monochromators in the two experi-
ments, and a (0002) Be crystal was used for ana-
lyzer in both. The constant-Q technique was used
throughout the measurements, with fixed analyzer
energy; this was set to 3. 8, 7. 5, 9. 9, or 10.4
THz, depending on the energy and momentum trans-
fer involved.

Preliminary models were used before the mea-
surements to calculate phonon structure factors
for different positions in reciprocal space. The
fact that both samples were backed on absorbing
plates often prevented us from measuring a phonon
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at a point where the structure factor would be op-
timized, especially when the polarization vectors
ha.d large components along the [110] direction,
which was along the surface of the plate. The
InSb structure factors are slightly different
from those for n-Sn; first, because two atoms
with different scattering lengths are involved and,
second, because the zinc-blende structure has
lower symmetry than the diamond. It turned out
that neither of these two effects altered the optimal
point in reciprocal space for measuring any partic-
ular mode, although the reduced symmetry com-
plicated the measurements in a number of cases,
as discussed in Sec. III. We were, however,
forced to measure some modes at different points
in the InSb experiment because of the high absorp-
tion, which led to low intensities whenever either
incident or scattered beam tended to be parallel
to the crystal surface.

The principal n-Sn measurements were made at
90 K; a number of measurements were made at
240 K to look for effects associated with the phase
transition, ' but no frequency changes outside the

experimental error of the 90'K measurement were
observed. There was a slight average decrease
in frequency (&1/g ), consistent with the values re-
ported for frequency shifts in Ge. For this rea-
son, and for convenience in handling the bulky sam-
ple assembly, the InSb measurements were per-
formed at room temperature, 300'K.

III. RESULTS

The measured phonon frequencies with estimated
errors (about 95/o confidence limits) are listed in
Table I, and the measured dispersion curves for
the two materials are shown by the symbols in
Figs. 1 and 2. The continuous curves represent
shell, -model fits, discussed in Sec. VI. In the fig-
ures the errors are indicated by bars wherever
they are larger than the size of the points. It is
immediately apparent that the two dispersion rela-
tions are qualitatively similar, the main differences
being dictated by the lower symmetry of the zinc-
blende structure compared with the diamond. ' For
the modes measured, the important differences in
going to InSb from n-Sn are as follows.

TABLE I. Phonon frequencies in O. -Sn(90'K) and InSb(300'K). Frequency (THz) vs reduced wave vector.
& = aq//2m.

[00&~

0. 0
0. 2

0. 4
0, 6
0. 8
1. 0

e-Sn
s&(x)

0. 675 + 0. 01
1.15 +0. 03
1.29 +0. 03
1.30 +0. 05
l. 25 +0. 06

0. 58+0. 03
1.02+0. 03
1.20 + 0. 04
1.13 ~ 0. 05
1.12+0.05

n-Sn

1.12+0, 04
2. 05+ 0. 08
3.07 +0. 06
3.93 + 0. 05
4. 67+0. 06

InSb

&,Q)

l. 07+ 0. 02
2. 05+0. 02
2. 90 +0. 06
3, 76+0. 06
4.30+0.10

n-Sn

6. 00 +0. 06
5.93+0.07
5. 82+0. 10
5. 51 +0. 06
5. 14+0.07
4. 67+0. 06

InSb

&&(0)

5. 90+0.25
5.70+0. 15
5. 56+0. 10
5.28+ 0. 08
5.05+0. 10
4.75+0.20

G. -Sn
65(0)

6.00+0. 06
5.78+0. 12
5.61+0.12
5.55+0. 09
5.54+0. 10
5.51+0. 08

InSb

&,(0)

5. 54 +0. 05
5.40+0. 20
5.22+0. 12

5.38+0, 17

o. -Sn InSb G, -Sn n-Sn
A, (0)

o.-Sn
A, (0)

0. 0
0. 1
0. 2
0. 3
0. 4
0. 5

0, 50 +0. 02
0. 84 +0. 03
0, 96 +0. 03
0. 99 + 0. 04
1.00 +0. 04

0. 46 +0. 01
0. 80 +0. 04
0. 93 +0. 04
0. 98 +0. 05
0. 98 +0. 05

1.06+0, 015
2. 08 +0. 04
2. 91+0.04
3.72 +0. 04
4. 15 + 0. 04

1, 03 + 0, 02
l. 98+0. 04
2. 83 + 0. 05
3.43+0. 06
3. 81 +0. 06

6. 00+0. 06
5. 91 +0. 10
5.68~0. 09
5.50+0. 08
5. 17+0.06
4. 89+0. 08

5. 90+0.25
5. 62 +0. 15
5. 56+0. 08
5.24+0. 10
4. 94+0. 13
4. 82+0. 10

6. 00+0. 06
5. 88+0. 08
5, 79+0. 11
5.77+0. 07
5. 78+0. 07
5.74+0. 12

5.54+0. 05
5.38 +0. 10
5.39+0.11
5.34+0. 07
5.28+0. 07
5.31+0.06

n-Sn
z, (x)

a-Sn
z, (a)

InSb

z, (2)

e-Sn
z, (0)

InSb e-Sn InSb
z, (3) z, (0) z, (4)

6, 00+0. 06 5.54+0. 05 6.00+0. 06 5.90+0.250. 0
0. 15
0. 2

0. 4
0. 6
0. 8
1.0

0. 75 +0. 01
0. 99 +0. 01
1.63 +0. 02
1.96 +0. 05
1.74 +0. 04
1.25 +0. 06

5.32+0, 08 5.93 + 0. 10
5, 84+0. 08
5.78+0. 11
5.54+0. 09
5.51+0.08

5.32 +0.08
5, 40 +0. 07
5.38 +0. 10
5.55+0. 15
5, 38 +0. 17

4. 57+0. 07
4. 22+0. 10
4. 75+0.20

'This value could

1.20+ 0. 06
0. 92 + 0. 01 1.61 + 0. 04 l. 58 + 0. 05
l. 525 +0. 01 2. 74+0. 03 2. 73 +0. 03 5.23 +0. 09
1.82 +0. 02 3.61 +0. 03 3.46 +0. 05 4. 73 +0. 05
1.62 +0. 04 4. 33 +0. 05 4. 08 +0. 06 4. 34+0. 08
1.12 +0. 05 4. 67+0, 06 4. 30+0.10 4. 67+0. 06

contain contributions from either or both branches.
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FIG. 1. Dispersion re-
lation for n-Sn at 90 'K.
The symbols represent mea-
sured frequencies and the
solid lines shell-model cal-
culations.

0
r

0
L

A. X) +X) +X3

The longitudinal modes at the zone boundary in
the [100] direction are ones in which only one atom
in the unit cell is moving. These are no longer
degenerate if there are two types of atom. Since
the scattering lengths for In and Sb are rather
similar, the structure factors for the two modes in
InSb are also similar and it is difficult to identify
them on grounds of intensity. The data points in
Fig. 2 are therefore denoted by a joint mode label.
They are derived from a neutron group in which
the two modes are barely resolved, since the fre-
quencies are closer than the resolution of the in-
strument, which varied from 0. 5 to 1.0 THz for
all but the low acoustic modes.

I

Q. I 25 I'&5(L)+ I'&&(T)

The presence of two types of atom causes a
coupling of the long-wavelength vibrations to the
macroscopic electric field. This can arise either
from a difference in the charges of the two ions
or from a difference in the polarizabilities. The
effect of the coupling is to increase the limiting
frequency of the longitudinal mode over that of the
transverse as q- 0 along a particular direction.

A neutron measurement at a forbidden reciprocal-
lattice point yields contributions from both types of
mode, depending on the shape of the resolution
function in reciprocal space. Usually the trans-
verse mode is favored because the resolution func-
tion tends to be more elongated perpendicular to
Q than parallel to it, and the neutron picks out the
components of polarization parallel to Q. The
value shown in Fig. 2 for the longitudinal mode is
estimated on the basis of what are undoubtedly un-
resolved compound peaks, together with extrapola-
tion from the modes measured at nonzero values of

q, and a suitably large error is assigned. Because
of the low intensities caused by the high absorption,
we were not able to cut down the vertical collima-
tion, a procedure which was found effective in the
case of GaAs. '

C. Z) +Z3+ Z)

In the case of n-Sn, the modes propagating in the
[110]direction polarized in the (1TO) plane belong
to two representations of the space group. Two
modes belong to each representation, a fact which
helps to distinguish the optic modes, as can be seen
from Fig. 1. In InSb the higher frequency of the
longitudinal mode at X' would cause a crossing if

v(THz)

INDIUM ANTIMONI DE 300'K

15

y

Ai e

As a

FIG. 2. Dispersion re-
lation for InSb at 300'K.
The open symbols represent
neutron measurements and
the two closed symbols op-
tical measurements (Refs.
36 and 43); the solid lines
refer to shell-model calcu-
lations.

0
r

0
L
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GRAY TIN
——--- INDIUM ANTIMONIDE

FIG. 3. Dispersion re-
lations for &-Sn (solid lines)
and InSb (dashed lines) de-
rived from shell-model cal-
culations.

P(THz)

0
r

0
L

pounds we use the first-order Raman data for the
optic modes at I' and the neutron data (which only
exist for GaAs and InSb) for the other modes. If
the dynamics could be described by Coulomb inter-
actions between the positive ions embedded in a
uniform negative charge, the scaled frequencies
would be constant across the series (for the III-V
compounds this is only exactly true for the long-
wavelength optic frequencies). The variations can
therefore be ascribed to varying behavior in the
valence electrons. It can be seen that in both fig-
ures the longitudinal frequencies remain relatively
constant, whereas the transverse optic go up and
the transverse acoustic down, as one goes down the
Periodic Table. One might expect the longitudinal
modes to be mainly dependent on the density of va-
lence electrons (taken care of by the scaling) and
the transverse modes to be more sensitive to their
detailed behavior. It has been noted ' that the
shear elastic moduli in these semiconductors also
show more variation than the bulk moduli.

IV. OTHER EXPERIMENTAL DATA

The difficulties of preparing and working with
single crystals of a-Sn have so far discouraged

C

p 3 (296 K)

I

Si
296 oK

I

I

Ge
(100 K)

I

Sn
(90 K) 03

I

r (0)
Ly (Tp
Xq (TO0.4—
L, (L)-—
Xi (L)

La (L)

I

I

I

I

I

I

I

I

I

0.3—
I

V/Vp I
I

—0.3

V/ Vp

v~=Z, Z2e /nMQ,
—2 2

0.2— —0.2

where Z, ~ are the valences, M is the reduced
mass given by M ' = M&'+ M, ', and 0 is the vol-
ume of the unit cell. Figure 4 shows the mea-
sured frequencies at high-symmetry points in
diamond, Si, ' Ge, and a-Sn, scaled in this
way, and Fig. 5 shows similar results for BN, '
AlP, GaAs, ' and InSb; for the III-V com-

Xy (TA)

Lp (TA)O. I
—Ol

FIG. 4. Frequencies measured at high-symmetry
points in C (diamond), Si, Ge, and a-Sn scaled by the
ion plasma frequency.

the modes remained uncoupled. The lower sym-
metry, however, means that all four modes belong
to the same representation and therefore repel each
other instead of crossing. Measurements of modes
near the repulsion region, such as our measure-
ment of the optic mode at f= 0. 2, can therefore
contain contributions from both modes and cannot
be assigned to either one.

The longitudinal modes at the zone boundary in
the [111]direction are nondegenerate in both struc-
tures. In n-Sn these belong to different representa-
tions, and it is found3 that the acoustic mode be-
longs to L2. In InSb, they belong to the same rep-
resentation but the physical situation is the same:
Nearest neighbors along the propagation direction
vibrate in Phase in the acoustic mode. ' The sepa-
ration is greater, however.

Apart from these details, the dispersion curves
in the two materials are rather similar. In Fig.
3, we have transposed the curves from the two
shell-model fits onto the same graph, showing the
a-Sn with continuous lines and the InSb with dashed
ones. It can be seen that the InSb curves tend to be
lower, but by different amounts in different
branches. This cannot be explained by differences
in temperature, mass, or lattice spacing, which
can only lead to effects less than 1%. A similar
behavior has been observed for Ge and GaAs.

It is also interesting to compare the results with
the other semiconductors formed from elements of
the same columns of the Periodic Table. The ob-
served frequencies can be scaled by the appropriate
ion plasma frequency given by
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FIG. 5. Frequencies measured at high-symmetr
points in BN, A1P, GaAs and Insb y

'
n

plasma frequency.
s, an, scaled by the ion

PTO = 5 39+ 0 02 vLO = 5 70+0 03 THz

measurements of its elastic constants. The dielec-
tric constant hon, owever, has been measured with
an infrared reflectance method b L'o y indquist and

wald, who extrapolated measurements at ion
en~ s, about 15 V, , to zero wavelength in

n s a ong

order to correct for the effects of free carriers
and obtained E =24 The vanishing band gap leads
to an additional interband contribution to the st
dielectric conc constant from states close to the band

o e satie

edg . In the random-phase approximation thisedge. In the r
' i y i e & q as q 0, but when the impurity

carriers are considered 't 1 dea s instead to a
contribution that is finite for all q but has a value

ion. ecause an op-that depends on the concentrati B
tical wavelength of 15 p, implies a frequency of 20
THz, which is still considerably higher than the
lattice frequencies, it is possible that a v

er an 24 would be appropriate for the lattice
dynamics. Wy

' . We will, however, use this value both
because of lack of other experimental data and be-
cause the validit oy f the random-phase approxima-
tion in this context has been questioned. Th
also o

e . ereis

the free carr'
, o course, an int."aband cont 'but'ri ion due to

e ree carriers, but it has been shown both the-
oretically and experimentally thatthis does not
have any significant effect on the lattice dynamics
of group-IV semiconductors.

There is a considerable amount of inform t'ma ion
e ong-wavelength properties of InSb. There

have been several ultrasonic measurements of the
elastic constants as a function of temperat dure, an

e wo measurements with wave
' the w s in e megacycle

range are in good agreement. The long-wavelength
transverse and longitudinal optic frequencies have
been measured by a number of methods. Th
reliable rresults appear to be obtained 'th f

s. e most

studies of the ie infrared reflection spectrum or trans-
mission spectrum through thin layers or f
first-

, or rom
' st-order Raman scattering. Th ' f

43
ree in rared mea-

surements at 300'K all give results in the range

and first-order Raman scatt ering gives

vTp = 5. 40, vL() = 5. 73 THz.

It can be seen from Table I th t th
ower than o

a ese are somewhat
our values; the discrepancy is within

~ ~ ~

in ~

2. It is interesting that infrared measurements at
liquid helium temperature"re give

~TO 5 54+ 0' 09' ~LO = 5. 91+0. 06 THz

which agree fortuitously well with our 300'K neutron
an ow- requencymeasurements. The high- ' d 1 -f

ae oo tainta t bt ' „~rom index-of-refraction data and
derive
Referen

p c from the reflectance measu t
ence 44 gives &„=15.68 and up=17. 88 at helium

temperature, errors being about 0. 1 in eac case.
a io o ese is 1.14 + 0. 01, which implies that

v~ v» = l. 07, from the Lyddane-Sachs-Teller
relation. OurOur measurements give 1.065' 0. 045 for
this ratio and then e optical measurements give 1.06.

ou e requencies ofIn principle, information about the fr
zone-boundary yhonons can be obtained from the

emen o critical pointsidentification and measurem t f
in second- and third-order infrared and Raman
spectra. Frp . requencies in InSb derived in th'
from '

in is way
infrared-transmission~ and s e t

sion s udies are not entirely consistent either with
each other or with the neutron data. The difficulties
inherent in interpreting such d t hc a a ave been pointed
out in connection with the group-IV semiconductors

The coupling between the lattice vibrations and
the electric fi'c field also has consequences for the
elastic ro ert'
stress

p p ies. The relation between th 1 t'e easic
ess and the macroscopic field in the zin-

e' . The
ure is escribed by one piezoelectr tic cons ant

&4. e value of this constant has recently been
measured for InSb and s
A

an some other III-V compounds.
related parameter is the internal strain constant

y~4 which relates the change
'

1 tin re a ive position of

this
the two atoms in the unit cell t thce o e elastic strain;

rays. Measurementsis can be measured with x ra s. M
are not possible in III-V compounds d hn s, an aveso

on y een reported for Si and Ge, but these
values can be used as an extra test of the extent to
which models for o. -Sn and InSb are realistic. The
coupling with the electric field also affects th

; in the zinc-blende structure the 1
constant invo'nvolved is c44, the value of which d

e cony

on whether it is me
w c epends

field eff
i is measured at constant macrosc

ective field or displacement. In
scoplc

this lea
en . principle,
or e s ear modeseads to different velocities for th h

governed by c44 in the [100] and [110]directions '
is ess than theIn practice, the difference in InSb is 1

experimental error of the neutron or ultrasonic
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measurements; it would be significant, however,
in a zinc-blende structure crystal which was tending
to ferroelectricity. "

Finally, we should mention some published x-ray
measurements" of phonon dispersion curves in InSb.
Unfortunately, this method is indirect, involving
measurements of absolute intensity which become
even more difficult when there are two atoms in the
unit cell. Limited measurements in the [100] and
[111]directions at low temperatures are in reason-
able agreement with our neutron data, but are less
accurate. The room-temperature observations on
the [100] longitudinal modes, however, showed
anomalous effects which were explained by invoking
plasmon-phonon coupling together with a dramatic
drop in the frequency of the acoustic branch. We
find no evidence of this in our measurements, and
although the carrier concentration of the sample
used in the x-ray measurements is not stated it is
difficult to see how plasmon effects could affect the
acoustic branch significantly.

V. SHELL MODEL

As stated in the Introduction, we have fitted the
shell model developed by Cochran and Dolling '

to our data, in spite of the fact that not much physi-
cal significance can be attached to the values ob-
tained. The advantages of this model are, first,
that it has been used to interpret data in other
group-IV and III-V semiconductors and, second,
that it has sufficient generality to afford a descrip-
tion of all the available data. For example, the
high-frequency dielectric constant &„, and the fact
that the piezoelectric constant is not completely
described by the internal strains, can both be ex-
plained in shell-model terms.

The model used corresponds to that introduced by
Dolling and Waugh for GaAs, and the notation is
given in the Appendix. The ions are described by
equal and opposite ionic charges and "atomic" and
"mechanical" polarizabilities; the ion-ion, ion-
shell, and shell-shell short-range interactions are
described by first (a, p)- and second (X, p, v, 5)-
neighbor force constants, in which the suffixes R,
T, and S denote the three types of interaction. For
the group-IV crystals, the ionic charge is zero and
the polarizabilities equal for the two atoms in the
unit cell. Since the shell charges are actually fic-
titious, the dipole moments developed on the ions
being the real physical quantities, the description
contains two redundant parameters, and one can
take a& = n& without loss of generality. To reduce
the number of parameters, the following further
assumptions are made: (i) For the III-V compounds,
the (III ion, V shell) and (III shell, V ion) short-
range interactions are equal. 5 (ii) For the second
neighbors, the constants for the R, T, and S inter-
actions are in the ratio 1:1:Ss, where Ss = az/os .

(iii) For the III-V compounds, the III-III and V-V
interactions are identical. Explicitly,

D(IIII III) = D*(V, V),

where D is R, T, or S.
In the Appendix we give the expression for the

dynamical matrix in terms of these parameters.
We also give expressions for the other physical
properties discussed in Sec. IV. These have been
worked out for the zinc-blende structure by Cowley
using the perturbation procedures developed by
Born and Huang. He has invoked the approximation
yR = y~ to simplify the expressions for e&4 and c«,.
we give the exact expressions which in general give
significantly different results. '

VI. LEAST-SQUARES FITTING

A shell model fitted to the n-Sn neutron data and
dielectric constant was presented in a previous
paper. The fit to this model did not use the Z(110)-
direction data, except to determine the antisym-
metric second-neighbor force constant 5. We have
now included all the data and refined this model.
A final value of X = 2. 27 was obtained. No other
minima in the 11-dimensional parameter space were
found, although extensive searches were made. We

were also unable to obtain a fit by imposing any
restrictions on the parameters (e.g. , y~ =yr=ys;
nz/n& ——1). As previously noted, the full 11-param-
eter model did not converge properly to a well-de-
fined minimum, and the covariance matrix indicated
strong correlations between several of the param-
eters. The final values of the parameters were
individually poorly determined, and some param-
eters have seemingly unphysical values (e. g. , r~
= —V. 0). The final model gave a value for the di-
electric constant 6p of 12, compared to an experi-
mental value ' of 24. As the value of X was very
small we would, however, consider this model ade-
quate for interpolation to unmeasured regions of
reciprocal space.

For InSb, there are 14 parameters in the second-
neighbor shell model described in Sec. V. We
were able to find two separate minima in the 14-
dimensional parameter space —one starting from
the best values for the parameters found for z-Sn,
the other starting from the best values for the
parameters found for GaAs. Neither minimum was
well determined, and the two values of X found
were, respectively, 3. 18 and 2. 03. In fitting these
models, the experimental values of the elastic,
dielectric, and piezoelectric constants (see Sec. IV)
were used in addition to the neutron data. Varying
the weights on these data by a factor of 10 made
little change in the model parameters found. The
values of g quoted above were obtained when the
errors on the elastic and dielectric constants were
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Property Units

TABLE II. Observed and calculated elastic and dielectric properties.

G. -Sn (9O K) InSb (300'K)
Obs Calc Obs Calc

Cii
Ci2

~44

E'p

VTp

10"
dyne/cm

THZ

24

6.00+0. 06

104 esu/cm~i4
o. 64+ o. o4'

a 6.483'
M amu 118.70

~Reference 38.
Value for Ge, Ref. 49.
J. Thewlis and A. R. Davey, Nature 174, 1011 (1954).
Reference 42.

'Reference 44.

0.690
0.293
0. 362

12.20

0.67

0. 6669 +0.007d
0.3645 + 0. 004d

O. 3020+ 0. PP2d

15, 68 +0. 1
17.88 +0.1
5.54 +0, 05
5.4o'
5.90 +0.25
5.73'

—2. 13 +0, 2~

6.4793"
114.82, 121.76

0.6555
0, 3936
0.3082

15.66
16.74

5.43

5, 61

—2. 02
0.70

fReference 36.
~Reference 48.
"G. Gieseche and H. Pfister, Acta Cryst. 11, 369 (]958);

S. I. Novikova, Fiz. Tverd. Tela 2, 2341 (1960) [Soviet
Phys. Solid State 2~ 2087 (1961)].

increased by a factor of 10 over the values given in
Table II, and y thus reflects only the fit to the neu-
tron data. The first model, started from a-Sn,
fitted the neutron data for the optical branches quite
well, giving less good agreement for the acoustic
branches and non-neutron data. For the second
model, started from GaAs, the converse was true.
For both models convergence was very slow and
incomplete, and the covariance matrix showed that
the final values of the parameters were poorly de-
termined and correlated, as in the a-Sn fit. In

comparing fits, the larger errors assigned to the
InSb data should be noted.

In Table II, we show the values of the elastic and
dielectric properties calculated from the models

and also the experimental data where these exist.
We give results for the second InSb model, started
from the GaAs parameters, in the figures and ta-
bles. In Table III, we show the values of the
parameters of the models, and compare with the
parameters of similar models fitted to diamond,
Si, ' Ge, GaAs, "and GaP; the latter compound
contains elements from different rows of the Peri-
odic Table and is a less meaningful comparison.
It is difficult to find any systematic trends in the
values of the parameters, except perhaps an in-
crease in ys, a decrease in y~ (to large ne'gative

values), and a decrease in the antisymmetric force
constant 5 in going from C through to z-Sn and from
GaAs to InSb. It is interesting that the fits for

TABLE III. Values of shell-model parameters fitted to group-IV and III-V crystals.

C sib Ge' n-Sn GaP GaAs

QR

gf
Fi
7r2

di
d2
~R

~R
VT

~S

VR

~R

9.245

0. 0444

0.432

3.342
—0. 092
—1.198
—1.198

1.205
—0.413

2. 035
4. 75

21.42

0. 0401

1.199

1.364
0. 214

—0. 009
—0, 328
—0. 725
—2. 199

0. 818
1.70

27. 77

0. 0312

l.372

l. 262
0. 242
0. 151

—0. 017
—1.651
—2. 880

0.209
2. OO

12.81

0. 0841

0.695

0. 953
0.352
0. 880
7. 001
0. 048
0. 115
1.256
l. 048

32. 68
0.31
0. 0182
0.0119
1.277
0.990
1.173
0.335
0. 215
0. 097

—2. 35
—2. 76
—0. 51

2. 14

19.67
—0. 018

0. 0754
0. 0142
1.588
0. 714
1.267
0.222
0. 043

—0. 133
—0. 815
—1.941

0. 736
0. 55

12.08
—0.061

0. 0852
0. 0685
0.677
0. 823
1.491
0.577
0.226

—l. 163
0. 055

—0.470
0.499
0.534

~See Refs. 22 and 23.
bSee Refs. 21 and 23.
See Ref. 23,

See Ref. 26.
'See Ref. 57.
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GaAs and InSb both show Z& slightly negative, i.e. ,
a small positive charge on the group-GI ion. The
calculated value of e&4 in InSb is nevertheless
negative, in agreement with experiment. This
shows the importance of using the exact expression
for e&4, since it would be positive if governed only

by the internal strain.
Dispersion curves calculated from the fitted mod-

els are plotted in Figs. 1 and 2, along with the neu-
tron data. It is seen that the n-Sn model gives a
reasonable description of the measured dispersion
curves, the major discrepancies being in the Z~(A)
and Z, (0) branches in the [110]direction. The InSb

model is a less satisfactory description, being
especially poor for the whole &i(0) branch in the
[100] direction; this is presumably because of the
low weights assigned to the LO modes at I' and X,
since the value of X' is comparable to that found

for the z-Sn model.

VII. CONCLUSIONS

The phonon dispersion relations in cy-Sn and InSb
have been found to be qualitatively very similar.
The quantitative differences are the following: (i)
a small splitting in InSb of modes which are re-
quired by symmetry to be degenerate in a-Sn, and

(ii) a slight general lowering in frequency in going
from n-Sn to InSb. Our measurements in ~-Sn
show no anomalous effects which can be associated
either with the vanishing band gap or with the
transition to the metallic phase at room tempera-
ture. In both materials, comparison with the
semiconductors in the corresponding vertical se-
quences shows consistent changes in the frequencies
of the transverse modes, whereas the longitudinal
modes remain relatively constant when scaled with

the appropriate ion plasma frequency.
Our attempts to quantify these trends have not

been satisfactory. In fitting shell models to the
neutron data and information on long-wavelength
properties, we have come up with reasonable rep-
resentations of the dispersion relations. However,
the parameters of the models are poorly deter-
mined and highly correlated, and also some real
discrepancies with the non-neutron data remain.
Further, the parameters do not fall into any physi-
cally meaningful pattern. This last fact is eluci-
dated by Sinha's' microscopic interpretation of
the shell-model equation, in which the different
kinds of short-range force constants are shown to
be attempts to represent the q dependence of the
polarizability and the ion form factors and pseudo-
potentials. Sinha also shows that the dipolar ap-
proximation on which the shell model is based be-
comes less valid as the valence-electron wave
functions are extended and as the band gap de-
creases. The poorer performance of the shell mod-
el for such materials has also been noted experi-

mentally.
We hope that the detailed data presented for these

two narrow-gap semiconductors, and the systematic
trends noted for the vertical sequences of group-IV
and III-V crystals, will stimulate a microscopic
calculation of the lattice dynamics of these mater-
ials from first principles. The main task is to
establish a satisfactory dielectric matrix. If the
dipolar approximation as formulated by Sinha is
then reasonably well satisfied, it is a simple mat-
ter to invert the matrix in closed form; otherwise
one can invert the matrix by numerical methods.
One can then adopt an appropriate pseudopotential
and proceed to calculate the dynamical matrix in
the prescribed manner. ' '
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APPENDIX: SHELL-MODEL NOTATION AND
EXPRESSIONS FOR DYNAMICAL MATRIX AND

ELASTIC AND DIELECTRIC PROPERTIES

We put ion V at (0, 0, 0); ion III at ( ——,'a, ——,'a,
—4a). The charge on ion Vis Z„charge on ion III is
Z, = —Z&. First-neighbor force constants between
(0, 0, 0) and ( ——,'a, ——,'a, ——,'a) are

Second-neighbor force constants between (0, 0, 0)
and (-,'a, —,'a, 0) are

Subscript x indicates R(ion-ion), T(ion-shell), or
S(shell-shell) interaction. "Atomic" and "mechan-
ical" polarizabilities are m&, z&, and d&, d2 for the
V and III ions, respectively,

w, = Y,'/(k, +4nr), d, = —4nrY, /(k, +4nr),
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where k, , Y& are the corresponding core-shell spring
constants and shell charges.

Dynamical Matrix

Dynamical matrices R, T, and S for the three
types of short-range interaction are formed from
the force constants in the standard way. We de-
fine M, Z, Y, and kto be diagonal matrices
formed from the M, , Z, , Y, , and 0, , respectively,
and also

5 = 8+ k+ (4nr —4n~)1.

If C is the dynamical matrix for Coulomb interac-
tions" in a lattice of point charges I e I, we define

X=R+Z CZ,
8= T+Z CY,
D= ~+ YCY

Then the equations of motion for the ions are given
by

Mv U=(X-BD B')U .

By definition, R, ~, and C are Hermitian. If as-
sumption (i) (Sec. V) is invoked, so is T, and thus

B'= T+YCZ .

Elastic and Dielectric Properties

We now work with the assumptions (i)-(iii) of
Sec. V. It is convenient to define further quantities

5g = 4nr/(4nr+ k, ),
(51+ 58 26152SR)/(1 45152) s

~f d, (l —5gSs) —d~(1 —52Ss)1~Z'=Z) —
~ & —~z&i&2

(this is the "Szigeti" effective charge),

Then the elastic and dielectric properties can be
expressed by the following:

c» = e'/aQ(ns + 8p, ~ + 0. 24V 62 Z&),

c,z = e /aQ( —ns+ 2Ps —4ps

+ 8v„-4X~ —2. 645 92 Z,),
c44 ——e /aQ[nz+4ps+4As+ 5. 91352Z|2

—ys n, -(» —y, )'n, (~/1 —~)

——,
'

mZ, (&0+ 2)(y„' —2. 401 08)~],

& 44 = & /&Q [ns + 4 ps + 4A~ -3. 142 46 Z~

- ~z ns —(y~ —yr)'ns(&/1 -&)

+ g 2vZ i(eo+ 2)/eo(ys —l. 200 54) ],
n~ = (ri+ m2+ 2did2SR)/(1 —SR5,5~),

no = n„+ (Z ') '/4ns',

~ .= (1+-',« .)/(1 --,'«. ,),

&To (e /MQ) [4n„' ——,
' ~(Z ')'/(1 —,', n„) ]

vzo = (e /MQ) [4ns+~~~ (Z')~/(1~8 zn„)]

The last five equations are valid for all diatomic
diagonally cubic crystals, and have also been given
by Woods, Cochran, and Brockhouse. ' The piezo-
electric constant is

e&4= ( -Z&ea/6Q) (5. 028 84 no- —,'y„')(&0+ 2),

and the internal strain parameter is

4y~4 ya —&ye
a 1-4

Z Z'
+ -', (so+ 2) ' (y„' 2. 40108)

3&g

Note that when y&=y&, y&= y& and c44 and e&4 re-
duce to the expressions given by Cowley. '

For a rigid-ion model, a =0 and no, c4„e&4,
and K simplify to

n, = Z,'/4ns,

c44= e /aQf ns+4ps+4A, „—0. 12380Z,

—nRl'[3/(co+ 2) ]],
e,4= (Z,ea/4Q) L,

K = 3 (&0+ 2) (ys 10 05V 68 no)
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In this paper we discuss the recent results of stimulated Raman scattering (SRS) from mo-
bile carriers in semiconductors. Single-particle as well as collective excitations of the
electron gas in semiconductors can lead to tunable Raman scattering, which is of considerable
interest. We show that some of the possible scattering mechanisms have Raman gain large
enough to obtain tunable SRS. The specific case is our recent report of the first observation
of tunable SRS in the infrared. This SRS process involves the spin flip of conduction electrons
in InSb. Its frequency co~ is tunable by varying a dc magnetic field B as &, = ~0 —gp&B, where
(do is the frequency of the pump, g is the g value of electrons, and p~ is the Bohr magneton.
With Q-switched CO2 laser at 10.6 p as the pump, the spin-flip Raman laser is tunable from
10.9 to 13.0 p (B=15-100kG). The tunable coherent power is -10 W for an input power

of 1.0 kW. The tunable SRS has a linewidth of & 0.03 cm ~ at ~ = 800 cm ~ and its tuning
linearity and resettability exceeds 1:3 x104. We will discuss in detail the physics underlying
the tunable SRS and describe the possible applications of such a tunable coherent radiation.

I. INTRODUCTION

In this paper we discuss some of the experimen-
tal and theoretical results of stimulated Raman
scattering (SRS) from conduction electrons in semi-
conductors. Studies of spontaneous Raman scatter-
ing from mobile carriers have shown that both the
collective as well as the single-particle processes
can give rise to tunable Raman shifts. In Secs. II
and III, we evaluate the Raman gains for various
scattering processes and show that for some of
them, the calculated Raman gain (using the pres-
ently available lasers as yumy) can be greater than
optical losses in the semiconductor, and thus these
processes should be eminently suitable for obtaining
tunable stimulated Raman scattering.

In Sec. IV, we consider a specific case of the
Raman scattering from the Landau level electrons
in a semiconductor. in a magnetic field, and we
describe the experimental results of tunable SRS
from spin flip of electrons in n-InSb. ' The fre-
quency e, of the spin-flip Raman laser varies as
(d, =~o-gp, ~B, where +, is the pump frequency, g
is the effective g value of the conduction elec-
trons, p. ~ is the Bohr magneton, and B is the dc
magnetic field. Using a Q-switched CO~ laser at
10.6 p, as the pump, the InSb spin-flip Raman
laser can be tuned from -10.9 to 13.0 p, by varying
B from -15 to 100 kG. The linewidth of the tunable

SRS is &4 A at -12.0 LtL, , corresponding to &0. 03
cm ' at -800 cm '. The linearity and resettability
of SRS frequency exceeds 1:3x10'. Both the line-
width and linearity measurements, are, at present,
limited by experimental techniques.

With a pump power of -1.0-kW peak, tunable
SRS power output is -10 W. In Sec. V we discuss
the limitations on the maximum spin-flip Raman
laser power output and show that with n-InSb, the
maximum power output is limited not by pump
depletion but by saturation of the spin system taking
into account the spin diffusion.

In Sec. VI, we discuss the tunability limitations
of the spin-flip Raman laser and firid that for a
given electron concentration n-InSb, the lowest
magnetic field for SRS is determined by the quan-
tum limit for the upper-spin sublevel, while the
upper limit on the magnetic field is determined by
the free-carrier absorption. We also discuss the
effect of varying the carrier concentration on the
spin-flip SRS.

The very narrow linewidth and the extremely
linear tunability of the spin-flip Raman laser
points to many scientific and practical applications.
In Sec. VII, we consider a particular case of in-
frared spectroscopy and show that the spin-flip
Raman laser is superior to the conventional grat-
ing spectrometers in terms of resolution and

speed.


