
PHYSICAL REVIEW B VOLUME 29, NUMBER 10 15 MAY 1984

Gauge-invariant energy variational principle applied to excitons
in anisotropic semiconductors in high magnetic fields
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A method for improving the trial wave function for a system in a magnetic field using the
Rayleigh-Ritz energy variational principle is applied to anisotropic excitons. When the trial wave
function is adapted to the gauge of the vector potential using a phase factor, a gauge-invariant vari-
ational energy is obtained, and the charge conservation equation is satisfied. The gauge-invariant
variational method is used to obtain an upper bound to the ground-state energy of an exciton in the
axially anisotropic semiconductors CdS arid GaSe when magnetic fields in the megagauss range are
applied. The variational calculations predict a measurable dependence of ground-state energy on
field orientation.

I. INTRODUCTION

The Rayleigh-Ritz energy variational principle provides
one of the best approximation methods for the solution of
the Schrodinger equation for atoms and molecules in mag-
netic fields. ' The energy operator involves the vector
potential, the curl of which gives the magnetic field. Two
significant difficulties arise, however, in applying the vari-
ational principle to such systems. First, the energy expec-
tation value for an arbitrary trial wave function depends
on the choice of the gauge of the vector potential. Second,
charge conservation is found to be violated for an arbi-
trary choice of gauge when the current density is calculat-
ed from the trial wave function. These problems are seri-
ous and should be remedied.

In previous work we have given a method for removing
these difficulties by adapting the chosen trial wave func-
tion to the gauge of the vector potential using a phase fac-
tor. Use of a phase factor containing an arbitrary varia-
tional function to remove the gauge dependence was first
suggested by Epstein, but he gave no method for obtain-
ing the phase factor in a general case. Epstein ' also
pointed out that the charge-conservation condition should
be satisfied, but did not show how to obtain this condition
in variational calculations. In our method the trial wave
function is multiplied by a phase factor and the energy is
varied with respect to the variational phase function. The
variation yields the condition for charge conservation.
This condition provides a differential equation which can
be solved to obtain the phase function that minimizes the
energy.

The improved trial wave function obtained by using this
phase function has a number of desirable properties. Be-
cause it is obtained using the charge-conservation condi-
tion, it satisfies this condition identically. The charge-
conservation condition contains the vector potential, so
the minimizing phase function depends on the gauge of'
the potential. The phase factor thus adapts the trial wave
function to the gauge of the vector potential and removes
the gauge dependence of the energy expectation value.
The energy expectation value is also lower than the origi-

nal energy expectation value, since the energy has been
minimized with respect to an additional variational func-
tion.

The method has been applied previously to an anisotro-
pic harmonic oscillator in a constant magnetic field. s In
this paper it is applied to excitons (bound electron-hole
pairs) in the axially anisotropic semiconductors CdS and
GaSe in strong uniform magnetic fields. The variational
upper bound to the ground-state energy in high magnetic
fields is calculated as a function of field strength and
orientation for GaSe excitons and excitons formed from
the A-valence band of CdS.

The results of the gauge-invariant variational calcula-
tion give good agreement with the experimental data of
Aldrich et al. " for GaSe excitons in high fields parallel to
the crystal axis. The theory predicts a decrease in the
ground-state energy of GaSe excitons and CdS A excitons
as the field is shifted from parallel to perpendicular orien-
tations with respect to the crystal axis. The superiority of
the gauge-invariant method is demonstrated by compar-
ison with energies obtained by a gauge-dependent ap-
proach. The effect of spin splitting on the exciton
ground-state spectrum is also considered.

Numerous theoretical studies of the energy states of ex-
citons in magnetic fields have been made both for isotro-
pic' ' and anisotropic" ' ' semiconductors. Fritsche
and Heidt' were the first to develop a formalism for com-
puting the exciton spectrum of axially anisotropic semi-
conductors in high magnetic fields. They used the adia-
batic approximation of Elliot and Loudon, ' where the
Coulomb attraction is neglected in the plane perpendicular
to the field. Axially anisotropic excitons in high magnetic
fields have also been treated in the adiabatic approxima-
tion by others. "' ' No formalism has previously been
developed, however, for treating excitons in totally aniso-
tropic semiconductors in high magnetic fields. The for-
malism developed here may be applied to totally anisotro-
pic semiconductors, does not neglect the Coulomb attrac-
tion in the plane perpendicular to the field, and gives
ground-state energies for arbitrary field orientations. No
previous calculation has been made of the variation of
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ground-state energy with field angle for excitons in axially
anisotropic semiconductors. Monozon and co-workers' '
have stated that the ground-state energy of excitons in
uniaxial crystals varies with field angle; however, they do
not state precisely how it varies or make computations.
Most other studies have assumed that the field is aligned
with the crystal axis.

In Sec. II the quasiparticle Hamiltonian for an exciton
in a totally anisotropic semiconductor in a static magnetic
field is derived. The gauge-invariant variational method is
applied to this system in Sec. III and the quasiparticle
current-conservation equation for the exciton is obtained.
In Sec. IV a Gaussian trial wave function valid at high
magnetic fields is shown to give a gauge-dependent energy
expectation value. %hen the current-conservation condi-
tion is solved with this Gaussian trial wave function, the
resulting improved trial wave function yields a gauge-
invariant energy expectation value. The results of Sec. IV
are specialized to the axially anisotropic case in Sec. V and
applied to the axially anisotropic semiconductors GaSe
and CdS. The conclusion is given in Sec. VI.

II. HAMILTONIAN FOR ANISOTROPIC EXCITONS

In this section the Hamiltonian is obtained for anisotro-
pic excitons in nondegenerate semiconductors in a uni-
form strong magnetic field. After a brief description of
the system, the single-particle effective Hamiltonian in
relative coordinates is derived for the vector potential in
an arbitrary gauge and then expressed in dimensionless
units.

A. Exciton in a uniform magnetic field

The system consists of a single electron-hole pair creat-
ed by a direct transition (direct exciton) in a semiconduct-
or with anisotropic conduction and valence bands. The

=(sin8cosg, sin8sing, cos8) . (2.1)

The vector potential A, the curl of which gives the mag-

netic induction field 8, is chosen to be in the mixed gauge
with components

A; =(1—
gq )Bjxh —xjghBh, (2.2)

where (i,j,k) are cyclic permutations of (1,2,3) and the
gauge parameters (gi, g2, $3) are arbitrary real numbers. If
gi

——$2
——g3 ———,, the symmetric gauge is obtained, while if

gi —$2 —g3 —0 or 1, the two Landau gauges are obtained.
The mixed gauge is chosen for generality and to demon-
strate the gauge invariance of the method, since the gauge
parameters act as indicators of gauge dependence in later
results.

energy is calculated using the effective mass approxima-
tion for the exciton problem first given by Wannier. '

The Wannier exciton may be pictured as an electron in a
conduction band bound to a hole in a valence band. The
valence bands of the semiconductor are assumed to be
nondegenerate in the magnetic field, when spin effects are
neglected. ' For nondegenerate valence bands a simple
two-band model may be used. ' The formalism is
developed for a completely anisotropic semiconductor
where the dielectric anisotropy is given by a diagonal
dielectric tensor and the effective electron and hole masses

are also diagonal tensors.
A Cartesian coordinate system (x „x2,x3) which diago-

nalizes the dielectric and effective mass tensors is

chosen. A uniform magnetic field 8 is applied with a
polar angle 8 and an azimuthal angle P. The field com-

ponents may be written B=BC, where

C=(Ci, C2, C3)

B. Hamiltonian

For a Wannier exciton in an anisotropic semiconductor in the presence of an external magnetic field, the minimally

coupled Hamiltonian in Gaussian units is given by'

H(r„rh)= g 1

2P7l~g
i% +——2;(r, )

8 e 1

Bx~) c 2mI, ;

e
iA ———A (rh)

'2

(+1+2+3) [+1 (xel xh1) ++2 (xe2 xh2) ++3 (x 3 xh3) (2.3)

where r, =(x, i,x,2,x,3) and r h
——(xh i,xh 2,xh 3) are the

displacement vectors of the electron and hole, respectively,
A; (i =1,2, 3) are the components of the vector potential,
and —e is the electronic charge. The elements of the di-
agonal electron and hole effective mass tensors are m„.
and mh;, respectively, and E; are the elements of the diag-
onal dielectric tensor. The Coulomb potential energy term
in Eq. (2.3) is derived using Poisson's equation. Exciton
spin terms have been omitted in the Hamiltonian since
they simply add a constant to the total energy and do not

I

affect the variational calculations. " Spin effects are con-
sidered later. In the effective mass approximation, where
the exciton dimension is large compared to the lattice con-
stant, the effective Schrodinger equation is'

H(r„rh)e(r„rh)=em(r„rh) . (2.4)

The envelope function @(r„rh ) describes the electron and
hole motion on a scale large compared to atomic dimen-
s1ons.

The motion of the exciton can be expressed in relative
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coordinates r = r, —ri, =(xi,x2,xs), and in center-of-
mass coordinates R=(Xi,X1,Xs), where

4(r„r~)=exp[ —ieA(R ).r/iiic]exp(ik. R )g(r ), (2.6)

X~ ——(m„x„+maxi, ;)/(m„+ms;) (i =1,2, 3) . (2.S)

When Eq. (2.3) is written in terms of relative and center-
of-mass coordinates, then because of the magnetic field
the two motions of the exciton are coupled in the Hamil-
tonian in a complicated manner. In a magnetic field there
is no way to separate them exactly. An approximate
separation may be achieved, however, if the center-of-
mass motion ls ncgllgiblc ln comparison to thc I'clatlvc
motion. In this case Eq. (2A) can be transformed into a
one-particle (quasiparticle) Schrodinger equation for the
relative motion in terms of reduced effective masses.

A partial decoupling of the center-of-mass and relative
motions may be achieved using an envelope function of
the form""-"

where A(R ) is the vector potential at the center of mass,

k is the exciton wave vector, and P(r ) is the envelope
function for the rdative motion. " ' If Eq. (2.6) is used in

Eq. (2A), terms containing A(R) are removed. ' There
are still terms containing components of the exciton wave

vector k, llowcvcl', wllicll alc tllc klilctlc cnclgy of thc
center of mass and coupling between the center of mass
and relative motions in the field. It is commonly as-
sumed that the center of mass of the exciton is at rest

(k=0) (Refs. 11, 16, and 21) and calculations made in
this approximation give satisfactory results when com-
pared to experimental data.

When the center-of'-mass terms are neglected, the
single-particle effective Schrodinger equation for the rela-
tlvc motion can bc written as

H(r)= g 1

kg
—ill +—2;(b"r )

Bx; c

e+ — [(BXr ); —A;(r )+2;'ai, .r )+28;(ai, r )A;(a, r )+2A;(a, .r )] +V(r ) .
2~ 2~

(2.7)

The diagonal dyads

3
++
ag = ~ Pig).X]X)

/ =1
(2.8)

I—Pl .X X"8f (2.9)

b;=(p;/m„. fag, +(p;/mi, ;)a, (i =1,2, 3), (2.10)

are used to express some of the vector potential terms in
weighted relative coordinates. The potential energy is

V( r )= e(K i K2K3)—

C. DimcnsioIllcss QQits

In order to find an upper bound to the exciton ground-
state energy, the expectation value of Eq. (2.7) with
respect to the trial wave function must be minimized with
respect to the variational parameters. The energy expecta-
tion value of this system is too complicated to minimize
analytically, so numerical methods are required. For con-
venience in numerical computation, dimensionless units of
length and energy are used. First, however, it is necessary
to dcflilc soillc coilstailts of tllc system.

For the anisotropic exciton the effective Larmor fre-

quency in Gaussian units is defined as"'
(2.15)

&&[(xi/Ki)+(xz/Kl)+(x3/Ks)] '" (2.11) the effective Bohr radius ao is

The reduced effective masses (i = 1,2, 3) are
—1 —1 —1

pg =m~~ +III.

the total effective masses are

Mg =pl~) +mug (2.13)

ao KA /pe- —
and the effective rydberg A' is

(2.16)

(2.17)

and the dimensionless relative masses are

m';=m;/M~, u=e, h . (2.14)

The geometrical mean of the anisotropic reduced effective
mass ls

(2.18)

Equation (2.7) is the sum of the effective kinetic energy of
the quasiparticle in the field in terms of the reduced effec-
tlvc masses IM,

- which characterize thc quaslparticlc, a di-

amagnetic term which is proportional to the square of the
field strength, and a Coulomb potential energy. K =(KiK2K1)'~ (2.19)

and the geometrical mean of the anisotropic dielectric
constant ls
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ki =P/Pi

A dimensionless magnetic field parameter is

(2.20)

The relative reduced effective mass parameters g; are de-
fined as

where y is proportional to the field magnitude 8 and thus
gives a measure of the field strength. The field com-

ponents are given by B=BC and Eq. (2.1).
When the constants defined above, the mixed gauge of

Eq. (2.2), and Eqs. (2.8) and (2.1) are used in Eq. (2.7), the
dimensionless Hamiltonian is

y =PAL /& =(A E /p e c )8, (2.21)

H(r )= —gi 2 +2iy(Tix2+T'ix3) +y (T12x3+TI2xix2)+(1—+2,2~3,3~1)+(1~3,2—+1,3~2)
BX 1 BX1

—2E 'i [(x 1/Ki)+(xz/E2)+(x3/K3)] (2.22)

where energy is in units of the effective rydberg 9t' and
length is in units of the effective Bohr radius ao. The di-
mensionless functions Ti, T'1, T12, and T12 are defined as

Tl P 3[ P(123 /ml) (9213/mh 1)j
T 1 1M+2[( 9132/m 1)—(P312/mlg 1)j

Ti2= —2Pcic2(2)32A12m~3 +&23ii)132mi 3 ) ~

(2.23)

(2.24)

Ti2 =V [&a(i)i32m. i '+&312mi i' )

2 2 —1 2 —1+Ci(P23im, 2 +9321mi, 2 )], (2.26)

where each of these equations gives two others through
cyclic permutation of (1,2,3). Equations (2.23)—(2.26) are
written in terms of the gauge-dependent dimensionless
functions

The charge-conservation condition for stationary states is
therefore violated because the charge density q ~

'Ii
~

is
time independent. The gauge-invariant variational
method resolves these problems by multiplying the trial
wave function by a phase factor. When the energy is min-
imized with respect to the variational function in the
phase factor, the minimization condition yields the condi-
tion for charge conservation. The charge-conservation
condition provides a differential equation which can be
solved to obtain the phase function that minimizes the en-

ergy and adapts the trial wave function to the gauge of the
vector potential. In this section the gauge-invariant varia-
tional method is applied to the anisotropic exciton system
described in Sec. II which gives the charge-conservation
equation for the quasiparticle.

An improved trial wave function 'Ii for the quasiparti-
cle is obtained from the initial choice of trial wave func-
tion by multiplication by a phase factor

and

rli „=(1—g„)mi, +g„m,'i (2.27)
(3.2)

Am. =(1 kn)m—ei+knmi'm, (2.28)

where (l,m, n) are cyclic permutations of (1,2,3).
The gauge-dependent Hamiltonian of Eq. (2.22) gives a

gauge-dependent energy expectation value unless the trial
wave function is adapted to the gauge of the vector poten-
t1al. In the next sect1on the gauge-1nvar1ant var1at1onal
method is applied to the anisotropic exciton.

III. GAUGE-INVARIANT VARIATIONAL METHOD
APPLIED TO ANISGTROPIC EXCITGNS

When the Rayleigh-Ritz variational method is applied
to a system in a static magnetic field, the energy obtained
is an upper bound to the ground-state energy and depends
on the gauge chosen for the vector potential in the energy
operator. For an arbitrary choice of the trial wave func-

tion 4 and an arbitrary gauge of vector potential A, the

divergence of the charge current density J does not in
general vanish,

(3.1)

where A=A(r ) is an arbitrary real variational function
and q' is the effective quasiparticle charge (q'= —e). The
expectation value of the quasiparticle Hamiltonian H(r )
calculated with respect to 4' is a functional of A:

E'=E[A]
= (exp(iq'A/iric)%

~

H exp(iq'A/Pic)iIi) .

The variation of Eq. (3.3) with respect to A is

F. [A+ 5A j E[Aj 5E[A]+—52E [A—]+ (3 4)

where 5A(r ) is Rn arbitrary real varlatlon of A(r ). For
an extremum in the energy it is necessary that the first
variation va»sh, 5E[A]=0. For a minimum in the ener-

gy the second variation must be positive, 52E[A] ~ (). The
condition for an extremum is obtained in this section,
while it has been shown elsewheres that the extremum is
indeed a mlnlmum.

When the first variation of Eq. (3.3) is set equal to zero,
the minimization condition is

5E[A]=—2q'(iric) ' Jd r 5A(r )I»I ~Ii'*(r )H(r )iIi'(r )}=0,
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where Im denotes the imaginary part. To obtain Eq. (3.5)
from Eq. (3.4) the exponential exp(iq 5A/Pic) is expanded
and only terms linear in 5A are retained. The Hermiticity
of the energy operator is also used. Since 5A(r ) is arbi-
trary, the only way for Eq. (3.5) to be satisfied is for the
integrand to vanish,

ImI%'"H(r )qi'j =0 . (3.6)

If the quasiparticle Hamiltonian H ( r ) defined in Eq. (2.7)
is used, then Eq. (3.6) becomes

Im[%"[II p 'II]%"j =0 . (3.7)

The effective kinetic momentum II of the quasiparticle in
the magnetic field is

II= g iR —+—A;(b;.r) x;. (3.8)
Bxi c

From Eq. (3.8) it is clear that the quasiparticle effective
charge q'= —e. The reciprocal of the reduced effective
mass tensor is

p = ~p; xxi. (3.9)

The last term in the curly brackets in Eq. (3.10) is real, so
that Eq. (3.10) gives

7 J '=0 (3.11)

The current density J ' for the anisotropic exciton is

J '=ReIqi'*q'p 'IIWj, (3.12)

where Re denotes the real part.
When Eq. (3.2) is inserted into Eq. (3.12), the result is

i2 3J'=J+ . f4[ gg; — x;,imc; = i ~xi
(3.13)

Equation (3.7) can be rewritten as

ImI iAV [—qi"p '11%"]+(IIqi')*.p '(II'') j =0 .

(3.10)

3

g g;[&,'A+p '(&~p)&;A]= —pc(V J )/q'p, (3.15)

where 8;=8/Bx; and the charge density is p( r )
=q'/ %(r )

f

In the next section Eq. (3.15) is solved for a Gaussian
wave function qi which is valid at high magnetic fields.
The resulting improved trial wave function is shown to
give a gauge-invariant energy expectation value.

IV. ENERGY EXPECTATION VALUE

In this section a Gaussian trial wave function is chosen
which should describe the exciton ground state in high
magnetic fields. When this trial wave function is used to
calculate the expectation value of the energy operator, a
gauge-dependent energy is obtained. The method of Sec.
III is used to improve the trial wave function. When the
energy is minimized with respect to the phase factor, the
charge-conservation condition is obtained. When the
equation of continuity is solved for the phase factor,
which adapts this trial wave function to the gauge of the
vector potential, the resulting improved trial wave func-
tion is shown to give a gauge-invariant energy expectation
value.

A. Trial wave function for high magnetic field

The exciton is considered in the high-field limit where
the magnetic field is sufficiently strong to make the field
parameter y) 1. Since an exciton is hydrogenic, a choice
of trial wave function can be motivated by examining the
case of the hydrogen atom in a high magnetic field. ' '
The magnetic forces on the electron compress the orbitals
in the direction perpendicular to the field and cause oscil-
lations at a frequency comparable to the cyclotron fre-
quency. Oscillations in the field direction are much
slower. The ground-state wave function for a harmonic
oscillator is a Gaussian function. Gaussian wave func-
tions have been used as trial wave functions for the
ground state of hydrogen atoms' ' and hydrogenic sys-
tems such as excitons" in high magnetic fields. A three-
dimensional normalized Gaussian wave function

4'(r ) =(8aia2a3m. )' "exp( —aix i
—a2x2 —a3x3) (4 1)

where iu is given by Eq. (2.18) and g; (i =1,2, 3) are given

by Eq. (2.20). The original current density J is given by
is therefore taken as the initial trial wave function, where
(ai a2,a3) are real positive variational parameters.

J =ReI%"q'p '11%'j . (3.14) B. Gauge-dependent energy expectation value

Equations (3.11) and (3.13) give the differential equation
for the A which minimizes the energy,

When the Gaussian wave function in Eq. (4.1) is used to
calculate the expectation value of the dimensionless exci-
ton Hamiltonian of Eq. (2.22) the result is

E=&+
~

II(r )q )

Iklal+ 4 Y C1P2a3 +kl+32a3 +~3a2 '+(1—ki)'&23a2 '1
1

+(1~2, 2~3, 3~1)+(1~3,2~1, 3~2)j —(32a3/mp3)'" f du(au +bu +1) (4.2)



in units of the rydberg in Eq. (2.17). This energy is gauge
dependent since it contains the gauge parameters
(gl, gz, gI}. The potential energy integral in Eq. (4.2) in-
volves thc paraIDctcrs

u= —(ai/PI)[(al/PI) '+(a2/PI) ']

+(aI/PI ) (a i/pl ) '(al lpp) '+ 1

cyclic permutation of (1,2,3). The energy expectation
value E 111 Eq. (4.2) ls thc sulu of a posltlvc kllmtlc cllclgy,
a positive diamagnetic energy shift, and an attractive
Coulomb potcntlal energy. Tlm dlamagllctlc term ls plo-
portional to y and thus is quadratic in the field magni-
tude a."

b =«I/P3)[(al/Pi) '+«2/P2) ']—2

where

P;=K/E~ (i =1,2,3) .
The parameters X; in Eq. (4.2) are

X;=p/M; (i =1,2, 3),

(4.4)

(4.5)

(4.6)
A =—BxIx2[(aITI+a2T2 )]/(gial+$2al)]

The energy expectation value of Eq. (4.2) is gauge
dependent because the phase of the trial wave function
%(r ) in Eq. (4.1) is not adapted to the gauge of the vector
potential in the energy operator. The adapting phase
flllictloil cail bc obtalllcd by lllscrtlIlg Eq. (4.1) 111'to thc
quasiparticle charge-conservation condition in Eq. (3.14)
and solving for the minimizing A. The solution is

where p is defined in Eq. (2.18) and M; is defined in Eq.
(2.13). The parameter XI2 in Eq. (4.2) is

I 2 —]. —. IXI2=p(mSSm~2 +mqimSI —M2 ), (4.7)

where mNI (a=e, II) (i =1,2, 3) is defined in Eq. (2.14),
and Xzi is obtained by interchange of the indices 2 and 3.
The constants XII and XII are obtained from Eq. (4.7} by

+(1—+2, 2~3, 3—+1)+(1-+3,2~1, 3-+2), (4.8)

where the functions (TI,T1,T3) and (T'I,T2, T'I) are
given by cyclic permutation of (1,2,3) in Eqs. (2.23) and
(2.24), respectively. When Eqs. (4.8) and (4.1) are used in
Eq. (3.2), the improved trial wave function is adapted to
the gauge of the vector potential.

D. Gauge-invariant eIlex'gy expectation value

When the improved trial wave function is used to calculate the energy expectation value, the result is

E'=(q'
~

a(-)q')
= Ideal+ —.

' y'CI [Xtai '+Xla2 '+Xiii«24+a4I) 'l

+(1~2, 2~3, 3~1)+(1~3,2~1, 3~2)]—(32a3/mpi)I~I I du(IIu +» +1) (4.9)

This energy is gauge invariant because it does not contain
the gauge parameters (gi, gz, g3). The parameters a and b
in the potential energy integral are given in Eqs. (4.3) and
(4A). The parameters X,' are defined as

X,' =pp;/m„mp„(i =1,2,3), .

where p is given in Eq. (2.18). The parameters X&3 are de-
fined as

X21——p (pI/p2)(m, '2m' S' m/, Im, I )— (4.11)

where m', (a=e, lI) (i =1,2, 3) is given in Eq. (2.14). The
parameters XII and X12 are obtained from Eq. (4.11) by cy-
clic permutation of (1,2,3). The energy in Eq. (4.9) con-
sists of a positive kinetic energy term, a positive diamag-
Qet1c term proport1onal to g, and an attract1vc Coulomb

energy.
The energy in Eq. (4.9) is a function of the dielectric

constants and effective masses. These parameters have
been experimentally determined for the axially anisotropic
seITliconductors GaSe and CdS. In Scc. V the results
of Secs. II—IV are applied to these axially anisotropic
semiconductors.

V. GROUND-STATE ENERGIES OF AXIALLY
ANISOTROPIC EXCITONS

In this section the results of Sec. IV are specialized to
the case of axially anisotropic semiconductors. The
gauge-1nvanant energy cxpcctatlon valUc 1s Used to calcu-
late the variational ground-state energies of GaSe excitons
Rnd CdS A cxcitons US1ng 11UIDcrical minimization. In or-
der to check the validity of the trial wave function at high
fields and of the values used for the material parameters
of GaSC, the results of the theory are compared with the
experimental data of Aldrich et al." for GaSe excitons in
high fields aligned with the crystal axis. The theoretical
ground-state energies agree with experimental energies to
within experimental error.

The ground-state energies of GaSe and CdS excitons are
calculated for fields ranging from y = 1.0 to y =3.0 as the
angle of the field with the c axis varies from 0 to 90. As
a demonstration of how widely results can vary if the
gauge-invariant approach is not used, the gauge-dependent
energy expectation value of Eq. (4.2) is used to calculate
the energy as a function of field angle for GaSe excitons
with y=3.0. The Landau and symmetric gauges are
shown to give widely differing energies that are higher
than the gauge-invariant energy.
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A. Axially anisotropic semiconductors

Axially anisotropic crystals have a plane of rotational
symmetry perpendicular to the crystal axis (c axis). The
dielectric tensor and effective mass tensors can be written
in terms of components perpendicular (l) or parallel (

~ ~

)

to the c axis. If the xs axis is taken to be parallel to the c
axis, the subscripts 1 and 2 can be replaced by l and the
subscript 3 can be replaced by

~ ~

for the dielectric con-
stants, effective masses, and reduced effective masses.

Since the crystal has rotational symmetry about the x3
axis, the field may be assumed to lie in the x2-x3 plane
without loss of generality. The projections of the unit
vector in the magnetic field direction onto the axes are
then C=(0, sin8, cos8), where the field is at an angle 8 to
the c axis. Only the squares of the field components enter
the energy expectation value so allowing 8 to vary from 0
to 90' covers all possible energies. The axially anisotropic
excitons do not have rotational symmetry in the field un-
less the field is aligned with the crystal axis. Thus, for ar-
bitrary field angles, the method of Sec. III is needed to ad-
just the trial wave function to the gauge of the vector po-
tential.

An effective Larmor frequency coL, effective Bohr ra-
dius ao, and effective rydberg are obtained from Eqs.
(2.15)—(2.17), respectively, for the axially anisotropic case.
Instead of K and p as defined in Eqs. (2.18) and (2.19),
respectively, with K~ ——K2 and p&

——p2, it is conventional
for axially anisotropic semiconductors to replace E with

(KAMIC~~)' and p with p~ in Eqs. (2.15)—(2.17). The field
parameter y in Eq. (2.21) involves the same replacements
for p and K. The gauge-dependent energy E in Eq. (4.2)
and the gauge-invariant energy E' in Eq. (4.9) can be ob-
tained in terms of the new Larmor frequency, Bohr ra-
dius, and rydberg by making some replacements. The
g; =p/p; is replaced by pi/p;. The p in Eqs. (4.6), (4.7),
(4.10), and (4.11) is replaced by pi. The P; in Eq. (4.5) is

replaced by Ei /E;, which occurs in Eqs. (4.2)—(4.4) and
(4.9). With these replacements the energies in Eqs. (4.2)
and (4.9) are expressed in terms of the new rydberg and
lengths are expressed in terms of the new Bohr radius.

B. Material parameters

The material parameters of CdS and GaSe are discussed
here and given in Table I. In a magnetic field CdS has
three nondegenerate valence bands A, B, and C. Param-
eters for excitons formed from the A-valence band, associ-
ated with the lowest-energy gap, have been determined by
Seiler et al. ' using two-photon magnetospectroscopy and
by Hopfield and Thomas ' using linear magnetooptical
absorption. Effective masses and dielectric constants for
CdS obtained from the above sources are listed in Table I.
Parameters which characterize CdS A excitons, either ob-
tained from the above sources or calculated from values
given in them, are also listed in Table I. Values which are
not referenced are calculated from referenced parameters.
Uncertainties have been included when given in the refer-
ences and used in calculated values.

Effective masses of direct excitons in GaAs have been
determined by Ottaviani et al. using transport measure-
ments and results of magnetooptical absorption measure-
ments at liquid-helium temperatures. ' Parallel and
perpendicular components of the dielectric tensor for
GaSe have been measured by Leung et al. ' Effective
masses, dielectric constants, and exciton parameters for
GaSe, obtained from the above sources or calculated from
values given in them, are also listed in Table I. Although
no uncertainties are given in Ref. 30, effective mass values
of GaSe are uncertain to at least +10%%uo, since the reduced
effective masses used to calculate them have this degree of
uncertainty.

TABLE I. Material parameters of CdS and GaSe excitons.

Parameter'

m, ] /mp
mI, J /mp

m8II /mp
m~ II/mp

(K Eii)'

p] /mp

Definition'

Kj /XII
[mp(m, g'+mug' )]
[mp(m, j~ +m&T~' )]

Pg/PII
pje /2EJXIIfz

(K K )' fi /p e

GaSe
value

0.17'
0.8'
0.3'
0.2'
8.8
1.34
0.14
0.12
1.17

24.5 meV
33.3 A
59.3 T

CdS
value

0.210+0.003'
0.64+0.02'
0.204+0.01'
s.o'
8.9+0.2'
0.988+0.075~
0.158+0.002'
0.196+0.010
0.806+0.050
27.1+1.5 meV
29.9+1.0 A
74.0+5.0 T

'The symbol mp is the free electron mass.
"Values for CdS are for the 3-valence band.
'From Ref. 30.
~Frofn Ref. 31.
'From Ref. 21.
From Ref. 33.
From p&, pII, and (p&Kj ~pllEII ~=0 797+0.013 in Ref. 21



GAUGE-INVARIANT ENERGY VARIATIQNAL PRINCIPLE APPLIED TO EXCITONS. . .

C. Energy minimization

The gauge-Invariant energy expectatlon value of Eq.
(4.9) expressed in the new dimensionless units of this sec-
tion was numerically minimized with respect to the varia-
tlollal pal'alllctcls (cLI,Ix2, /xi). Fol' 8 glvcll sct of material
parameters, calculated energies are accurate to within
+5~10 effective rydbergs. From Table I the effective
exciton rydbergs are 24.5 meV for GaSC and 27.1 meV for
CdS. These values give a computational error of less than
+0.002 meV. Clearly, the primary source of error in the
calculations is in the values used for the material parame-
ters, especially for GaSe, where the uncertainties of the ef-
fective mass values are not specified in the references.
The accuracy of these values and the validity of the trial
wave function used can be cheeked by comparison with
experimental measurements in high fields.

D. Comparison with experimental data
for GaSe excitons

10-
S-
6-

CC

2-

-2-
~Thooroticol (this work)

IExperimental Qatar

(Aldrich oi ol.}

From Table I the high-field region (y & 1.0) is roughly
8 ~60 T for GaSe excitons and 8~74 T for CdS A exci-
tons. Although fields of up to 1000 T have been produced
using explosive flux compression devices, few exciton
measurements have been made at these fields.

Aldrich et a/. " have measured the energy spectrum of
the ground state and the first two excited states of GaSe
excitons for fields parallel to the c axis (8=0') up to near-
ly 200 T. The optical exciton energies are the sum of the
direct band-gap energy Eg and the exciton energy for the
particular state considered. The band-gap energy for
GaSC at extremely low temperatures (1.7 K) was deter-
mined by Mooser and Schluter to be Eg ——2129.6
+0.05 meV. If this value is subtracted from the optical
energies, the experimental ground-state energies are ob-
tained. These energies are plotted in Fig. 1. Magnetic
fields range from 63 to 167 T. Because of difflculties in
resolution due to diffraction fringes, the energies are only
accurate to +20 cm ' or roughly +2.5 meV. ' For this
reason the experimental data in Fig. 1 are given with error
bars 5 meV wide. Theoretical values obtained from the
variational calculations described in this section are given
as solid dots. The large uncertainty in the experimental
values makes it difficult to assess the accuracy of the vari-
ational calculations precisely. However, the agreerncnt is
within experimental error, which is excellent considering
that such 8 simple trial wave function is used.

E. Energy as a function of field strength and orientation
for GaSe and CdS excitons

The data taken by Aldrich er al. "are for fields parallel
to the e axis (8=0'). Data for the perpendicular orienta-
tion have been taken for GaSC (Ref. 28) and CdS (Ref. 33)
but only for y & 0.2. No data have been taken for off-axis
fields in the high-field limit. However, the theory can be
used to predict the variation of energy with respect to
field orientation for such fields.

Theoretical values for the ground-state energies for CdS
A excitons and GaSe excitons were calculated for fields
ranging from y=1.0 to y=3.0 and for angles from 0' to

t r

)00
I (T}

FIG. 1. Ground-state energies of GaSe excitons for fields
parallel to the c axis (6I=0') as a function of the magnetic field.
Error bars are experimental data from Ref. 11. Solid circles are
theoretical values calculated using Eq. (4.9).

90'. These energies are plotted as a function of field angle
in Figs. 2 and 3, respectively. The energy for CdS exci-
tons decreases for all values of y as the field moves off
axis. The decrease is larger for higher field values. For
GaSC excitons the energy first rises above the on-axis
value and then falls below it as the field angle continues to
increase. The rise and fall is more pronounced for higher
fields. The magnitude of the energy variation with angle
is much smaller in GaSC than in CdS at comparable field
strengths. The rise and fall of the GaSe exciton energies
as the field moves off axis occurs because of competition
bctwccn thc increasingly pos1tlvc diamagnetic term and
the increasingly negative Coulomb term. For CdS exci-
tons the decrease in the diamagnetic term and the increase
in the Coulomb term both tend to reduce the energy.

Experimental verifications of these results would be dif-
ficult because of the high fields needed and because of the
accuracy required (experimental error was +2.5 meV in
the data of Ref. 11). For GaSe excitons at y=3.0
(8=177.9 T), there is a difference of only 3.5 meV be-
tween the maximum and minimum energies, which is too
small to resolve using current techniques. For CdS exci-
tolls, llowcvcl', 8 flcld of 200 T glvcs 8 shift of I'oughly 20
meV between parallel and perpendicular orientations.
This shift could easily be resolved and the experiment
could be simplified by measuring only the parallel and
perpendicular orientations. Ground-state energies of GaSC
excitons do have resolvable energy shifts at fields of 600 T
and higher. Since fields of over 1000 T have been pro-
duced, measurement of energy shifts in GaSe at these
fields is possible.
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FIG. 2. Theoretical ground-state energies of CdS A excitons
as a function of field angle L9 at different magnetic fields. Mag-
netic fields in teslas are y X74.0 T.

FIG. 3. Theoretical ground-state energies of GaSe excitons as
a function of field angle at different magnetic fields. Magnetic
fields in teslas are y &(59.3 T.

F. Gauge-dependent energies of GaSe excitons

In order to demonstrate how strongly results can vary
using the gauge-dependent approach, calculations were
made using the gauge-dependent exciton energy expecta-
tion value of Eq. (4.2) in the units of this section in the
Landau (g~ ——gz ——g3 ——1) and symmetric (g& ——g2 —g3 —

2 )

gauges. Gauge-dependent energies of GaSe excitons as a
function of field angle for y=3.0 are listed in Table II.
The Landau- and symmetric-gauge values differ signifi-
cantly, especially in the parallel orientation. Both sets of
energies are higher than the gauge-invariant energies for
y=3.0, except for the symmetric gauge in the field-
parallel case. In this case the system has cylindrical sym-

metry in the field and the real trial wave function is
adapted to the syrnrnetric gauge. The symmetric-gauge
energies are close to the gauge-invariant energies for all
angles because the GaSe exciton is only slightly anisotro-
pic (/=pe/p~~ = 1.17). For strongly anisotropic excitons
the symmetric gauge would not fit the symmetry of the
system and the difference between gauge-invariant and
symmetric-gauge values would be greater.

G. Exciton ground-state spin splitting

The energies calculated so far, using the minimally cou-
pled Hamiltonian of Eq. (2.3), neglect the effects of exci-

TABLE II. Gauge-dependent ground-state energies of GaSe excitons. All energies are calculated for
y =3.0 (8=177.9 T) and are in units of meV.

8
(deg)

0
15
30
45
60
75
90

Symmetric
gauge'

25.97
26.36
26.95
26.91
25.89
24.30
23.42

Landau
gauge

34.79
35.10
35.31
34.23
31.35
27.29
24.86

Gauge
invariant'

25.97
26.35
26.90
26.78
25.71
24.19
23.41

'For the symmetric gauge g; = 2 in Eq. (4.2) with the units of Sec. VA.
For the Landau gauge g; =1 in Eq. (4.2) with the units of Sec. V A.

'The gauge-invariant energy is calculated from Eq. (4.9) with the units of Sec. V A.
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ton spin on the ground-state-energy spectrum. For strong
fields the effect of spin splitting is large and must be con-
sidered for completeness. The electron and the hole are
both spin- —, particles. The 1s exciton level thus splits in a
magnetic field into four nondegenerate spin states: a sing-
let of total spin S =0 corresponding to electron and hole
spins antiparallel and three triplets of total spin S=l,
where the component of total spin parallel to the field

S~ ——+1, 0, —1. The variational calculation using Eq.
(4.9) provides an upper bound to the lowest-energy state of
the system for which spin contributions are zero. For the
singlet and the middle triplet (Ss ——0) there are no spin
contributions to the energy and in CdS (Ref. 33) and GaSe
(Ref. 28} the middle triplet is lower in energy than the
singlet. Energies calculated previously are thus an upper
bound to the middle triplet.

For fields parallel to the c axis (B =B,) the upper and
lower triplets can be computed by adding a spin term, " '

H, =g,*S,(y/2),

to the Hamiltonian, where g,
*

is the effective g factor of
the exciton for parallel fields and S,=+1 is the z com-
ponent of total spin. This term has no coordinate depen-
dence and therefore simply adds a constant to the varia-
tional energy obtained previously.

The effective g factor which determines the ls triplet
splitting in parallel fields has been measured for GaSe
(Ref. 28} and CdS. The spin splitting of GaSe and CdS
1s triplets has been calculated for on-axis fields. In exper-
imental measurements it may be difficult to resolve the
triplet splitting exactly. Aldrich et al. were able to mea-
sure only the center of gravity of the ground-state triplets
with any precision. ' Since this energy corresponds to the
energy of the middle triplet, with spin component S,=0,
the data agree very well with the variational upper bound
to the S,=0 level calculated neglecting spin effects. Since
the g factor for fields at angle 8 is not known in general,
the precise spin splitting in off-axis fields is difficult to
determine; however, the center of gravity of the spin-split
triplets should have the values given by Figs. 2 and 3.

bound to the exciton ground-state energy is calculated as a
function of field strength and orientation for GaSe exci-
tons and excitons formed from the A-valence band of CdS.
The results of the theory give good agreement with the ex-

perimental data of Aldrich et al. " for GaSe excitons in

high magnetic fields parallel to the crystal axis. The
theory predicts a decrease in the ground-state energy of
CdS A excitons as the field is shifted from parallel to per-
pendicular orientation with respect to the crystal axis.
For GaSe excitons the ground-state energy first rises
above the on-axis value and then falls below it as the field
shifts to the perpendicular orientation. The superiority of
the gauge-invariant approach is demonstrated by the large
variation of energy with respect to gauge when an un-

adapted trial wave function is used.
Experimental verification of the exciton calculations

would be difficult because of the high magnetic fields
needed and large experimental errors. For CdS excitons,
however, the energy shifts are sufficiently large to be
resolved at fields above 100 T. In addition to the high
magnetic fields needed for verification, another restriction
on application of the formalism for excitons and shallow
donors is the need for prior knowledge of the material pa-
rameters. Other axially anisotropic nondegenerate semi-
conductors to which the formalism could be applied are
Te (Ref. 42) and CdSe.

The energy expressions for excitons can be specialized
to the case of a shallow donor (an electron bound to a pos-
itively ionized donor impurity) by setting the effective
hole mass equal to infinity. In semiconductors with
nondegenerate valence bands they could also be specialized
to the case of shallow acceptors by setting the effective
electron mass equal to infinity.

In conclusion, the improved trial wave function solves

two problems associated with application of the variation-
al method to systems in magnetic fields: gauge depen-
dence and violation of charge conservation. It ensures
charge conservation, a gauge-invariant energy, and the
best upper bound to the ground-state energy consistent
with the form of trial wave function chosen.

VI. CONCLUSION ACKNOWLEDGMENTS

A gauge-invariant energy variational method has been
developed for application to systems in magnetic fields.
The chosen trial wave function is adapted to the gauge of
the vector potential using a phase factor, which produces
gauge-invariant energies and ensures that the charge-
conservation condition is satisfied.

The method is applied to excitons in the axially aniso-
tropic semiconductors GaSe and CdS in the presence of a
strong uniform magnetic field. The variational upper

We would like to thank Dr. C. M. Fowler for helpful
correspondence concerning his work on GaSe excitons.
We are grateful to Dr. David G. Seiler and Dr. David M.
Larsen for helpful discussions. This work was supported
in part by a grant from the North Texas State University
Faculty Research Fund. This work was based upon part
of a dissertation presented by one of us (P.K.K.) in partial
fulfillment of the requirements for the degree of Doctor of
Philosophy at North Texas State University.

"Present address: Rocketdyne Division, Rockwell International,
6633 Canoga Avenue, Canoga Park, CA 91304.

iR. H. Garstang, Rep. Prog. Phys. 40, 105 (1977).
M. Cohen and G. Herman, J. Phys. B 14, 2761 (1981).

3D. M. Larsen, Phys. Rev. A 25, 1295 (1982).

4C. S. Lai, Can. J. Phys. 55, 1013 (1977).
5H. S. Brandi, Phys. Rev. A 11, 1835 (1975).
6D. M. Larsen, Phys. Rev. B 20, 5217 (1979).
7L. W. %'ilson, Astrophys. J. 188, 349 (1974).
8P. K. Kennedy and D. H. Kobe, Bull. Am. Phys. Soc. 28, G7,



5798 PAUL K. KENNEDY AND DONALD H. KOBE

205 (1983); P. K. Kennedy and D. H. Kobe, Phys. Rev, A (to
be published); J. Phys. C (to be published). D. H. Kobe and P.
K. Kennedy, J. Chem. Phys. (to be published).

S. T. Epstein, Isr. J. Chem. 19, 154 (1980) (see especially note

15).
~oS. T. EPstein, The Variation Principle in Quantum Chemistry

(Academic, New York, 1974), pp. 92—95; J. Chem. Phys. 58,
1592 (1973);42, 2896 (1965).

I ~C. H. Aldrich, C. M. Fowler, R. S. Caird, %.B. Garn, and Vf.
G. %'itteman, Phys. Rev. 8 23, 3970 (1981).

12N. Lee D. M. Larsen and B. Lax J. Phys. Chem. Solids 34
1059 (1973).

~3D. Cabib, E. Gabri, and G. Fiorio, Nuovo Cimento 108, 185
(1972).
L. Fritsche, Phys. Status Solidi 34, 195 (1969).

~5R. J. Elliot and R. Loudon, J. Phys. Chem. Solids 15, 196
(1960).

tsL. Fritsche and F. D. Heidt, Phys. Status Solidi 35, 987 (1969).
7B. S. Monozon and A. G. Zhilich, Fiz. Tekh. Poluprovodn,

11, 2190 (1977) [Sov. Phys. —Semicond. 11, 1286 (1977)].
~sB. S. Monozon, Fiz. Tverd. Tela (Leningrad) 20, 2396 (1978)

[Sov. Phys. —Solid State 20, 1382 (1978)].
~9G. %annier, Phys. Rev. 52, 191 (1937).
2oo. Dresselhaus, J. Phys. Chem. Solids 1, 14 (1956).

D. G. Seiler, D. Heiman, R. Feigenblat, R. L. Aggarwal, and
B.Lax, Phys. Rev. B 25, 7666 (1982).

22J. A. Deverin, Nuovo Cimento 638, 1 (1969).
23F. Zelnike and J. E. Midwinter, A+pl/'ed Xonll'near OJptI'cs (%'i-

ley, New York, 1973), p. 8.
24W. Hauser, Introduction to the Principles of Electromagnetism

(Addison-%'esley, Reading, Massachusetts, 1971), pp. 108 and

109.
25R. J. Elliot, in Polarons and Excitons, edited by C. G. Kuper

and G. D. %hitfield (Oliver and Boyd, London, 1963), p. 278.
26%. F. Palmer and R. J. Taylor, Am. J. Phys. 49, 855 (1981).
27%'. E. Lamb, Phys. Rev. 85, 259 (1952).
2SE. Mooser and M. Schluter, Nuovo Cimento 188, 164 (1973).
~9Y. Yafet, R. %. Keyes, and E. N. Adams, J. Phys. Chem.

Solids 1, 137 (1956).
30G. Ottaviani, C. Canali, and F. Hava, Solid State Commun.

14, 933 (1974).
3~P. C. Leung, G. Andermann, %. G. Spitzer„and C. A. Mead,

J. Phys. Chem. Solids 27, 849 (1966).
32R. Le Toullec, N. Piccioli, M. Mejatty, and M. Balkanski,

Nuovo Cimento 38B, 159 (1977).
33J. J. Hopfield and D. G. Thomas, Phys. Rev. 122, 35 (1961).
3"C.H. Henry and K. Nassau, Phys. Rev. 8 2, 997 (1970).
35H. Venghaus, S. Suga, and K. Cho, Phys. Rev. 8 16, 4419

(1977).
36Reference 23, p. 12.
37R. S. Knox, in Solid State Physics: Advances in Research and

Apphcations, edited by F. Seitz and D. Turnbull (Academic,
New York, 1963), Vol. 5, p. 55.

38D. G. Thomas and J. J. Hopfield, Phys. Rev. 116, 573 (1959).
39J. L. Brebner, Call. J. Phys. 51, 497 (1973).
~C. M. Fowler, R. S. Caird, %'. B. Garn, and D. J. Erikson,

IEEE Trans Magn MAG 12 No 6 1018 (1976)
~IC. M. Fowler (private communication).

H. Shinno, P. Yoshizaki, S. Tanaka, T. Doi, and H. Kamimu-
ra, J. Phys. Soc. Jpn. 35, 525 (1973).

~3R. G. Wheeler and J. O. Dimmock, Phys. Rev. 125, 1805
(1962).


