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Theory of high-field transport of holes in GaAS and InP
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Calculations of the steady-state drift velocity and impact ionization rate of holes in the valence
bands of GaAs and InP are presented based on a Monte Carlo simulation with the unique inclusion

of a complete band structure (derived using the k-p method) and quantum effects such as collision
broadening. The results are found to fit the experimental data well throughout an enormous range
of applied electric fields. No appreciable anisotropy in the impact ionization rate is obtained
theoretically in either material. The impact ionization rate in InP is much lower than in GaAs
largely because of the greater density of states in InP and the corresponding higher hole-phonon
scattering rate. A possible explanation of the difference in the ratio of electron over hole ionization
rates in GaAs and InP is also presented.

I. INTRODUCTION

High-field transport is of prime importance in many de-
vices' such as Gunn diodes, field-effect transistors, and
other devices, as their physical dimensions shrink in
size. Phenomena such as impact ionization can occur and
greatly effect device performance. In some devices, par-
ticularly avalanche photodiodes, carrier multiplication
through impact ionization is essential to their operation.
The performance of these devices depends sensitively on

the electron and hole ionization coefficients and their ra-
tio. ' It is therefore desirable to understand the basic
high-field mechanisms in great detail.

A charge carrier must have an energy at least as large
as the band gap in order to impact-ionize because of ener-

gy conservation. Therefore in semiconductors such as
GaAs and InP with relatively large band gaps, the carriers
must be at high energies in the band before they can
impact-ionize. In the past, most theoretical studies"
of impact ionization have been based upon phenomeno-
logical fits which contain several adjustable parameters
whose physical significance is not well understood. The
most widely used of these theories is that given by
Baraff, ' but the parameters employed in Baraff's theory
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FIG. 1. E(k) relation for GaAs including the first conduc-

tion band and the heavy-hole, light-hole, and split-off valence

bands. The conduction band is sketched based on the pseudopo-

tential calculation of Cohen and Bergstresser (Ref. 24), while the

valence bands are based on a k- p calculation (Ref. 22).

FIG. 2. E(k) relation for InP including the first conduction
band and the heavy-hole, light-hole, and split-off valence bands.
The conduction band is sketched based on the pseudopotential
calculation of Cohen and Bergstresser (Ref. 24), while the

valence bands are based on a k. p calculation {Ref.22).
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FIG. 3. Cross section of the Brillouin zone.

FIG. 5. Isoenergy lines of the light-hole band of GaAs in the
cross section shown in Fig. 3. The numbers represent the ener-
gies measured from the I minimum in CV.

are difficult if not impossible to understand from first
principles. The recent work of Shichi)o and Bess has
provided a complete theory of impact ionization which
can calculate the impact-ionization parameters from rath-
er elementary principles. The success of their theory is
due to the abandonment of the effective-mass approxima-
tion, which totally breaks down at high energies, in favor
of a complete band structure calculated using the pseudo-
potential method.

A similar theory for holes has not been given before
and it has not been demonstrated from first principles
why the ratio of electron, a, over hole, P, ionization coef-
ficients is reversed between GaAs and InP. The recent
work of Ridley' ' suggests that the ratio of a over p can
be entirely determined by the ratio of ionization threshold
energies. However, his results show that the ratio of u
over p is less than 1 for both GaAs and InP over a wide
range of applied fields, in direct contradiction to recent
experimental results. '

GaAs
Heavy-Hole Band

In this paper, we present calculations of the hole
impact-ionization rate and steady-state drift velocity in
GaAs and InP using a Monte Carlo calculation' includ-

ing a realistic band structure based on a k p calcula-
tion. Using the results obtained here and results for
electrons presented elsewhere, me demonstrate how the
reversal of the ratio of the electron and hole ionization
coefficients in GaAs and Inp can be understood. Along
with the work of Shichijo and Hess, ' this paper presents
a step towards the complete understanding of both elec-
tron and hole impact ionization.

II. BAND STRUCTURE

The valence-band structure is calculated using the k p
method of Kane. The effect of the spin-orbit interac-
tion, which forms the split-off band, is included in Kane s
calculation. It is essential to include the effects of the
split-off band in hole-transport calculations because of its
influence upon the other bands, particularly the light-hole
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FIG. 4. Isoenergy lines of the heavy-hole band of CzaAs in
the cross section shown in Fig. 3. The numbers represent the
encrglcs measured ffoITl thc I minimum 1n cp. FIG. 6. Cross scct1oIl of thc Brillomn zone.
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FIG. 7. Isoenergy lines of the heavy-hole band of GaAs in

the cross section shown in Fig. 6. The numbers represent the
energies measured from the I minimum in eV.

band. The split-off band '"repels" the other bands in such
a way that they do not cross. If the split-off band is not
included in the calculation, the light-hole band appears to
be rather parabolic and isotropic. As can be seen from
Figs. 1 and 2, it is clear that when the split-off band is in-
cluded, the light-hole band is strongly warped and follows

FIG. 8. Isoenergy lines of the light-hole band of GaAs in the
cross section shown in Fig. 6. The numbers represent the ener-
gies measured from the I minimum in eV.

the heavy-hole band quite closely at high energy. This
reemphasizes that the effective-mass approximation is an
unrealistic description of the light- and heavy-hole bands.

Aside from its effect upon the other valence bands, the
split-off band is of direct importance in hole transport.
Owing to the small mass in the split-off band, holes

TABLE I. Parameters for GaAs hole-transport program.

Bulk material parameters'
Lattice constant (A)
Density (g/cm3)
Energy-band gap (T =300 K) (eV)
DlelectrIC constants: E~

Crystal elastic constants (dyn/cm ): C~~

[100] longitudinal sound velocity S~ (cm/sec)
[100] transverse sound velocity S, (cm/sec)

5.65
5.36
1.424

10.92
12.9
11.88@10"
5.38X10"
5.49g10"
4.73~ 10'
3.34~10'

Scattering-rate parameters'
Effective masses: heavy-hole band mHH

hght-hole band mlH
spht-off band pl so

Optical-phonon energy (eV)
Deformation-potential constants (eV): a

b
d

0.45 mo
0.082 no
0.154mo
0.035
3.1
1.7
4.4

Impact-ionization —rate parameters
Set 1 Threshold energy E,h (eV)

Multiplicative factor p
Set 2: Bands 1 and 2: Eth (eV)

Band 3: E,h (eV)

'Reference 43.
bReferences 43 and 32.
'Values of Eth and p are identical for all three bands.

1.70
0.25
1.80
0.25
1.424
0.25
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TABLE II. Parameters for InP hole-transport program.

Bulk material parameters'
Lattice constant (A)
Density {g/cm )

Energy-band gap (T=300 K) (eV)
Dielectric constants:

6'p

Crystal elastic constants (dyn/cm ): C&i

[100] longitudinal sound velocity S~ (cm/sec)
[100] transverse sound velocity S, (cm/sec)

5.868
4.787
1.35
9.52

12.35
10.22 X 10"
5.76X 10"
4.60X 10"
5.13X10'
3.10X10'

Scattering-rate parameters
Effective masses: heavy-hole band mHH

light-hole band mLH

split-off band msp
Optical-phonon energy (eV)
Deformation-potential constants (eV): a

b
d

0.45 mp
0.12mp
0.21m p

0.043
2.8
1.55
4.4

Impact-ionization —rate parameters'
Threshold energy E,h (eV)
Multiplicative factor p

'Reference 44.
References 44 and 32.

'Values of E,h and p are identical for all three bands.

1.55
20.0

within it can be accelerated to high energies by an applied
electric field. At the I point the split-off band is nonde-
generate with the heavy- and light-hole bands. The ener-

gy difference between the bands is known as the split-off
energy. When the split-off energy is large, much greater
than kT, the split-off band is virtually unoccupied at zero
applied electric field. The holes must be scattered to the
split-off band from either the heavy- or light-hole bands
by either deformation-potential or polar-optical scattering.
Of course, by energy conservation, a hole must drift to an
energy close to or above the split-off energy before it can
be scattered to the split-off band. As we shall see, the

magnitude of the split-off energy can greatly effect the
importance of the split-off band in impact ionization.

To further illustrate the nature of the valence bands,
particularly the heavy- and light-hole bands, at high ener-

gy, cross-sectional cuts through the Brillouin zone are
presented in Figs. 3—8 for GaAs. As can be readily seen
from these figures, the heavy- and light-hole bands devi-
ate strongly from parabolic behavior and show a very
complicated structure away from the I point. Even at
very low energy, & 20 meV, the bands are greatly distort-
ed. Nonparabolic behavior of the bands is as strong in
InP. Comparable drawings of isoenergy lines in different
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FIG. 9. Phonon scattering rate in GaAs as a function of hole

energy. The rate is calculated using a field-theoretic scheme and

the impact-ionization rate is omitted.

FIG. 10. Phonon scattering rate in InP as a function of hole
energy. The rate is calculated using a field-theoretic scheme and
the impact-ionization rate is omitted.



THEORY OF HIGH-FIELD TRANSPORT OF HOLES IN GaAs AND InP 5585

1.0'
I I I I I I I I

I
I I I I I I I I

f

6.0 5.0
Em (10 V/cm)

4.0 5.0 2.5 2.0

O) 106

tD
O

10'
1.0

aAs

=500 K
o &100&
«ill&
o &110&

I I I I I I I II
10.0 100.0

Electric Field (kV/crn)
1000.0

E

~ 10—
(D

D

O
0

io~—
C:
O

(D
O

FIG. 11. Calculated steady-state drift velocity in GaAs at
room temperature compared with the experimental data of Hol-

way et al. (Ref. 34). The experimental data are marked with a
dashed line. The solid line is meant as a guide for the eye to
show the trend in the calculated data.

III. PHONON SCATTERING RATE

In the valence band the predominant scattering mecha-
nisms are polar-optical and deformation-potential
scattering —when the effects of impurities can be ig-
nored. ' For simplicity, we neglect impurity scattering
in our calculations. The total scattering rate includes both
intraband and interband scattering and is based on the to-
tal density of states of all three valence bands using a
field-theoretic approach. ' ' The individual phonon
scattering mechanisms are calculated using the approach
of Costato and Reggiani. * ' The principal scattering
agents are acoustic, nonpolar, and polar-optical phonons.

The acoustic-phonon scattering rate is calculated using
the method of Canali et al. In their calculation, instead
of the usual equipartition approximation, the Bose-
Einstein distribution function is expanded in a power
series and integrated to obtain the approximate total
scattering rate. This is necessary since at high energy, the
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FIG. 12. Calculated steady-state drift velocity in InP at room
temperature. Experimental data are not presently available.
The solid line is meant as a guide for the eye to show the trend
in the calculated data.

Brillouin-zone cuts in Inp show a strong resemblence to
those for GaAs. They have been omitted here for brevity.
Figures 3—8 clearly illustrate that any complete theory of
high-energy transport must take into account the full na-
ture of the band structure.

I I I
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FIG. 13. Calculated hole impact-ionization rate in GaAs as a
function of inverse field in three crystallographic directions.
The shaded region indicates the range of available experimental
data (Ref. 19). All the calculations are made using set-1 param-
eters.
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energy lost or gained in an acoustic scattering event is not
negligible, which makes the equipartition approximation
questionable. The acoustic-phonon coupling constant
E ~ is given by

EI =[—,'+ —,'(S, /SI) ][a +(Ct/C, )(b + —,'d )],
where St is the longitudinal sound velocity and S, is the
transverse sound velocity. The values of CI and C, are
given as

Ct = —,
' (3CI I +2CI2+4C44),

C, = —,(CII —CI2+3C44),
(2)
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FIG. 14. Calculated hole impact-ionization rate in InP as a
function of inverse field in three crystallographic directions.
The shaded region indicates the range of available experimental
data (Refs. 20 and 21).



5586 KEVIN BRENNAN AND KARL BESS

D

«3
Q3
CDZ.O-
C3

CD

& 1.5
C)
Co

a 1,0
(A

MO5

CD

Cl

GQAs
——IAP

6.0 5,0 4.0
) !

E(T) (1QS Y/Cm)
3.0 2.5 2.0

GOAS
o 4100&

X~E)uiman et al. (100)=
ll

OO0 1 2 4 5
Hoie Energy (eV)

FIG. 15. Total density of states of the heavy-hole, light-hole,

and split-off bands of CsaAs and InP as a function of hole ener-

gy

6.0 5.0
Em (10 Vicm)

4.0 5.0 2.5 2.0

where C», CI2, and C~ are the crystal elastic constants.
All of the parameters used in the calculations are collect-
ed in Tables I and II for GaAs and InP, respectively.

The transition probabilities due to nonpolar-optical
scattering can be written in a form analogous to that for
acoustic-phonon scattering ' containing the optical
deformation-potential constant da. However, da cannot
be directly determined from piezoresistance data. It is
useful then to formulate the nonpolar-optical scattering
rate in terms of a more easily determined quantity. The
optical-pllolloll coupllllg coIlstall't (DE) call be detel'-
mined from the acoustic deformation-potential constant
as

2

(DE)'=4
SI

where roa is the optical phonon frequency.

4100&
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j./E(T1 (10 6 crn/Y)
FIG. 17. Calculated electron impact-ionization rate as a

function of inverse electric field along with experimental mea-
surements (Ref. 19) in the (100) direction in GaAs. The data
of Pearsall et al. are from Ref. 45.

2.5

The results of Costato and Reggiani show that the
overlap corrections due to the mixing of Bloch states in-
troduce significant corrections to the overall hole —polar-
optical-phonon scattering rate. We have included these
effects into our calculation. The parameters used in the
calculation of the polar-optical scattering rate are also col-
lected in Tables I and II.

The total hole-phonon scattering rate is calculated for
both GaAs and InP using a field-theoretic approach at
hole energies above 0.5 eV which is fitted to the low-
energy scattering rate calculated by using the method of
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FIG. 16. Calculated hole impact-ionization rate in GaAs as a
function of inverse field in three crystallographic directions.

The shaded region indicates the range of available experimental

data (Ref. 19). The data of Pearsall et al. are from Ref. 45. A11

the calculations are made using set-2 parameters.
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FIG. 18. Calculated electron impact-ionization rate as a
function of inverse electric field along with experimental mea-
surements (Ref. 20) in the (100) direction in InP.



IV. STEADY-STATE DRIFT-VELOCITY THEORY
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FIG. 19. Total density of states of the first conduction bands
of GaAs and InP as a function of electron energy.

Costato and Reggiani. ' The scattering rates are
presented in Figs. 9 and 10. They include only the hole-
phonon processes and do not include impact ionization.
The relative strength of each scattering mechanism as a
function of energy is calculated in the entire energy range
from the results of Costato and Reggiani. ' ' The re-
sults of this calculation are used to determine which
scattering mechanism is active after it has been deter-
mined, from the total scattering rate, that a real event has
occurred.

Impact ionization is treated as a separate scattering
mechanism in accordance with the Keldysh theory. '

There exist two adjustabl|: parameters, E,h and p, in the
Keldysh theory. E,h is the impact ionization threshold
energy, while p is a numerical multiplicative factor which
varies for each material. These parameters are chosen to
fit the calculated impact ionization rate to the experimen-
tal results. The work of Tang has demonstrated that
previous theories for impact ionization using Keldysh's
formalism with p ~&1 are incorrect since the high-energy
tail of the energy distribution function is overly
suppressed. By restricting p to low values, —10.0 or less,
the range of acceptable values for the impact-ionization
threshold is greatly limited particularly if only one band is
considered in the calculation. Recent work on silicon
has shown that more than one set of parameters exists for
the Keldysh formula if multiple bands are considered.
This is because it cannot be determined a prion which
band, if either, plays the dominant role in impact ioniza-
tion. It is desirable to remove the parametrizations of the
Keldysh theory, but this can only be done by reforrnulat-
ing the impact-ionization probability using a more exact
inverse Auger calculation. It is important to notice that
the parameters, p, and to some extent, E,h (which have to
be chosen to fit the experiments), depend sensitively on
the magnitude of the phonon scattering rates. Small un-
certainties in the phonon scattering rate have a pro-
nounced influence on p and (to a lesser extent) E,h. Our
future work will attempt to address this problem.

Little experimental data exist on the hole drift velocity
in compound semiconductors, and, to the authors'
knowledge, none are available for holes in InP. Figure 11
shows both experimental and calculated drift-velocity
data for holes in GaAs. The experimental measurements
are made for applied electric fields along only the (100)
direction, while the Monte Carlo calculations are made
for fields oriented along the (100), (110), and (111)
directions. As seen from Fig. 11, there is no significant
anisotropy in the hole drift velocity through a large range
of applied electric fields. The calculated results for the
hole drift vdocity in GaAs fit the experimental data ex-
tfemely well.

The hole drift velocity is somewhat higher in InP (as
seen in Fig. 12) than in GaAs, despite a greater scattering
rate present in InP. The difference is only of the order of
10%, which is roughly the error in the calculation.
Therefore, it is difficult to determine whether the drift-
velocity difference is due to the different band structures
or whether it is a statistical error. However, a similar sit-
uation occurs in the conduction bands of GaAs and InP.
The work of Windhorn et al. ' demonstrates that the
electron drift velocity is higher in InP than in GaAs at
high applied fields. Analysis of the saturation velocity of
electrons in GaAs shows that it is approximately the
same, 7.0X10 cm/sec, as that for holes, 6.5&&10
cm/sec. The saturation velocity for electrons, 7.5 X 106
cm/sec, is also roughly the same as that for holes in InP,
7.0&10 cm/sec, although both are larger than their
counterparts in GaAs. It is most interesting that the sa-
turation velocity of both electrons and holes in each rna-
terial is essentially the same. Further experimental work
is necessary to decide if the hole drift velocity is greater in
InP than in GaAs, as is the case for the electrons.

V. IMPACT IONIZATION

As mentioned above, a hole must attain an energy at
least as great as the energy-band gap in order to impact-
ionize. Since both momentum and energy must be con-
served during an impact-ionization event, the threshold
energy for impact ionization is often significantly greater
than the band gap. In GaAs and InP all three valence
bands —the heavy hole, light hole, and split-off —extend
to energies far beyond the band gap at which impact ioni-
zation can occur. Owing to the strongly anisotropic
behavior of the bands at high energy, a rigorous calcula-
tion of the threshold energy in all directions is difficult.
It is common practice, then, to assume an isotropic
threshold energy. Several quantum effects support the as-
sumption of an isotropic threshold energy. Among these
effects are electron-phonon —collision broadening, Stark-
ladder effects, and intracollisional field effects. An isotro-
pic threshold energy is also consistent with the theory of
Kane. If the isotropic threshold energy is sufficiently
high, threshold cannot be reached in certain directions.
Therefore, the assumption of an isotropic iomzation
threshold energy does not preclude an anisotropic impact
ionization rate.

We have found that the Monte Carlo impact-
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ionization —rate calculations can be fit to the experimental
results in a variety of ways. As mentioned previously,
there are two adjustable parameters, p and E,q, in the
Monte Carlo calculations. In the first set of parameters
we assume that the impact ionization behaves the same in
all three bands; both p and E,q are identical in each of the
bands. For the case of GaAs, the experimental results are
fit extremely well through a wide range of applied fields,
as seen in Fig. 13, by using a universal threshold of 1.70
eV, the effective threshold is still higher, and a universal p
factor of 0.25. Calculations are made for applied fields
along the (100), (110), and (111) directions. The re-
sults show that there is no anisotropy in the impact-
ionization rate at high applied fields in GaAs. As the
field decreases, there is more of a spread in the data. This
may be due to statistical uncertainty since far fewer ioni-
zation events occur at low applied fields. A slight aniso-
tropy in the impact-ionization rate at low applied fields is
expected, however, because the "lucky" holes should con-
tribute more to the impact-ionization rate. At low applied
fields the hole distribution is centered closer to k =0 than
at high fields. Since the distribution is cooler, those holes
which reach the ionization threshold do so only after
gaining much energy from the field. Maximum energy
will be gained from the field provided that the holes are
not scattered much from the field direction. A small an-
isotropy in the ionization rate is then possible because a
hole, due to the anisotropy of the band structure, will gain
different amounts of energy along different field direc-
tions per drift. Consequently, a hole can reach the ioniza-
tion threshold energy faster for fields applied along cer-
tain directions. At high fields, the distribution is much
hotter and the holes are scattered randomly throughout
the Brillouin zone by the deformation-potential scattering.
Therefore the majority of ionizing holes start from any-
where within the Brillouin zone, and the directional
dependence of the rate vanishes.

The hole impact-ionization rate is much lower in InP
than in GaAs, as seen from a comparison of Figs. 13 and
14. The Monte Carlo calculations, presented in Fig. 14
are made using a universal impact-ionization threshold of
1.55 eV and a universal p factor of 20.0. Since the
impact-ionization rate is low in InP, far fewer ionization
events occur in it than in GaAs. There is a much greater
statistical uncertainty in the impact-ionization calcula-
tions in InP than in GaAs. This may explain the greater
deviation between the experimental InP data and the cal-
culated data at low fields.

For the cases discussed above, where the ionization
threshold and p factor are the same for each band, the
majority of ionizing holes originate within the heavy-hole
band. Through the applied fields of interest here, the rel-
ative percentage of impact-ionizing holes in the various
bands remains roughly constant in GaAs. The heavy
holes contribute the most to the ionization rate, for the
above parameter set and the split-off holes contribute the
least. This is true in both GaAs and InP, but the split-off
holes in GaAs are more important to the overall impact-
ionization rate since the split-off energy is less in GaAs
than in InP.

The hole impact-ionization rate is much lower in InP

than in GaAs, although the relative strength of impact
ionization, treated as a scattering mechanism, is greater in
InP than in GaAs. This apparent paradox can be ex-
plained by comparing the scattering rates and density of
states between the two materials. The total phonon
scattering rate in InP is significantly larger than the total
phonon scattering rate in GaAs, as seen from a compar-
ison of Figs. 9 and 10. Competing phonon scattering pro-
cesses reduce the probability of impact ionization. Conse-
quently, since the phonon scattering rate is much higher
in InP than in GaAs, the probability of impact ionization
in InP is greatly reduced.

The difference in the scattering rates between GaAs and
InP is due to the different density of states in each materi-
al (Fig. 15). The density of states is significantly higher in
InP at energies above 1.0 eV. When the density of states
increases, it becomes more difficult for a hole to drift to
states at and above threshold. Hence fewer holes in InP
will reach sufficiently high energies for impact ionization
to occur.

Recent experimental measurements of the hole impact-
ionization rate in Al-Ga-Sb alloys suggest that the impact
ionization is strongly influenced by holes in the split-off
band. ' Hildebrand et al. ' have suggested that a
"resonance" occurs in the impact-ionization rate when the
split-off energy is equal to the energy-band gap. Al-
though no "resonance, " as defined by Hildebrand, ~' can
occur in either GaAs or InP, since the energy gap is much
larger than the split-off energy, it appears likely, based on
these results, that the split-off band can be the dominate
factor in hole impact ionization, contrary to the previous-
ly presented results. We have found an additional set of
parameters for GaAs, in which the split-off holes are the
dominate impact-ionizing carriers. In this case, the
threshold for impact ionization in the split-off band is
equal to the band-gap energy, while the ionization thresh-
old is significantly higher in both the heavy- and light-
hole bands. The p value remains the same as before in
GaAs, namely, 0.25, for all three bands. E,b for the
heavy and light holes is then 1.80 eV. The hole impact-
ionization rate using these parameters is presented for
GaAs in Fig. 16. Again, the calculations fit the experi-
mental data well through a wide range of applied electric
fields. This model of impact ionization due to the split-
off holes may be more appropriate than the heavy-hole
ionization model on the basis of the Anderson-Crowell
criterium, which favors the values of E,~ obtained for
the split-off model.

The difference between the hole impact-ionization rates
in GaAs and InP in this case is easily explained. The
split-off energy is larger in InP than in GaAs. The densi-
ty of states in the split-off band then, is smaller in InP
than in GaAs at or near the ionization threshold energy.
Consequently, transfer of holes to the split-off band in
InP is more unlikely than in GaAs at an energy near the
impact-ionization threshold energy. Results from the
Monte Carlo simulation indicate that the experimental
data in InP cannot be fit by assuming that the impact ion-
ization is due largely to the split-off holes. From this re-
sult it appears that the split-off band does not effect the
impact-ionization rate significantly unless the split-off en-



ergy is small with respect to the band-gap energy, or the
split-off energy is exactly equal to the band-gap energy
such that a "resonance" in the impact-ionization rate can
occur. Notice, however, that this conclusion rests entirely
on the calculated, high phonon scattering rate. According
to our experience with other materials, the high p factor
and low threshold (which are necessary to fit the experi-
mental data) suggest that the phonon scattering rate may
be slightly overestimated.

Therefore, based upon the above Monte Carlo calcula-
tions it cannot be umquely determined which physical pic-
ture is correct in GaAs; the hole impact-ionization rate is
dominated by the split-off band or the heavy-hole band.
A work is planned to investigate the nature of the "reso-
nance" effect in Gai, Al„Sb which may further deter-
mine the importance of the split-off band in hole impact
1onlzat1on.

In a prcvlous %'ork %'c have determined, by again us-
ing the Monte Carlo technique, the electron impact-
ionization rate in both GaAs and InP. The results of
these calculat1ons are presented along with the experimen-
tal measurements' ' in Figs. 17 and 18. Comparison of
tlicsc curves witli Figs. 13 RIid 14 IIidicRtcs tliat ct is
greater than p in GaAs, while p is greater than a in InP.

The Monte Carlo calculations of the electron impact-
ionization rate determines the ionization threshold in
GaAs to be 1.70 CV and the p factor to be 0.5. In InP
the ionization threshold is found to be 2.10 eV, while the
corresponding p factor is 0.5. Comparing the results of
the calculated electron and hole impact-ionization rates,
which are fit to the existing experimental measurements,
reveals that the ionization threshold energy is the same
for both electrons and holes in GaAs, namely 1.70 CV,
while the p factors differ by a factor of 2. The ionization
threshold energy for hole impact ionization, 1.55 eV, is
much smaller than the threshold for electron ionization,
2.10 CV, in IQP.

The density of states in the valence band is much flatter
than the density of states in the conduction band in either
GaAs or InP, as seen from a comparison of Figs. 15 and
19. Therefore it is easier for an electron to drift to higher
cnc1glcs thaQ a hole cvcIl though thc pho1lon scattering
rates are comparable. Consequently, one expects the elec-
tron impact-ionization rate to be greater than the hole ion-

ization rate if the threshold energies are the same. This is
the case in GaAs, and the electron impact-ionization rate
1s stI'OIlgc1 than thc hole 1on1zat1oIl I'atc. However, 1n Inp
the hole threshold appears much smaller than the electron
threshold. The difference in the thresholds is then suffi-
cicIitly IRI'gc tliat it is casici foi' 'tlic liolcs to IIIlpRct-ioIiizc.
Consequently, p is greater than a in InP.

VI. CONCLUSIONS

We have calculated, via a Monte Carlo approach, the
impact-ionization rate and steady-state drift velocities of
holes in GaAs and InP. Two models of hole impact ioni-
zation have been presented. The first model assumes a
universal threshold energy for the heavy-hole, light-hole,
and split-off bands. This model predicts that the heavy
holes are the dominant ionizing agents. The second model
assumes a much smaller threshold in the split-off band
whicli Icslll'ts III thc split-off liolcs doniiIiatiIig tlic
impact-ionization process. A small anisotropy in the
impact-ionization rate is observed at low fields, while no
anisotropy occurs using either model at high fields.

Previously calculated results of the electron impact-
ionization rate in GaAs and InP are compared with the
hole 1onization rate presented here. The comparison
shows that the electron impact-ionization rate is greater
than the hole impact-ionization rate in GaAs, while in
InP the hole ionization rate is larger than the electron ion-
ization rate, in accordance with recent experimental Inea-
surements. The reversal in the ratio of a and p appears to
be due to the difference between the density of states of
the conduction band and that of the valence band, as well
as the different electron and hole ionization threshold en-
CI'g1CS.
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