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Molecular-dynamics studies of grain-boundary diffusion.
I. Structural properties and mobility of point defects
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The structural relaxation of a high-angle grain boundary at elevated temperatures has been simu-
lated by molecular dynamics with the use of a bicrystal model composed of 399 atoms. The system
studied was a 2 = 5 (36.9'), [001] tilt boundary with interatomic interactions given by the empirical
Johnson potential for a-Fe. In the presence of an extrinsic vacancy, the boundary structure was
found to be stable up to temperatures of at least two-thirds the melting temperature. Vacancy
jumps, confined preferentially to within the grain-boundary core, were observed. Also observed
were the thermal activation of vacancy-interstitial pairs, and with increasing temperatures a variety
of more complicated vacancy-jump sequences. The simulation data are relevant to the understand-
ing of fast diffusion along grain boundaries, the kinetics of which is analyzed and discussed in the
following paper.

I. INTRODUCTION

Atomic diffusion along grain boundaries (GB) is an im-
portant metallurgical process because it is often the dom-
inant mechanism for matter transport in solids. Because
the process is anisotropic and, by its very nature, strongly
dependent on the local structure, the detailed relationship
between GB structure and diffusion kinetics is a subject of
considerable basic interst. ' At temperatures appreci-
ably below melting, it is believed that GB diffusion occurs
by means of a point-defect exchange mechanism in a
manner similar to atomic diffusion on a crystalline lat-
tice." On the other hand, GB diffusion is necessarily
more complicated because, unlike a perfect lattice where
every site is equivalent, there exist a number of distinct
sites in the GB core, each having its characteristic binding
energy for point defects and therefore contributing dif-
ferently to atomic migration.

While the significance of structure in GB diffusion has
been recognized, the way in which local structure affects
atomic motion is still poorly understood. One main
reason is that it is difficult experimentally to observe de-
tails of atomic migration in samples of known structure.
Another complication can arise in determining a diffusion
mechanism when structural disorder sets in at elevated
temperatures such that point defects are no longer well lo-
calized. When this occurs, even more information about
local configurations will be needed in order to describe the
diffusion process.

In the absence of appropriate experimental techniques,
computer simulations have been used to generate equili-
brium GB structures. Molecular-statics calculations valid
at zero temperature have been carried out, and results
have been compared with experimental diffraction data.
This technique also has been applied to study configura-
tions of various bicrystals in which a single vacancy has

been introduced. However, the approach cannot give
direct information about GB structural stability at finite
temperatures; also, it cannot be used to determined atom
or defect migration rates. What is needed, therefore, is a
simulation technique capable of generating atomic trajec-
tories in a fully dynamic medium.

Molecular dynamics (MD) is a well-established tech-
nique for studying diffusion in liquids. Using this
method one can calculate the self-diffusion coefficient D,
as well as obtain more microscopic details such as the
mean-square displacement of an atom and its velocity au-
tocorrelation function, both essential properties for under-
standing the basic nature of the diffusion process. The
MD technique is equally suitable for solids, although thus
far only limited studies of diffusion have been made. '

The purpose of this and the following paper is to
present the results of a MD investigation of vacancy mi-
gration in a high-angle tilt boundary in a bcc structure.
The system studied was a X=5 (36.9'), [001] tilt boundary
in the (310) plane of a-iron. Vacancy jumps have been ob-
served at several temperatures and the data provided
direct evidence that vacancy exchange is the dominant
mechanism governing GB diffusion. It was found that
the vacancy-jump rate was higher in the GB core than in
the bulk region, the jumps were anisotropic, favoring dif-
fusion along the tilt axis, and the value of the activation
energy for vacancy migration extracted from the data was
quite reasonable. An unanticipated result was the thermal
activation of boundary interstitials which were found to
be immobile. Generally speaking, the present results con-
firm one's intuition that GB diffusion must be a highly
structure-dependent phenomenon.

The organization of the papers is as follows. In the
next section we describe the GB model and the simulation
procedures used. In Sec. III we discuss structural stability
at finite temperatures. In Sec. IV the properties of a lo-
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calized vacancy in the present GB model are examined,
and a procedure for defining a vacancy jump given. Sec-
tion V describes the observation of thermal activation of
Frenkel pairs which resulted in the production of a certain
type of GB interstitial. The data show that this type of
interstitial is short-lived and effectively immobile. The
paper then concludes with some discussions. In the fol-
lowing paper we present the results on diffusion kinetics.

II. MODEL SYSTEM AND SIMULATION
PROCEDURES
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The grain boundary chosen for simulation is a X=5
coincidence site lattice tilt boundary in a bcc bicrystal
generated by a rotation of 36.9' about an axis along [001].
Figure 1(a) shows the orientation of the bicrystal with its
tilt axis along [001],and the boundary plane along [310].
The bicrystal is more easily recognized by its projection
on the x-y plane; Fig. 1(b) shows two periods of the coin-
cidence site boundary with atoms forming the "kite"-like
figures occupying the lattice sites in the GB core region.
The bicrystals are clearly periodic along the y direction,
[310], with a period defined by the "kite"-like structure.
It is also periodic along the z direction, [001], with a
period of two atomic layers (cf. Fig. 4).

The simulation system is a stack of ten layers of (001)
atomic planes, as shown in Fig. 1(a), with 40 atomic sites
on each layer, as shown in Fig. 1(b). Periodic border con-
ditions are applied along the y and z directions to take ad-
vantage of the inherent periodicity of the bicrystal. Along
the x direction a fixed border condition is used since with
periodic borders another grain boundary would be created.
As shown in Fig. 1(b), additional atoms located beyond
the x borders of the simulation system are introduced;
these are allowed to interact with the atoms in the simula-
tion system but they themselves are held rigid throughout
the simulation.

All the atoms in the simulation system are assumed to
interact via a two-body central potential. A number of
empirical potential functions for bcc Fe are available, '

the one chosen for this work is that constructed by
Johnson. ' The atomic trajectories are generated by in-
tegrating Newton's equations of motion using a fifth-
order predictor-corrector method. ' ' Prior to
molecular-dynamics runs, the initial configuration for the
simulation was prepared by molecular-statics relaxation.
The system was allowed to relax, then an extrinsic vacan-

cy was introduced by removing an atom in the GB core
and the minimum internal energy configuration again cal-
culated. It was found that the relaxed GB structure prior
to the insertion of the vacancy was characterized by a
rigid-body expansion of one crystal relative to the other
along the x direction by an amount 0.18ao, ao being the
lattice constant. The system did not expand along the
other directions, although such expansions were allowed
to occur. The free volume in the boundary core created
by this procedure was Vf ——0.820 per boundary period in
each layer, where 0=0.34ao is the volume occupied by an
atom based on a hard-sphere model. Here Vf is the ex-
cess volume of the GB system over the volume of the per-
fect crystal containing the same number of atoms. When
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FIG. 1. The bicrystal model for molecular dynamics simula-
tion: X=5 (36.9'), [001] tilt boundary in the (310) plane. (a)
View showing stacking of ten (001) atomic planes. (b) View of
one of the (001) planes with 40 atoms. Also shown are the fixed
atoms in the border regions enclosed by dashed lines. Each unit
of the fine square grid is equal to 2 DSC (displacement shift
complete) (Ref. 27) unit (0.32ao). The kite-shaped structure is
composed of atoms belonging to the grain-boundary core.
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the vacancy was introduced, t4e atoms in its vicinity un-
derwent displacements considerably greater than they
would in the bcc iron lattice; however, the vacancy
remained well localized.

The initial configuration for the GB model produced by
molecular-statics relaxation was verified to be an equili-
brium structure at 0 K by molecular-dynamics simulation.
Each atom in the system was given a small random. velo-

city and the equations of motion integrated over several
hundred time steps. If the system had not been relaxed
sufficiently, there would be residual forces on some of the
atoms which would then move and cause the systen1 tem-
perature to increase. %hen the simulation was carried out
in this manner, the system temperature remained close to
its initial value„ indicating the configuration was indeed at
equilibrium in the sense of zero net forces on the atoms.

To bring the system up to finite temperatures, the
atoms were placed in the statically relaxed configuration
and given velocity samples from a Maxwellian distribu-
tion characterized by a temperature T. After the simula-
tion began, the system temperature quickly dropped from
its initial value T to a value approximately T/2, as a re-
sult of the roughly equal partitioning of the input energy
between kinetic and potential. This process took place in
about 100 time steps, the time-step size At being about
—~ of an atomic vibrational period. To allow time for
equilibration, typically the first 500 time steps or more
were not considered in the data analysis. In going from
one temperature to another, the particle velocities were
rescaled and the system given time to equlibrate.

Since the system volume was held fixed during simula-
tion, it was necessary to adjust the volume in changing
from one temperature to another in order to maintain ap-
proximately constant pressure. Volume adjustment was
achieved by carrying out several short simulation runs at
different temperatures to obtain an estimate of the coeffi-
cient of thermal expansion. The value deduced was
-2~10-' K.

The study of vacancy motions requires that the vacancy
remain sufficiently localized and a procedure for deter-
mining when a jump event has actually occurred. For
simulations up to —1600 K the vacancy-free volume (as-
suming a hard-sphere model) was found to be greater than
0.6Q during most of the time in between jumps. Under
such conditions there was no difficulty in locating the va-

cancy during trajectory analysis. The procedure adopted
for defining a jump event was to assign to each lattice site
a spherical volume V' whether or not the site was occu-
pied. A successful jump was considered to have taken
place when an atom moved into the volume V' surround-
ing an empty (vacancy) site and stayed within V' for a
period of at least two lattice vibrational periods. This
procedure, which seemed quite arbitrary at first, evolved
from detailed observations of how a localized free volume
actually migrated from one site to another. The process
would begin with the free volume undergoing a series of
distortions until it had dispersed into two or more pieces,
then the pieces would coalesce at a lattice site in a time on
the average equal to or less than two vibrational periods.

From time to tin1e aIl atom would move out of and
back into the spherical volume assigned to its lattice site

III. GRAIN-BOUNDARY STABILITY
AT ELEVATED TEMPERATURES

As the temperature of simulation is increased, the sta-
bility of the GB structure against thermal agitation has to
be considered. An indication of onset of structural
changes is given by the temperature variation of the sys-
tern internal energy. As shown in Fig. 2 the internal ener-

gy followed a linear behavior up to —1700 K where an
abrupt increase occurred with further temperature in-
creases. Since one is close to the experimental melting
point of —1800 K for iron, it is tempting to interpret the
behavior between 1700 and 1800 K as a premelting transi-
tion. To reinforce this interpretation, we will consider
other MD observations related to structural integrity, am-
plitudes of atomic vibration, and defect production.

Figure 3 shows the atomic positons in several (001)
planes at different temperatures. The positions have been
time-averaged over five lattice vibrational periods using
the data taken from trajectories during an early part of
the simulation. In the case of T=1300 K the vacancy
originally inserted into layer 5 has moved to layer 9 where
it is seen to be very well localized. The two adjacent
layers are also shown, there being no observable distortion
in the structure when compared to other layers in the sys-
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FIG. 2. Temperature variation of potential energy per atom
of model bicrystal obtained by molecular-dynamics simulation
with the pressure roughly held constant.

without being in another volume V' for any appreciable
amount of time. Such events were treated as unsuccessful
jumps with large displacement amplitudes. The require-
ment of a minimum vacancy residence time was intended
to filter out from the data-analysis events in which a for-
ward jump was quickly followed by a reverse jump, thus
producing no net vacancy or atom displacements. It is
clear that whatever the operational definition of jump
event used, it would have an influence on the outcome of
the data analysis such as the number of jumps and the
residence time. Several different criteria were considered;
the one chosen here appeared to be effective in minimiz-
ing the contribution of the exchange-reexchange jump
processes.
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PIG. 3. Atomic confligurations (circles) an«I displacement am-

plitudes (tracer plot) projected on the (001) plane in three adja-
cent layers which have been time-averaged over five lattice vi-

bration periods at T=1300 K. The vacancy is in the middle

layer.

tcnl. T1118 fypc of sfructural rlgldl ty pcl'818'tcd lip to
-1600 K.

It ls not surprlslllg that thc RI11plltudcs of Rtollllc
IIlotloll 111 thc GB al'c appreciably 1RI'gcl' tllall 111 tllc blllk
region. It can be observed in Fig. 3 that some of the GB
atoms d1d cxpcr1cncc grcatcr thRQ avcragc dlsplaccmcnts.
This behavior shows up clearly in the mean-square dis-
placement function

(rz(t)) =—g [r;{I)—r;(0)]I,

where r;(I) is the position of atom i at time f. For atoms
which only vibrate about their equilibrium positions,

TABLE I. Average atomic vibrational amplitude of atoms in
the bulk and GB regions, in units of percent of nearest-neighbor
SCpSX'RI1011, V 300/2.

910
1105
1307
1526
1698
1913

[(~'~) '"]b.u
8.5
9.7

10.6
12.1
13.2
14,1

[(g2&) 1i2]

10.2
11.8
13.7
15.9
17.9

(r (f)) approaches a constant value b, r at long times.
Thus, {b, r)'~ is a measure of the average size of the
thermal cloud associated with atomic vibrations about a
lattice site. Table I gives the displacement amplitudes of
atoms in the GB region and those for atoms in the bulk.
The division of GB and bulk is somewhat arbitrary since
boundary thickness is itself not well defined. We have
taken the GB region to be that indicated in Fig. 1(b); this
cholcc glvcs 14 GB atoms Rnd 26 bulk RtoIDs in each layer
except for the layer containing the extrinsic vacancy.

The results given in Table I are expressed as percen-
tages of the nearest-neighbor separation which is ~3 ac/2.
One can see that starting at T~/2, with T~ taken to be
1800 K, the average displacement of GB atoms is about
20% larger and the increase of (5 r)'~ with temperature
is also more rapid. The long-time behavior of (rl(t))
could be determined reasonably well from relatively short
simulations of 5000 time steps or less for T up to —1700
K. Beyond this, the present data are no longer reliable.
At T= 1913 K, diffusion has set in among the GB atoms,
and even though we will show a result for the bulk atoms,
it is no more significant than just a short-time estimate.
Thus, we see that the displacement amplitude data are
consistent with the internal energy results.

The process of thermal point-defect production is clear-
ly related to structural stability. In its initial state at
T=O K, the GB model contained an extrinsic vacancy in
a relaxed configuration. When the system was brought
into equilibrium at an evaluated temperature, ii was ex-
pected that the vacancy migration would be thermally ac-
tived. It is also possible that during the simulation, other
point defects could be spontaneously produced in the sys-
tem. The probability of defect production will increase
with the system temperature; however, its presence does
not necessarily imply structural changes in the system.

In the ra~ge of temperatures studied we have observed
not only a series of jumps by the extrinsic vacancy, but
also the production of one or more Frenkel pairs. As
might be expected, there were special sites in the GB core
associated with which the defect formation energies were
particularly low. The MD results revealed that a special
site exists in the GB core which was especially favorable
for the activation of an interstitial. Thus, when an atom
jumped into th1s sltc, a Fx'cQkcl pail was crcatcd. Once
created, the boundary interstitial was free to migrate until
it encountered a vacancy and suffered annihilation. Fur-
tlmr details of tllc 1IlfclsfltlR1 moblllty will bc dlscusscd 111

R latcl scctlon.
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TABLE II. Distribution of defect concentration during simu-
lation expressed as fraction of time when there are V vacancies
and I interstitials in the system.

1

2
3
4

Others

1300 K

87.4
11.4
1.1
0.1

0

1400 K

73.1

19.3
6.5
1.0
0.1

1500 K

61.0
27.7

8.7
2.2
0.4

Table II shows the distribution of defect concentration
during simulation at different temperatures. At 1300 K,
most of the time there was just one vacancy in the system,
presumably the extrinsic vacancy, although a Frenkel pair
was present about 11% of the time. Generation of Frenk-
el pairs increased significantly, however, with only
moderate temperature increases. At 1700 K, the produc-
tion of thermal defects reached such proportions that it
became difficult to analyze the trajectory data for this in-
formation.

IV. VACANCY —GRAIN-BOUNDARY INTERACTIONS

Es( V) =E~(N —1) E~(N)—
,
' [Ei (N —1)—EL,—(N)] .

The vacancy binding energy is then given by

The interpretation of vacancy migration data involves
consideration of the static interactions between the vacan-

cy and the GB system. We have previously noted that the
various sites in the GB core are not equivalent so far as
point-defect generation and subsequent motion are con-
cerned. This property can be expressed quantitatively in
terms of the formation and binding energies of vacancies
and interstitials. The formation energy of a vacancy in a
perfect lattice is defined as the energy of a vacancy minus
the energy of a surface atom,

EL ( V) =EL (N —1)—El (N)

——,[El (N —1)—EL (N)],

where EL (N —1) and EL (N) are the potential energies of
the lattice with and without the vacancy, and the prime
denotes relaxed configuration. Here it is assumed that the
surface atom energy is half of that for an atom in the
bulk. In a GB system the vacancy formation energy at a
given site is similarly defined,

TABLE III. Formation and binding energies of vacancies
and interstitials at sites in the GB core.

Vacancies

Site E, (ev)

1.33
0.94
1.26
1.17

E (eV)

—0.02
—0.41
—0.09
—0.18

Interstitials I

B
C
D

1.06
2.55
2.55
3.30
2.32

—3.68
—2.19
—2.19
—1.44
—2.42

ferent sites, A, B, C, and D, in the eight-atom kite-shaped
figure (primes denote equivalent sites which constitute
what might be considered the GB core). The unlabeled
sites are assumed to behave like the bulk lattice or L site.
The ratio of sites in our model is therefore

3:B:C:D:EI' G:L =12:2:222:2:7.

0
eL

, 0eF', O
El

, 0
eG'

, 0

eL
, 0

eL'
0

eF' 0
eE'

, 0e8'

, 0
eF'

X [130]

v [3IO]

In the division of the system into GB and bulk regions,
sites E, F, and G are also assigned to the bulk region even
though their formation and binding energies are different
from the L site. One sees from Table II that vacancy for-
mation energies for the different sites can differ by as
much as -40%, and with EI. determined to be 1.35 eV
there is a wide range of variation in the binding energies.
The low value of Es for site B means that the system can
lower its energy the most by having a vacancy in a neigh-
boring site jum into 8. The values of Ez, or cor-
respondingly E~, will be used later to correlate with the
observed jump frequencies for each site. Since the static
energies refiect the different distribution of neighbors one
can analyze the results of Table II in terms of the various
neighbor distances. From Table III it is seen that the
shortest distances are B —B'.

Eg(V)=Es(V) EL(V) . — ~F 0
0

eF

~E

The results of the vacancy formation and binding ener-

gies calculated by molecular statics are given in Table III
for the various sites labeled in Fig. 4. Since configuration
relaxation also can be carried out by molecular dynamics,
we have verified in one case that the two methods indeed
gave the same result. Figure 4 shows one (001) layer and
the projection of an adjacent layer. There are four dif-

eL 0 ~L
eL 0 eL o

FIG. 4. An (001) atomic plane (solid symbols) with projection
of an adjacent plane (open symbols). Various discrete sites are
labeled for later discussions of vacancy formation and migra-
tion. The boundary interstitial site is indicated by the triangle
and labeled as I. Primed and unprimed atom sites are
equivalent, and L refers to a lattice site.
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An interstitial can be inserted into the GB model by
simply putting an extra atom into a preselected position
Rlld Rllowlllg thc systcIIl to I'clRX. Tllc resulting confllgu-
rations and static energies of the interstitial have been in-
vestigated by means of molecular-statics calculations.
An interstitial was inserted into position I in Fig. 4
which, based on a hard-sphere model consideration, was
the lax'gest hole in the GB cox'e. Considerable I'elaxatlon
occurre«I around the interstitial, but it remained easily
recognizable as an extra atom. Interstitials were also in-
troduced at sites A, 8, C, and D. This was done by
displacing the atom originally on the site and letting it
and the extra atom form a dumbbell with its center posi-
tioned at the site location. The relaxed configurations
showed some delocalization, still the dumbbell pair
remained as a bona fide point defect in the GB struc-
tul e.

Tllc llltcrstltlR1 formation cllcl'gy ls dcflllcd Rs tlM cllcl-

gy of an interstitial plus the energy of a surface atom.
The former is calculated from the difference in the poten-
tial energies of the relaxed configurations with and
without the interstitial. For the perfect lattice the forma-
tion enex'gy is

Ez, (I)=El (N) EL (N+1—)

+ , [E (N ——1)—E (N)],

whereas for the GB system it is

EII(I)=EII (N) EII (N + 1)—

+ , [EI (N —1)——El(N)] .

The binding energy of an interstitial in the GB is deter-
mined by

ES (I)=EII(I) EI".(I) . —
Results for the formation and binding energies are given
in Table III; these are useful for understanding the simu-
lation «Iata.

In the course of MD simulation various defects were
created by fluctuations in atomic displacements as a result
of thermal motions. The thermal activation of a particu-
lar type of boundary interstitial was observed in the
present study. It was found that an atom on site A, 8, or
C would jump into site I in the manner shown in Fig. 5.
A procedure similar to that devised to define vacancy
jumps was followed to define an interstitial formation and
determine when such an event occurred. The same spheri-
cal volume V' was assigned to each interstitial site I.
When an atom moved into this volume and stayed in it
for more than a vibrational period„a boundary interstitial
was considered to be created and at the same ti.me a va-
cancy was formed at the site previously occupied by the
atom. Since the separation distance between the GB site
8 and the interstitial site I was 0.64ao, which was less
than —,', of the nearest-neighbor distance of 0.86a0, an
atom could lie within both volumes assigned to the two
sites. %'hen this occurx'ed, the atom was always con-
sidered as belonging to the CxB site because the atom was

[00I]
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FIG. 5. Three different sequences of thermally activating a
Frenkel pair with interstitial at I and vacancy at site A, 8, or C
that have been observed.

n(V —I)=exp(bSv I)exp[ Eq(V I)/k'—T]—
with effective formation energy E II( V —I)= 1.08 eV and
effective entropy increase KSI I ——2.40. The value of
ESI I is in the range generally expected for the increase
in entropy in pure metals when a vacancy or an intex'stitial
is introduced. The value of EII(V I) can be compa—red
with that obtained from static calculations such as those
shown in Table III.

TABLE IV. Distribution of lnterstltlals thellTially activate«I
from various GB sites.

130
208
341

9
27
44

more stable at the lattice site than at I. In view of the
shorter jump distance between 8 and I compared to a
vacancy-jump distance, the minimum residence time for
llltcl"stltlal for111Rtloll was takcll to bc ollc vlbrat1onal
period.

The processes depicted in Pig. 5 correspond to the spon-
taneous creation of Frenkel pairs. Table II shows the
likelihood of observing one or more such Frenkel pairs at
the three temperatures studied. It is not surprising that
the probability of defect generation increases with tem-
perature in both single and multiple defects. The number
of interstitials at site I motivated from the different GB
sites is given in Table IV, the relative proportions being
consistent with the jump distances 8 —I=0.64ao,
C —I=0.80ao, and 2 —I=0.81ao. Notice that as the
temperature increased, the effect of site preference de-
creased, as expected.

The effective formation energy of a Frenkel pair with
interstitial at site I may be extracted from the simulation
data by plotting the effective defect concentration,
n(V I), as in Fig—. 6. The results can be fitted reason-
ably well by the form
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VI. HIGHER-ORDER JUMP PROCESSES

LL.

z.o-

l/kBT tev-~)

FIG. 6. Observed temperature dependence of activated
Frenkel-pair concentration.

The vacancy formed in the Frenkel pair occasionally
diffused away, leaving behind the interstitial trapped at
site I. During its lifetime the interstitial was found to be
immobile. At the end of its lifetime, it annihilated with a
vacancy which could be its original partner or another va-
cancy which happened to be in the vicinity. As shown 1n

Fig. 7, interstitials are short-lived; half of these defects
had lifetimes less than one vibrational period and there-
fore qualified best as stable interstitials.

The explanation of the occurrence Rnd immobility of
the interstitial at site I lies in the significantly lower for-
mation energy, as given in Table III. Using the vacancy
and interstitial formation eneriges from Table III, one ob-
tains the binding for the Frenkel pair (in units of eV)

Eg ( V I)=Eg ( V)+E—g(I) Eg( V —I)=0.—98 .

The high value of the binding energy accounts for the im-
mobility of the interstitial.

Analysis of the present MD trajectories has revealed a
number of multiply correlated jump sequences during the
various simulations. The observation of these less fre-
quent, higher-order jumps means that defect motions at
elevated temperatures cannot be described only in terms of
monovacancy jumps. The processes observed include the
direct interchange of two closely packed atoms, the double
jump in which two atoms jump in unison, the indirect
jump where a vacancy effectively migrated to a site two
boundRly plaIlcs away~ Rnd othc1 vacRncy jumps ovcI' dis-
tances greater than the nearest-neighbor separations.

Figure 8 shows the interchange of atoms at 8 and 8'
via a ring mechanism which involved two interstitial sites.
In this four-step process, atoms in adjacent sites 8 and 8'
jumped, one after the other, into sites I in the boundary
planes above and below. Then the interstitials created at I
jumped in« the empty sites of each other at approximate-
ly the same time. The sequence on the left of Fig. 8
shows an observed interchange of atoms at 8 and 8' in-
volving only one interstitial site I. In this process, which
results from three consecutive jumps, an atom at 8
jumped 1Ilto I 1n thc Rdjaccllt boundary plane, followed by
an atom at 8' jumping into the just-created vacancy at 8,
and the sequence completed by the interstitial at I jurnp-
ing into the vacancy at 8'. Occurrence of both processes
was found to increase with temperature, with the process
involving two interstitial sites dominating at low and in-
termcd1atc tcnlpcI'Rturcs. That IIlcans glvcn Rn atom 1n
site 8 and a vacancy in adjacent site 8', the atom will
most likely jump first to an interstitial site I in the adja-
cent boundary plane, the most likely sequence being 8-I-
8 . This preference is consistent with the 8 Iseparation-
distance of 0.64ao as compared to the 8-8' separation of
0.84ao. Since the two atoms involved are, in effect, still
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FIG. 7. Distribution of boundary interstitial lifetime at
T= 1300 K.

FIG. 8. Two observed atomic-jump sequences resulting in the
direct interchange of closely packed atoms at 8 and 8'. The
numbers indicated the sequence of jumps.
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interstitial at I jumped into B, resulting in a net vacancy
displacement from B to C' two boundary planes away.

At temperatures near melting, jumps were observed
which extended over distances greater than the nearest-
neighbor separation of 0.87ao. Figure 10 shows examples
of jumps over second and third nearest-neighbor dis-

tances, B-B and C-C' processes. Notice that in each case
the process occurred in two steps, with the interstitial site
I serving as a link between different GB sites. These are
events which may be expected at elevated temperatures.
Although they have been observed in the present study,
further simulations are necessary to compile sufficient
statistics before quantitative information can be deduced.

a
/ o

0

O]

FIG. 9. Observed jump sequences showing a double jump
(left) and an indirect jump (right). The numbers indicated the
sequence of jumps.
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FIG. 10. Two observed sequences showing vacancy jumps
over distances greater than nearest-neighbor separation.

trapped in the same pair configuration, neither process
contributes to self-diffusion.

At high temperatures, the double jump depicted in Fig.
9, was observed. This process has been previously report-
ed in MD simulation of self-diffusion in Na and K near
their melting points. " The effect of the double jump is to
transport the vacancy to a site two boundary steps away.
A related process is the indirect jump, which is also illus-
trated in Fig. 9. In this case, an atom at A jumped to I in
the boundary plane above, which contained a vacancy at
B, followed by an atom at C' in the boundary plane below
jumping into the newly created vacancy at A. Then the

VI. DISCUSSION

In this work we have attempted to show that MD offers
unique advantages in investigating the behavior of defect
structures at finite temperatures. In the absence of experi-
mental techniques capable of providing atomistic level in-
formation about defect kinetics, computer simulation can
be an important tool for obtaining physical insights, one
that can reveal both the effects associated with structure
and those associated with dynamics. Unlike static calcu-
lations, MD allows the defect structure to evolve under all
the forces that would be present in a thermodynamic sys-
tem, and except for boundary conditions imposed at the
borders of the simulation volume there are no constraints
on the atoms. As a result one may observe at elevated
temperatures structural changes and kinetic processes that
would be difficult to anticipate a priori, and therefore dif-
ficult to study by static calculations. An example of the
kind of unanticipated results that MD can produce is the
formation of Frenkel pairs and the subsequent immobility
of the resulting boundary interstitial.

It is relevant to ask whether the present results are also
characteristic of other GB structures and interatomic in-
teractions. A general answer can not be given because the
effects of GB structure and interatomic forces on dif-
fusion kinetics are still not sufficiently understood. On
the other hand, we believe the qualitative features of va-
cancy migration we have observed should manifest also in
other GB systems. This belief is supported by similar ob-
servations of Frenkel-pair formation in a fcc X=5 tilt
boundary with Lennard- Jones interatomic potential. '

Simulations of vacancy migration in aluminum bicrystals
are currently in progress to ascertain the differences be-
tween fcc and bcc structures, and also the influence of dif-
ferent potential functions.

The concept of the point-defect exchange mechanism
for diffusion requires the point defects to be well defined,
which in turn requires the GB structure to be stable. As
one approaches the melting point of the bulk lattice, one
can expect the concept to become increasingly untenable
because the point defects may not be well localized.
Indeed local structural disorder can strongly affect defect
formation and kinetics. The problem is further compli-
cated by the possibility of premelting transition in the GB
core which results in the onset of disorder at a tempera-
ture distinctly below melting. In Fig. 2 we have observed
a sudden increase in the internal energy in the vicinity of
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1700 K, and at the same time defect production was
found to increase markedly. This may be regarded as an
indication of a premelting transition. ' ' More detailed
evidence has been obtained recently from two separate
MD studies, both involving bicrystals with Lennard-Jones
interatomic potential. A study of the temperature varia-
tion of the enthalpy of a two-dimensional X=7 bicrystal
has shown that a transition occurs approximately
beteween 0.7T~ and 0.8T~. ' More definitive results
concerning local structure and diffusion properties, ob-
tained from a three-dimensional X=5 bicrystal, indicate a
continuous onset of disorder below the transition. It is
clear that computer simulations can play a leading role in
elucidating the nature of this fundamental phenomenon.
Further investigations will be of even greater value be-
cause local structure, thermodynamic properties, and de-
fect formation and kinetics all can be studied within a sin-
gle simulation.

In the following paper we will examine in detail the
simulation data on vacancy migration in the intermediate
range of temperatures, and discuss their significance con-

cerning diffusion mechanism and kinetics. It is our goal
to demonstrate, through a number of specific calculations
such as the one presented here, that MD can produce in-
valuable information, data that can not be obtained by
other means. In this respect it is worth noting that future
work should incorporate a method for allowing simula-
tions at constant pressure, or more generally at constant
prescribed external stress. ' Techniques such as the use
of wave-vector-dependent density order parameter to
describe local structural order and velocity autocorrelation
function to measure the self-diffusion coefficient will also
help to extract even more information from the atomic
trajectories.
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