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Ordering under random fields: Renormalization-group arguments
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The possibility of long-range order under quenched random magnetic fields can be deduced from
strong-coupling rescaling behavior. The lower critical dimensions of dI =2 and 4 are indicated, respective-

ly, for Ising and n-component spin models with n ) l.

Magnetic systems under quenched random fields, besides
being of fundamental theoretical interest, ' are experimen-
tally realizable. These systems have indeed been the sub-
ject of many recent experimental and theoretical' studies.
The lower critical dimension dI, below which conventional
long-range order cannot occur, has been an important point
of controversy in these studies.

Since the domain energy argument of Imry and Ma, ' pos-
sible long-range order under random fields has been ad-
dressed with a variety of theoretical methods, including per-
turbation expansions about the upper critical dimension, "
supersymmetry identifications, renormalization-group treat-
ments of domain interfaces, and, more recently, Monte
Carlo simulation with fractally varied dimensionalities. The
present paper will construct bulk renormalization-group ar-
guments. The analysis will be carried out for the Ising
model within the context of position-space renormalization
group. ' For n-vector models, the momentum-space renor-
malization group of fixed-length spins" will be used. Both
cases will rely on global renormalization-group flows and on
the stability of the sink of the ordered phase. An alternate
line of argument was recently given in the similar low-
temperature scaling analysis of Aharony and Pytte, who
showed that dan= 2 and 4 are obtained for Ising and n-vector
models if one hypothesizes a discontinuous Edwards-
Anderson order parameter upon introduction of random
fields.

Consider a spin system with Hamiltonian

the renormalization-group flows (i.e., analyticity of the re-
cursion relations), ' the trajectory initiated here will flow
alongside the horizontal axis and reach the vicinity of the
order sink F' of the pure system. It can eventually either
collapse into this sink [Fig. 1(a)], or veer away from this
sink [Fig. 1(b)]. In the former case, the random-field per-
turbation is asymptotically negligible and conventional
long-range order is maintained. On the other hand, in the
latter case, where the random-field perturbation is eventual-
ly amplified under rescalings, a breakdown is expected of
the type of order encountered in the pure system. Either
paramagnetism or a new type of order (e.g. , spin-glass)
characteristic of dominant quenched randomness are then
the possibilities. Such a system will have thermal fluctua-
tions at the smallest length scales (when the trajectory is
near the initial point), intermediate-range conventional or-
der (trajectory near F'), and random-field-induced
phenomena (domains) at the largest length scales (trajectory
along vertical axis).

It is now clear that, to find out whether conventional
long-range order can exist under random fields, one must
study the stability of the sink of the pure-system ordered

H

where the first term couples nearest-neighbor spins at sites
(ij ), and the second term contains the random fields.
First, consider subjecting an initial condition with no ran-
dom fields (H;=0) and inside the order phase (J ) J, ) to a
rescaling transformation: (i) of course, no random fields
will be generated in the rescaled (primed) system, H; =0;
(ii) the rescaled system will be more strongly coupled,
J' & J. Upon repeated rescalings, a renormalization-group
trajectory is obtained that flows to a fixed point, the sink of
the ordered phase of the pure system (point F' in Figs. 1).
It should be added that only in the lowest-level approxima-
tions or on special lattices'2 does the Hamiltonian (1) con-
serve its form under rescaling. In general, other types of
coupling are generated. Thus the horizontal axis in the flow
diagrams of Figs. 1 can be viewed as representing the in-
teractions (J).

Now consider the initial system with a small random field,
represented by the dark circle in Figs. 1. By continuity of

FIG. 1. Renormalization-group flows (a) above and (b) below
the lower critical dimension dI. The stability of the strong-coupling
fixed point F to 0/J determines whether conventional ordering
persists under random-field perturbations.
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J'= b 'J (2)

is obtained for the renormalization of the spin-spin coupling
constant. Secondly, an infinitesimal random field H; is ap-
plied in the vicinity of F . Again, since the site spins inside
a cell are aligned, from a random-field sum,

H'= b«2~ (3)

is obtained for the average random-field magnitude. Final-
ly, combining these two equations,

phase. However, before doing so, one must specify more
carefully the vertical axis in Figs. 1. Consider a system
resulting from many renormalizations: A given spin,
representing a large region of the original system, is under
the influence of its neighbors via renormalized couplings
and of its renormalized random field. The central question
is which of these two influences is followed by this renor-
malized spin. Thus the ratio H/J must be monitored,
where H is the average random-field strength. When this
ratio, hereby used as a flow parameter, renormalizes to
zero, long-range order is maintained.

The argument is carried out for the Ising case, with one-
component spins s;= +1, most readily. For spatial dimen-
sionality d ) 1, the low-temperature phase of the pure sys-
tem is a region of coexistence of two ordered phases, up-
and down magnetized. A necessary condition" for the
renormalization-group rendition of this coexistence is that,
in the vicinity of the sink F', a small uniform (H; =H)
field scales with eigenvalue exponent y~ equal to d,
H'=b H with y~=d, where b is the length rescaling fac-
tor. A renormalization-group transformation is effected by
partitioning the original system into cells containing b sites
along each spatial direction. ' '0 The site spins inside each
cell, numbering b~, are coupled to a ce11 spin via a projec-
tion operator, ' such that the cell spin s,

' = +1 reflects the

overall alignment of the site spins sI inside the cell. The
condition H'=bdH means that applied fields felt by each
one of the b site spins are all coherently transferred to their
cell spin. Thus, in the vicinity F', fluctuations within the
cell are statistically negligible. Only the configurations in
which all site spins inside a given cell are aligned with the
cell spin contribute to the statistical mechanics. [Of course,
fluctuations could occur with length scales larger than b, as
is the case in Fig. 1(b).] From this fact, we can deduce the
scaling behavior of two other quantities.

First, by direct substitution into Eq. (1) of s l = s~ = s2

=. . . =s~d for each cell,

energy argument of Imry and Ma. ' Note, however, that the
domain argument involves consideration of the large length
scales, whereas the renormalization-group argument here
involves consideration of only the smallest length scale of b
lattice constants. The domain argument assumed that
domain-wall roughening is unimportant, a point which led
to the recent theoretical interchanges, but which now ap-
pears valid. Our argument also contains an assumption:
Eq. (2) is derived in the limit H 0, but is assumed appli-
cable in the limit H/J 0, where reconsideration of Eq. (3)
shows that, under repeated rescalings, H diverges although
it is strongly dominated by J. Thus the assumption is prob-
ably valid, although it is clearly the weak point of the argu-
ment.

Systems of spins with n ) 1 components are studied in
the low-temperature limit by momentum-shell recursion re-
lations of fixed-length spins. Here, the notation and pure-
system results of Nelson and Pelcovits" will be used. In
this work" the recursion relation

J'=b J (6)

s'(r') = b ( 's (r)

The random-field term occurs in the Hamiltonian as
fO—PP'= + J (dr)H(r) s (r)

+ „(dr')H(br') (s'(r')

where Eqs. (7) and (8) are used. Thus the identification

(8)

H'(r') = i;H(br') (10)

is made. Then, straightforward algebra leads to
i/2 + i/2H' = „(dr') [H'(r') ] = (b ~ „(dr) [H(r) ]2

was obtained for the spin-spin coupling constant (which is
equivalent to the inverse temperature of this previous
work).

The recursion of random-field perturbations is determined
similarly to Pelcovits's treatment of random-axis perturba-
tions. " In the course of the renormalization-group transfor-
mation, the substitutions

r'=b 'r, k'=bk, s'(k') =( 's(k)

are made for the position, momentum, and momentum-
space spin-field variables. The equivalent substitution for
the position-space spin field is

(H/J)'= b' '(H/J) (4)
=fb ~H

so that the simple eigenvalue exponent

yR = 1 —d/2

controls the stability of the pure-system ordered sink to
random-field perturbation. This exponent changes sign and
reverses stability at the lower critical dimension dI=2 for
the Ising model, in agreement with other recent the-
ories. ' '~' Furthermore, interest has been recently
raised on Potts models in random fields. ' Our argument
above identically applies to Potts models as well, indicating
the lower critical dimension di = 2.

This (admittedly heuristic) renormalization-group argu-
ment thus arrives at the conclusion of the original domain

This renormalization follows directly from algebra, but can
also be understood intuitively: The factor ( is due to spin
rescaling and the factor b is due to performing an aver-
age over thinned-out random variables. The spin-rescaling
factor g is determined as bd by the pure-system calcula-
tion, " at zero temperature. Combining Eqs. (6) and (11),

(H/J)'= b " (H/J)

revealing the eigenvalue exponent

yR=2-d/2 .

(12)

(13)

This exponent controls the stability of the pure-system or-
dered sink to random-field perturbation. It changes sign at
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the lower critical dimension' 1~=4. There appears to be
no caveat in this argument, unlike the Ising case, since the
appropriate diagrammatic expansion is in orders of 0/J.

In closing, the stability of critical behavior (fixed point
J, ' in Figs. 1) to random-field perturbation can be con-
trasted to the stability of conventional long-range order
(fixed point I") discussed thus far. The critical stability is
governed ' by the susceptibility critical exponent y, which
is usually strongly positive, meaning that pure-system criti-
cality is unstable to random fields. The crossover is for

d ) dt to a new universality class of critical phenomena [Fig.
1(a)), and for d ( dt either to a spin-glass transition, or to
no phase transition at all ("a rounded transition") [Fig.
1(b)].
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