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We present a field-theoretic description of metastability and nucleation for arbitrary range in-
teraction models near the limit of metastability, i.e., spinodal. We find that as the spinodal is ap-
proached, the size of the nucleating droplet diverges in all dimensions. The upper critical dimension
is found to be six. For d <6, as the spinodal is approached the nucleating droplets become ramified
and their free-energy cost goes to zero; thus the system nucleates before reaching the spinodal. The
free-energy cost increases rapidly as the range of the interaction, R, is increased, so that even for
d < 6 the spinodal can be approached as close as desired by increasing R. The internal structure of
the ramified droplets in all dimensions is mapped onto that of a percolation cluster. The lifetime,
including both the free-energy cost of the nucleating droplet and a dynamic prefactor, diverges in all
dimensions; this is due to “critical” slowing down as the spinodal is approached. For d > 6, the
free-energy cost of the ramified droplets diverges as the spinodal is approached; more compact
droplets must also be considered. A crossover where the upper critical dimension changes continu-
ously from 6, for spinodal behavior, to 4, for critical-point behavior, is found for the model; this
crossover is hypothesized to be absent or unobservable for more realistic models. The initial growth
of the droplet is found to take place through compactification rather than through radial accretion
as occurs in nucleation near the coexistence curve.

I. INTRODUCTION

The question of how to treat metastable, rather than
stable, states within thermodynamics has long been a chal-
lenge.!=> van der Waals’s original mean-field theory for
the equation of state of gases and liquids predicted both
metastable and unstable states and did not predict phase
coexistence. Maxwell’s construction gives an ad hoc way
of setting phase coexistence into the theory and leaves the
meaning of the metastable states undetermined. Lebowitz
and Penrose* have shown that as the interaction between
particles becomes very long range and weak, the equilibri-
um equation of state is van der Waals’s equation (i.e.,
mean field) with Maxwell’s construction, with no meta-
stable or unstable states.

Penrose and Lebowitz® have shown that in the thermo-
dynamic and infinite-range interaction limits the mean-
field theory for the metastable state also becomes exact
and the nucleation rate goes to 0. However, they were un-
able to make any calculations for large but finite R in the
thermodynamic limit. Monte Carlo simulations have been
done on Ising models with long-range interactions using
the equivalent neighbor model;’ in this model each spin
has a uniform ferromagnetic coupling with all other spins
within a block size of R. It has been found that as R is in-
creased the metastable state remains well defined for
deeper quenches.® These simulations for three dimensions
indicate that the mean-field theories for the metastable
state, although not correct for small R, become increasing-
ly accurate with larger interaction range.®—1°

An approach which is complementary to mean-field
theories is the classical droplet model of nucleation.!!:!?
This model gives a good description of the decay of the
metastable states in various systems, from Ising models to
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fluids. This model, however, assumes that the nucleating
droplet is a compact fluctuation of the stable phase (i.e.,
its fractal dimension d; is equal to d, the dimension of
space; see below). While this assumption may be ap-
propriate near the coexistence curve, where the metastable
and stable states are degenerate in free energy, for deep
quenches near the spinodal, any compact droplet is past
the nucleating stage and well into the growth phase. The
nucleating droplet is expected to be of small amplitude
and ramified (df <d). B

There has recently been an attempt to generalize the
droplet model by including nonclassical exponents in the
theory.!* As might be expected, this model gives reason-
able results for scaling and the ramified droplet profiles.
The theory assumes the existence of spinodal singularities,
and hence cannot predict whether the spinodal is sharp
and approachable, or whether the spinodal is unreachable
and only a pseudospinodal.

In a recent communication,'”> we developed a field-
theoretic description for metastability and nucleation for
arbitrary range interaction models near the spinodal. This
extends the work of Langer’ and Cahn and Hilliard.?
Langer’ studied nucleation near the coexistence curve for
systems with nonconserved order parameter in three di-
mensions; Cahn and Hilliard® studied nucleation for sys-
tems with conserved order parameter in three dimensions
both near the coexistence curve and near the spinodal re-
gion. We study systems with a long-range interaction and
nonconserved order parameter near the spinodal region for
arbitrary dimension. The spinodal region becomes sharper
as the range of the interaction increases, and in the limit
of infinite-range interaction becomes a spinodal line
described by a mean-field theory. In contrast, cluster
dynamical theories of metastability for short-range poten-
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tials show a smooth crossover between nucleation and spi-
nodal decomposition.!® We found that the nucleating
droplet is isomorphic to a percolation cluster. We also
found that the droplet has a diverging radius and a van-
ishing density difference from the background for all di-
mensions, and that the free-energy cost of ramified drop-
lets vanishes near the spinodal for d <6, consistent with
Cahn and Hilliard’s® results for d =3. This result should
be compared to those of Billotet and Binder,"” who
worked with short-range potentials in arbitrary dimension
and found a finite, nonvanishing free-energy barrier to nu-
cleation throughout an extended spinodal region.

For d <6 and fixed value of the range of the potential,
both the lifetime of the metastable state and the sharpness
with which the state is defined decline as the “spinodal” is
approached;'® only pseudosplnodals, or apparent
singularities, are predicted. This is consistent with the
work of Chu, Schoenes, and Fisher,'* who showed that
spinodal exponents could be derived from an extrapolation
of measurements of the stable state, and with the work of
Speedy and Angell'® who measured thermodynamic quan-
tities in supercooled water. Both experimental systems
showed no signs of a reachable physical singularity; how-
ever, one could find well-defined spinodal exponents by
extrapolating the data. It has been conjectured'? that the
spinodal exponents derived from such an expansion are
“well defined, but that the location of the extrapolated spi-
nodal temperature is not. This conjecture is consistent
with renormalization-group calculations and Monte Carlo
simulations of the coarsed-grained free energy,’®?! and
with dynamical theories of nucleation.”>?} We found, in
agreement with previous work, that the location of the
spinodal depends on the coefficients appearing in the free
energy, but that the spinodal exponents depend only on
the form of the free energy.

In this paper we extend our previous results and also
treat the initial growth of the nucleating droplet. The
remainder of this paper is structured as follows. In Sec. II
we show that as the range of the interaction increases, the
metastable state becomes more sharply defined, and calcu-
late the nucleating droplet’s profile, free-energy cost, and
initial growth pattern. In Sec. III the internal structure of
the nucleating droplet is shown to be isomorphic to that
of a percolation cluster. In Sec. IV we compute the life-
time of the metastable state near the spinodal. Section V
compares our results to previous work.

II. THE NUCLEATING DROPLET PROFILE
AND FREE-ENERGY COST

In this paper we work with the partition function de-
rived from a ¢*-field-theoretic Hamiltonian

Z= [dyeHP, (2.1a)

Hy)= [ d%

1B pogye 1| B 2
> BOR (Vy) > IB ]lﬁ(r

+ Bay*(r)+Bhy(r) (2.1b)

where R can be identified with the range of the interac-
tion,> B=1/kT where T is the temperature, f3 is the value
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of 3 at the critical point, 4 is the magnetic field, and a is a
positive constant. This Hamiltonian can be shown to be a
model for Ising models near their critical point.

Following Langer,” we rescale variables o=R(8/
Bo)'/* and introduce the reduced parameters

€=2—R§-2— 1~%], (2.2a)

a= %3— , (2.2b)
and

A=(BBo)'*h /R . (2.20)
The free energy becomes

F(o)= [ d%[5(Vo)—eo’+ao*+Ao] . (2.3)

For much of what we do later, a further rescaling is use-
ful:
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1—
s=Ver=L —-—‘2*—/—32’ ,

and (2.4)
o(r)=(e/2a) ?u(s) .

Equation (2.3) can be rewritten as

F(Veu)+sut—uly 4 Aul,

Fu)==% 3

(2.5)

with A=A/A, and A,=(8€/27a)!/%. The meaning of A
will be made clear shortly.

For large values of €9/2/2a, the Hamiltonian has
deep valleys as a function of u(r) and the probability of
finding a state P(u)=e " H™/Z is sharply peaked around
U min, With the value of u at the minimum of H(u). Thus,
we have a set of well-defined states, and we can regard
H(u,;,) equivalently as an energy or as a free energy of a
state.

The integrand in Eq. (2.5) is an effective free-energy
density. The stable and metastable states are uniform to
minimize the gradient-squared term in the free energy and
lie at the local minima of the quartic polynomial in F(u).
For €>0, i.e, for T>T,, the u? term enters with a posi-
tive sign and there is exactly one minimum, the global
minimum, as shown in Fig. 1 (a). There are no coexisting
and no metastable states. For T < T, and small A, the lo-
cal free energy increases without bound for large u and
has two minima and one maximum, as shown in Fig. 1(b).
While the uniform state with the lower free energy is ab-
solutely stable, the other minimum is metastable and the
system can become trapped near that minimum. On the
other hand, if A is sufficiently large the free energy has
just one local minimum again, as shown in Fig. 1(d).
Even though T < T,, the metastable state has disappeared.
The value A((T) is that value of A for which the shallower
well disappears. The location of the well as it disappears
is ug, =1/V73.
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FIG. 1. Schematic plot of “y*’ mean-field free-energy densi-
ty f for various temperatures and magnetic fields. (a) is for
T>T, () is for T<T, and h=0, (c) is for T<T, and
O<h <h,, and (d) is for T < T, and h =h.

For A near A, the well is shallow and fluctations, which
do not nucleate the system, will be confined to small dis-
placements around ug,. The free energy is then effectively
the pure cubic pictured in Fig. 2. Rewriting F in terms of
the variable v =u —1/v/3, we find

F(v)= s |3 (V0)2+ 30
+ Lv3 ——Alv (2.6)
V73 31/§ ’ '
f
v

FIG. 2. Free-energy density f near the metastable minimum
for h just smaller than A,.
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where AL=1—A/A,. We can evaluate the partition func-
tion in the limit €2~9/2/2a— « by the method of steepest
descent. This evaluation is equivalent to replacing H(u)
by a quadratic approximation near its stationary points
and performing the resulting Gaussian integrals, while ig-
noring the value of e ~#* everywhere else. The magni-
tude of the partition function for the metastable state can
be found by expanding around the shallower of the two
minima of the local free energy. The approximation of
calculating the partition function by including the contri-
bution from the smaller maxima while ignoring the larger
maxima, is the analytic continuation of the partition func-
tion in the complex A plane.’ The partition function be-
comes complex when it is analytically continued into the
metastable region, and the lifetime of the metastable state
is related to its imaginary part.” The imaginary part can
be found to be of lowest order by expanding around the
saddle-point function separating the stable and metastable
minima. Thus, we see that the lowest-order approxima-
tions to the real and imaginary parts of Z are given by the
metastable minima and the saddle point, respectively.

We now apply quasiequilibrium thermodynamic argu-
ments>>> to the metastable state. We can do this if the
metastable state lasts sufficiently long to be observed ex-
perimentally; our approximations are self-consistent only
as long as the predicted lifetime of the metastable state
remains large. Within this quasiequilibrium picture, the
nucleating droplet lies on the boundary between those
fluctuations which lower their free energy by growing and
those that lower their free energy by shrinking. Thus, the
nucleating droplet is a stationary point of the free-energy
functional, and 1ts density profile satisfies the Euler-
Lagrange equation’

SF(v)
Sv(s) Z«S\/-A)L 0.

Making the assumption that the profile of the nucleating
droplet depends only on the radius, Eq. (2.7) reduces to

dv d—1dv 6 4

B T R, M™Y.

2
2 .
V+v+‘/§ (2.7)

AA=0.

(2.8)

If we were dealing with an interface whose thickness were
small compared to its radius of curvature, we could
neglect the [(d —1)/s]dv/ds term. One can argue that
this is justified near =0, where the stable and meta-
stable states are nearly degenerate, but it is not justified
here. Nevertheless, since [(d —1)/s]dv/ds scales just as
d?v /ds?, and neglecting that it does not change the order
of the equation, ignoring the first derivative term will only
change the shape of the profile. Our main conclusions
will be unaltered by this approximation, assuming that
Eq. (2.8) has a bounded solution. In the Appendix we
show that a bounded solution to Eq. (2.8) exists, for suffi-
ciently small AA [a numerical solution to Eq. (2.8) for
small AA is shown below in Fig. 5]. If we neglect the first
derivative, Eq. (2.8) becomes

dv

4 |~
~ 2 — W3 — ‘/3 W AAL=0. (2.9)
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Equation (2.9) can be solved exactly. It is the equation
of motion for a particle of unit mass having displacement
v(s) moving in a potential

2
_T/‘? 3\/3

with s representing time. V(v) is pictured in Fig. 3(a).
Since Eq. (2.9) contains no damping term, the solution
v(s) will either go off to infinity or oscillate forever inside
the well. In either case the free-energy cost of the fluctua-
tion is proportional to the volume of the system. Only if
the energy of the particle is exactly equal to the height of
the smaller peak can the particle make one bounded fluc-
tuation away from its background value. That fluctuation
is a nucleating droplet. One can, of course, superimpose
well separated, i.e., independent, droplets to obtain station-
ary states of the free energy containing more than one nu-
cleating droplet.

Near the spinodal line, AXA—0, nucleating droplets
must have amplitudes similar to the width of the shallow
well, which is going to 0 as (AX)!/2. Droplets which have
larger amplitudes have already nucleated the system and
are growing. Since v is small, we can neglect the v* with
respect to the v* term in the free energy and in Eq. (2.9),
and find that the solution for the profile of the nucleating
droplet to be

_ V2AX
3

We note that for A0 there is a well-defined length
scale for nucleation s, ~(AX)~ 174 in contrast, near h =0,’
the two states are degenerate and there is no well-defined
length scale. Near A =0 only the interface profile can be

——AAv,

N

{1—3sech?[($AX)/4s]] . (2.10)

\
v
(a)
v
v

(b)

FIG. 3. Sketch of the effective potential for particle motion
in Eq. (2.9). (a) is before the v* term is neglected, while (b) is
without the quartic term. For particles moving in the well, the
two potentials are nearly identical.

obtained from the Euler-Lagrange Eq. (2.8) without resort
to numerical integration; to derive a critical radius an ef-
fective droplet model is used.” We will find below that if
one tries to define a ‘“nonentropic” droplet model for
quenches near the spinodal, the critical radius scales out
of the problem.

Inserting the original constants into the expression for
s, or equivalently r,, we obtain r,~R(h;—h)"/* < £,
where £ is the correlation length. We see that for all di-
mensions, the length scale for nucleation diverges as the
magnetic field approaches its spinodal value. For three
dimerslions, this has been noted before by Cahn and Hil-
liard.

Inserting Eq. (2.10) in Eq. (2.6), we can now calculate
the free-energy cost of the nucleating droplet near the spi-
nodal as

AF=F(v) —F(vys)
62 —d/2
> £ (AR d/4fddz[f(z)+0( (AX 1/2)]

(2.1

where f is an integrable function of magnitude unity.
Thus, in terms of R and A, AF~Rd(hs—h)‘3/2_d/4). We
see that for fixed R, the free-energy cost of a ramified nu-
cleating droplet decreases as h approaches its spinodal
value for d <6, while the cost increases for d > 6. Thus,
we expect to find when calculating lifetimes that for d > 6
the system remains in the metastable state as h—h; and
our approximations are consistent; for d < 6, however, the
barrier to nucleation decreases as we approach the ap-
parent spinodal, and thermal fluctuations will prevent the
system from actually reaching the spinodal. The upper
critical dimension, above which a mean-field approxima-
tion is self-consistent, is thus d,=6, in agreement with
earlier work.!'>?* Actually, there are nucleating paths with
finite free-energy cost both above and below six dimen-
sions.> Below six dimensions, the ramified droplets are
important since their free-energy cost is going to O at the
spinodal; above six dimensions, the ramified droplets have
a diverging free-energy cost and the more compact drop-
lets nucleate the system. The free-energy cost is always
proportional to the volume of interaction R?, and increas-
ing R will allow quenches closer to the spmodal magnetic
field before AF becomes of the order of kT.

For dimensions smaller than the upper critical dimen-
sion, the free-energy cost of the nucleating droplet be-
comes smaller as & approaches the value h;. As the free-
energy cost approaches the average thermal fluctuation
energy kT, the critical droplets become easy to excite.
The metastable state becomes less sharply defined as its
average lifetime decreases, and the nucleating droplets lose
their identity as they become more numerous and start in-
teracting. One observes the beginnings of a spinodal-like
singularity,® as in high dimensions, but this potential
singularity is masked by thermal fluctuations and nu-
cleation, leaving only a pseudospinodal.!>!81%26

Speedy and Angell'® have observed pseudospinodals in
supercooled H,O and D,0. The measured thermodynam-
ic quantities appear to be diverging if extrapolated to
lower temperatures, but the system nucleates before it can
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be cooled to very close to the supposed singular tempera-
ture. However, the exponents found from the extrapola-
tion are reproducible.

In deriving d. =6, we have assumed that the tempera-
ture dependence of the coefficient in front of the integral
in Eq. (2.11) can be neglected. This assumption is valid if

the quench is done away from the critical point; such a.

quench might follow path a in Fig. 4. Along this path
AX—0, while € and a approach constants. Since the
coexistence curve and the spinodal line become tangent at
the critical point, there are quenches that display critical
behavior and spinodal behavior at the same time;
quenches of this type have been studied both experimental-
1y*’=% and theoretically.’! = A quench along a_path
similar to b in Fig. 4 has €—0, and perhaps has AA—0.
Since h,(T)—0 at the same time as & —h; along these
paths, Ak can go to a constant, or it can approach 0 at
any rate (relative to how fast € is going to 0) we choose.
Binder has shown,*® using a Ginzburg criterion, that the
upper critical dimension is 4 if the quench approaches the
critical point much faster than it becomes asymptotic to
the spinodal line. To study the general quench path let us
assume that AA—0 as AX ~ €%, where 0<8 < . Then the
upper critical dimension, where the free-energy cost in Eq.
(2.11) neither diverges nor goes to 0, becomes

8465

€T 248

For 6=0 we recover Binder’s result d,=4, while for
d— o we recover the above result that d. =6 away from
the critical point. Depending on exactly how quickly the
quench path becomes asymptotic to the spinodal line, the
upper critical dimension for the path varies continuously
from 4 to 6.

It is instructive to try to obtain the free-energy cost of
the nucleating droplet from a droplet model, with a sur-
face and a volume term. Following Langer,” we use the

(2.12)

FIG. 4. Phase diagram for first-order phase transition show-
ing a phase-coexistence curve (solid line), and the classical spino-
dal line (dashed line). Quenches along path @ approach the spi-
nodal while staying away from the critical point, thus, AX—0
while e—C. Quenches along path b approach both the spinodal
and the critical point; along these paths é—0 and A —h, but
AX=(hs—h)/hs is not fixed by the diagram. Depending on
how the path becomes asymptotic to the classical spinodal line
one observes either critical behavior or spinodal behavior.
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fact that the nucleating droplet, of radius s., obeys the
Euler-Lagrange equation to write

[ vorads=— [ 5vi)

=_f,7 ——AAT |d%

6
2—3 9 =2
LRV L 31/3
(2.13)

With the use of this result, the equation for the free-
energy cost becomes

2—d/2 Tt 1 5 28X

d 1 53 LBA
2a J % 2 V3. T3l

A bulk contribution to the free-energy cost is obtained by
evaluating the mtegrand of Eq. (2.14) at v(0) and multi-
plying this term by 3 Lmsl. Langer’ argued that only the v*
term contributes to the surface energy, this term can be in-
tegrated multiplied by ds (no s?), and the result multiplied
by 4ms2. While this method of deriving a droplet model is
valid near s =0, it fails near the spinodal; there is no dis-
tinction between bulk and surface terms when the droplet
radius and interface length scales are not independent.
This statement is consistent with computer simulations on
the three-dimensional Ising model.’

If we were to attempt to formulate a purely energetic
droplet model in the nelghborhood of h=h,, following
Langer,’ perhaps by using v(s)=£(s/s,) in Eq. (2.10), we
would find that the critical radius simply scales out as it
did in Eq. (2.11). With the use of Eq. (2.8) to relate the
scale of s to the magnitude of f, one ﬁnds for three di-
mensions that AF= CR 3(AX)~34=Cr? with no contribu-
tion proportional to #2. The interfacial energy is propor-
tional to the volume of the droplet, as is the bulk energy.
Thus, we expect the droplets to be fractals, having surface
proportional to volume. Thus, a droplet model for large
magnetic fields must include the entropy.” We will show
later that the droplets can be mapped onto percolation
clusters, which are fractals. This simple scaling is due to
the neglect of the v* term; away from the spinodal line,
where this term is not negligible, the coefficient -of this
term remains as a nontrivial parameter even after scaling
the radius and the droplet amplitude.

Having found the critical profile, we look at small per-
turbations around the nucleating droplets. We write
v(s)=0(s)+v(s) and expand the free energy to second or-
der in the perturbation v:

€

AF= (2.14)

F(v)=F({0)+F"(v), (2.15)
where
F'(v)= (V V)24 ‘/_vv 24 355
(2.16)

We wish to find the directions v(s) in which the free-
energy functional decreases; those directions are the
modes by which the nucleating droplet initially grows or
decays. We can diagonalize the quadratic form by solving
the Schrodinger equation



29 NUCLEATION THEORY NEAR THE CLASSICAL SPINODAL

—';—V_%V+76§“17V=60V, (2.17)

or
—2V242(2AN)2—6(3AX) Zsech?[ (5 AX)4s]}w(s)
2 3 3

(2.18)

=wv(s) .

Since we use as our droplet the solution to Eq. (2.9)
with the [(d —1)/s]dv/ds term omitted, we wrote down
Eq. (2.17) only after omitting the first derivative term.
The only solution to Eq. (2.18) with a negative eigenvalue
is found to be:

vi(s) « sech’[(FAX) 4], (2.19a)
with
o1=—3(FAN)V2 ., (2.19b)

From Eq. (2.15), the mode proportional to this solution is
the only way for the droplet to grow and lower its free
energy. As AA—O0, the curvature of the free energy,
which is proportional to the eigenvalue in Eq. (2.19b), goes
to 0. Thus the forces driving the dynamics in this approx-
imation are going to 0. This slowing down of the dynam-
ics near the spinodal may be related to the “critical” slow-
ing down suggested by Binder?® near the spinodal.

The radius of the droplet and the radius of the initial
growth mode scale with AA in the same way. The initial
growth mode is centered on the nucleating droplet and the
radius at which the concentration has dropped to half
maximum is smaller for the fluctuation than for the drop-
let. Consequently, the droplet grows initially by increas-
ing its concentration at the center, while the radius of the
droplet decreases. This prediction is consistent with com-
puter simulations.'©

Any droplet solution to Eq. (2.8) implies that there are
d translational modes of that droplet which do not change
the free energy. This is intuitively obvious; it is also im-
plicit in Eq. (2.8).> If we apply the operator i+ V, to Eq.
(2.8) and set v =0, we obtain

#+(V,0)=0. (2.20)

—Vi+652+ —1‘/—2—517

We dropped the 652 term in deriving Eq. (2.17) because
we are near the spinodal and 7 is small. If we neglect it in
Eq. (2.20) we obtain, upon comparing Eq. (2.20) with Eq.
(2.7), that _’the d infinitesimal translational modes
Vm(s)=1,, V0(s), with {f} any orthonormal basis for
R4, are solutions to Eq. (2.7) with O eigenvalues. Thus, as
long as 1,,- VU is not 0, Eq. (2.7) has d solutions that are
translational modes of v, and which do not change the free
energy.

In order to ensure that including the first derivative
term in Eq. (2.8) does not change the above results quali-
tatively, we solved the equation numerically for the nu-
cleating droplet’s profile in three dimensions. We then
used the correct result for the nucleating droplet as a po-
tential in Eq. (2.17) for the perturbation around the drop-
let. We display the results in Fig. 5. Cahn and Hilliard?
derived an equation for the nucleating droplet profile in
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FIG. 5. Profile of the nucleating droplet and of the initial un-
stable mode. The droplet profile is plotted in (a) while the initial
unstable mode is shown in (b). In both cases the dotted line is
the analytical solution ignoring the first derivative while the

solid curve is the numerical solution. The overall scale in (b) is
arbitrary.

three dimenisons, which is equivalent to ours up to the
constants. The constants cannot be compared since Cahn
and Hilliard take the concentration in a fluid to be the in-
dependent variable, while we take the magnetic field in a
magnetic model to be the independent variable. They
solved the equation on an analog computer; their solution
for the droplet profile is qualitatively similar to our pro-
file distribution. They did not treat the fluctuation
around the nucleating droplet.

Although the profiles change slightly when the first
derivative term is included in the equation, the numerical
solutions scale the same way that the approximate closed-
form solutions do. In both cases the fluctuation around
the nucleating droplet has a smaller radius than the drop-
let itself, leading to an initial decrease in the mean-square
radius as the droplet grows. This is consistent with the
computer experiments of Heermann and Klein'® and im-
plies an initial compactification in the growth phase.

III. CONNECTIONS TO PERCOLATION

While we have found the average concentration of the
nucleating droplet as a function of radius, we cannot make
detailed predictions about the droplet’s internal structure
based on the coarse-grained equations above. Instead, we
study the droplet structure by mapping the Hamiltonian
of Eq. (2.1b) onto one for a percolation model and study
the percolation clusters. A similar technique was used to
describe Ising critical clusters.3*3°
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The percolation model we treat is the correlated site
random-bond Ising model in d dimensions.*®> Sites are
considered occupied if the spin at that site is down; the
usual nearest-neighbor Ising interaction leads to correla-
tions among sites. Bonds between adjacent sites are occu-
pied with probability p,. A cluster is a set of occupied
sites connected to each other by occupied bonds. If p, =1,
any two occupied nearest-neighbor sites belong to the
same cluster; as we decrease p, the clusters become small-
er and more ramified, until for p, =0, all the clusters are
single sites.

The connectivity properties of this model can be shown
to be given by the s—1 limit of the dilute s-state Potts
model**3* with the Hamiltonian

_ﬂH=J z (sﬁai,‘,j—l)n,-nj —K 2 n,-nj
(ij) Cij)
—AS n+H3 (s8,,—n; 3.1)

where n; can have the values O or 1, 50.-»0; is the Kroneck-

er § function, A is the chemical potential which is a func-
tion of K and h, h is the Ising field, and H is the Potts
field. Coniglio and Lubensky>> mapped this problem onto
a field theory by using the Hubbard-Stratanovich transfor-
mation. The Ising variable n; is replaced by the Ising field
(i) and the variable o; is replaced by the s component
field ¢£~”, 1=1,...,s.

The mean-field theory is derived by assuming that the
Ising field and one of the components of the Potts field
orders uniformly in space. The resulting Hamiltonian is

F= (s —Dr3>—(1/30w;(s — s —2w;
—7wo(s —1)Y§ >~ e’ +ay* +hy—(s—DHS ,
(3.2)

where a, €, and h are as defined above. The factors w,
and w, are finite and nonzero, and r; is a function of J.
The field ¢ is the Ising order parameter, while ¢ is the
percolation order parameter, giving the connectivity prop-
erties and exponents. We recover the Ising free energy if
we set s=1:

F=ai'—efP+hy . (3.3)
The percolation free energy is given by>°
F ~ ~ ~
‘711; =5(r —w )2 +(1/30w,$°—Hp . (3.4)
s=1

The Ising free energy in Eq. (3.3) is the same as the
free-energy density in Eq. (2.3) for a uniform state, and
hence it has the spinodal magnetic field kg, and the spi-
nodal value of the order parameter, s, calculated above.
From (3.4), the percolation threshold occurs at 7, =w,.%
We see that the choice 7y =w,1,, makes the mean-field
spinodal line coincide with a percolation line.>%” With
this choice, the free energy in (3.4) is the cubic free-energy
density appropriate close to the spinodal; thus the percola-
tion exponents for this percolation model will be the same
as the spinodal exponents. The spinodal correlation
length & will diverge with the same exponent as the per-
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colation connectedness length £,; similarly, the spinodal
susceptibility has the same exponent as the percolation
mean cluster size.

Since the nucleating droplet has a diameter the same or-
der of magnitude as the spinodal correlation length, we
expect these fluctuations to have the same structure as
percolation clusters with connected length & near the per-
colation threshold. The fractal dimension® d of the nu-
cleating droplets at the spinodal is thus the same as the
fractal dimension of a percolation cluster, which implies
d f < d .

IV. LIFETIME

The main contribution to the partition function for the
metastable state comes from integrating in the neighbor-
hood of the metastable minimum; however, the nucleating
droplet samples the saddle point separating the two mini-
ma. If we include contributions to Z from close to the
saddle point as well as from near the metastable
minimum, we integrate along one direction in which the
integrand increases as we move away from the saddle
point, rather than decreases. If we perform a simple
Gaussian approximation, this direction would lead to a
divergent result. We remove this divergence by an analyt-
ic continuation of the Gaussian integral;>3 this analytic
continuation is implicit in our treatment of the metastable
phase as the continuation of the stable phase around 0
magnetic field in the complex plane. Upon removing the
spurious divergence by deforming the contour of the in-
tegral, we find that the contribution to Z from the region
near the saddle point becomes complex. The imaginary
part of the metastable free energy, or Im(InZ), is related
to the lifetime of the state

Im(InZ)

—1_ |
T m v

Voo

fa . 4.1)

fa is a dynamic prefactor, which we specify later.
We begin the calculation of 7 by writing

Z=Zy+Z,=Zo(1+2Z,/Z,) , 4.2)

where Z; is due to the integrations near the metastable
minimum, and Z, is due to the integrations near the sad-
dle point. We compute both Z; and Z; by performing
quadratic expansions of H(u) around the respective sta-
tionary points of H, and evaluating the resulting Gaussian
integrals. For the metastable minimum we find
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s , 4.3)

©
@p

—H(u_ )
Zo=e " T
14

where the a)(pm are the eigenvalues of the free-particle

Schrodinger equation

(— %V2—6+6a0,2.,s)v1(,0)(r)=w},°)1/}°)(r) . (4.4)
The saddle point gives similar results,
172
Zy=e Mmad T | | (4.5)
g | %9

where the o, are the eigenvalues of Eq. (2.18), which is
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equivalent to the above Schrodinger equation with a po-
tential.
Thus, we can write

YA
—— =exXp[H (U ps) — H (U gqq1)]

Zy
I » 12
< II |-= / |, (4.6)
ms]
= exp[H(ums)“‘H(usaddle)]
X exp fdw—;-ln % [p(0)—p%@)] |, @7

where p(w) is the density of states for Eq. (4.4) and p%(w)
is the density of states for Eq. (2.18). The attractive po-
tential in Eq. (2.18) creates one bound state and d indepen-
dent translational modes of that state. Each of these d + 1
states is discrete and is more easily handled in the form of
Eq. (4.6) than with what would be highly singular density
functionals in Eq. (4.7).

The negative eigenvalue, found in Eq. (2.19b), can be
simply inserted into the square root; this is justified
through the analytic continuation argument above. We
obtain

Z, < iZ (AR, 4.8)

The d translational modes must be handled separately
since the integrand does not decay as we move away from
the stationary point, and thus we cannot perturb around
that point. We can choose

o

o, (4.9

ov; = dx;, i=12,...,d

for the d orthogonal translational modes. Then we
have>®
172

(80| = |8, | | [ (Forar| 4.10)

and

dsn
f&v,&vz < dug= l% f (Vo)dr fddr o (AX)¥ /8y,

(4.11)

We are now left with just the continuum states with
wq >0, which can be handled by a density functional.’
We wish to evaluate

— T %) —
I= [domn — |[P%@)—pl)] . (4.12)

Near the spinodal we can neglect the effect of the quartic
term in the free energy on Eq. (2.12) and (4.4), and hence
there is only one parameter that sets the energy scale in
both Schrodinger equations, (AX)!/2. If we rescale the
variables o'=w/(AX)"”?, then we find, setting
p:=(A'X)1/2p’
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I= [ " do'(w)[p"(w")—p'(")]
+In LA—)FE# fow[po(w)—p(w)]dw (4.13a)
=C+(1+d)in ﬁ;ﬂ] (4.13b)

The first term in Eq. (4.13a) is a definite integral over a
dimensionless variable and must therefore be a constant.
The second term is evaluated by noting that the integral
runs only over continuum states; for p°, all states are con-
tinuum states while for p, 1+d states are bound. The in-
tegral thus evaluates to 1+d.>

The dynamic prefactor f; depends on whether the order
parameter is conserved. In the case of nonconserved order
parameter, Langer*® has shown that the prefactor is

fa=w/7kT . (4.14)

Since the lifetime is proportional to (f;)~!, the fact that
fa—0 at the spinodal is equivalent to critical slowing
down. The conservation of the order parameter intro-
duces another factor slowing down the nucleation. Since
the droplet grows by diffusion, all dynamic equations have
an extra £ factor, and the dynamic prefactor is divided by
the correlation-length squared’!

fi=w/mkT £ . (4.15)
Combining these results we obtain

z ~

ZL V(AR 1/2+54/8)g —AF (4.16)

Z,

If we assume Z,/Z, is small, we can calculate 7 by ex-
panding the In in Eq. (4.1). We should note, however, that
Z, is calculated assuming only one nucleating droplet in
the entire system. A real system nucleates with many
droplets at once; there should be contributions to Z from
stationary states with an arbitrary number of independent
separated droplets. Only if we write

Z=Z\1+2Z,/Zo+5(Z,/Zy)*+ - ]

(Z,/Z,)
e 1 0,

will the free energy be an extensive quantity, increasing
linearly with the system’s volume V.> Upon using Eq.
(4.16) and (4.17) in (4.1), we find the lifetime

2—

ds2
(A}\,)3/2_d/4

T~(AR)~[1+(5/8d]ey k<
a

(4.18)

V. DISCUSSION

We have extended Langer’s work on nucleation near
h =0 to magnetic fields near the spinodal 2 =h, for long-
range potentials. In Langer’s treatment, which assumes
compact droplets, the infinite-range interaction limit gives
trivial results. As the range of the interaction increases,
so does the free-energy cost of the nucleating droplets, and
the nucleation rate goes to 0. For a large magnetic field
the droplets can have a radius proportional to R, and not
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have a large free-energy cost. Thus, for 4 >0 and R — oo,
the droplets are ramified and produce nontrivial mean-
field results. For nonzero magnetic fields the noncompact
droplets, having a positive “surface” energy and a negative
bulk magnetic energy both proportional to the number of
spins in the droplet, can enter with nonzero weight, even
in the limit of large radii. The greatly increased entropy
of these ramified fluctuations enters into their free-energy
cost, which in this case is not simply approximated by the
energy cost as it was near A=0. Thus, while the nu-
cleation rate goes to 0 as R— « for h < hy, h, is indepen-
dent of R, and for h =h, we still see the spinodal instabili-
ty. Thus, while the weak singularity’ at 4 =0 disappears
in the limit R — o0, the spinodal singularity becomes well
defined.

For fixed R, our results cross over to those of Langer’
as h is varied from A, to 0. This crossover has been stud-
ied in three dimensions by Cahn and Hilliard,® who found
the profile of the nucleating droplet for intermediate
values of the magnetic field. The profile changes continu-
ously between the hyperbolic tangent solution near 7 =0
to the small-amplitude diffuse solution of Eq. (2.10) near
the spinodal.”®> They found spinodal exponents that are
twice ours, which is the expected relation between ex-
ponents for order parameter versus conjugate field

quenches.
Consistent with Cahn and Hilliard we find for d <6

that the free-energy cost of the nucleating droplet goes to
0. This result contrasts with that of Sarkies and Frank-
el,'* who find that the free-energy cost in three dimensions
remains constant at the spinodal. We find a constant free
energy only for six dimensions. We find, for the nucleat-
ing droplet, the scaling results

E~R(hy—h)~V4 v=1+ (5.1a)

(Av)droplet o (hy—h )1/2’ B:% (5.1b)
and obtain nonclassical ramified droplets with mean-field
exponents.

Although Cahn and Hilliard studied the nucleating
droplet profile, they did not treat the initial growth mode.
Our calculation of an initial growth mode which is cen-

tered at the origin is in contrast to Langer’s calculation
for h=0. For small fields the growth mode is peaked at
the surface of the droplet, corresponding to growth occur-
ring through increasing radius, with the concentration at
the center of the droplet remaining fixed at the stable
magnetization. Near the spinodal the growth mode is
peaked at the origin, implying that the growth occurs by
spins filling in the center of the droplet; the average radius
of the droplet initially decreases. This is consistent with
computer experiments on the three-dimensional Ising
model.>!® These computer experiments were done using
Glauber dynamics with no conserved order parameter;
computer studies of the initial growth mode for conserved
dynamics would be of considerable interest. While the nu-
cleating droplet is independent of the dynamics,’ the ini-
tial growth mode may depend on the dynamics.

The lifetime of the metastable state depends both on the
nucleating droplet and on the droplet’s growth modes; it
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includes the free-energy cost of the droplet as an exponen-
tial factor, while the prefactor of the exponential depends
on the growth modes of the droplet. The dynamical pre-
factor to the lifetime diverges as the spinodal is ap-
proached; thus there is critical slowing down at the spino-
dal line in all dimensions.?

We have shown that the upper critical dimension for
quenches to the spinodal away from the critical point is 6,
and that if we quench toward the critical point along the
coexistence curve, the upper critical dimension is 4, in
agreement with Binder.”> Somewhat more surprising is
the fact that, for our field-theoretic model, the upper criti-
cal dimension varies smoothly from 4 to 6, depending on
the path of the quench. This conclusion requires that we
be able to calculate A;(T) exactly in order to be able to de-
fine the parameter [h;(T)—h]/hy(T) along the quench in
the h,T plane. Within our model, A,(T) is determined
precisely by the constants € and a. In other models, such
as the Ising model, or in experimental systems, the mean-
field line becomes an extended spinodal region; there are
no precise values for €, a, or the spinodal field in these
systems.?! Thus whenever the spinodal region is diffuse,
we do not expect a continuously changing upper critical
dimension as we cross over from spinodal to critical
behavior. For the two types of limiting quenches, quench-
ing to the critical point along the coexistence curve and
quenching straight to the spinodal line staying away from
the critical point, the exact location of the spinodal line or
region is irrelevant; thus the lack of definition in the spi-
nodal region does not affect the upper critical dimension
for those two types of quenches.

We are presently extending this work in two directions.
First we are studying in more detail the crossover between
the behavior at small magnetic field and the behavior at
fields near the spinodal. We are also extending our treat-
ment of the dynamics of the growth of the nucleated
droplet.

Note added in proof. After submission of this paper, it
has come to our attention that the results in Egs. (2.10)
and (2.19) have been derived by M. Biittiker and R. Lan-
dauer [Phys. Rev. A 23, 1397 (1981)].
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APPENDIX
In this Appendix we show that the equation
dx 2 dx 4 6 ,
— s = — — x2=0,
a? tdt V33 V3T (AD
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has a solution with the boundary conditions

dx
dt

=0 (A2a)

t=0
and

x(t=00)=V2/3. (A2b)

We have renamed variables, x =v and ¢t= —s, from Eq.
(2.8) so that the mechanical analogy is more apparent.
This equation is the equation of motion for a particle with
unit mass, with damping inversely proportional to time,
and potential energy pictured in Fig. 6. The boundary
conditions are that the particle is released from rest on the
slope to the left, and comes to rest exactly at x,. It is ob-
vious that a particle released near the bottom of the small
well will eventually come to rest at the bottom of that
well, due to the damping. We only need to show that as
the particle is released from positions higher up along the
slope to the left it will, for some initial height, have suffi-
cient energy to travel over the barrier hill. From continui-
ty, there must be a height separating the two extremes
where the particle passes over the barrier and where it be-
comes trapped in the potential well centered at —Vv'2/3.
This height is the initial height of the solution we are in-
terested in.

We can show that there must be a path that passes over
the barrier by bounding the dissipation term. After letting
the particle travel for time ?, we replace the time-
dependent damping coefficient by the constant 2/t,,
which is greater than 2/t for all further times. If the par-
ticle has sufficient energy to pass over the barrier with
damping constant 2/t,, it would certainly pass over the
barrier with the time-dependent damping.

The particle feels a force of 4/v/3 at the point a in Fig.
6. It feels a larger force at the points it reaches before
point a. Thus by starting the particle sufficiently far to
the left, we can make its velocity at a as close as we like to
the terminal velocity for a force of 4/v/3 and a damping
constant 2/t,, i.e., ¥y =2ty/V'3. We take the velocity at
point a to be ¥, =2ft,/V'3, where f is smaller than but
arbitrarily close to one; the velocity must be at least this
large, and if it is larger the particle would be even more
likely to go over the barrier.

The velocity at the bottom of the well is then at most

172
32v6

Vmaxz 9

75+

’

which. can be found by ignoring the damping. The largest
damping term at any point on the path is less than

172
2 8v'6
7 max= {% 2+ 2 ]
9t5

fo Y (A3)

Setting this into Eq. (A1) will cause the particle to come
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FIG. 6. Sketch of the potential in Eq. (A1).

to rest earlier.
We are left with the question of whether a particle
obeying
d*x 4 6 ,
—== — = ———x2=0,
a TTATVA
and starting at point a, x=—2V2/3, with velocity
¥, =f(2ty/V3) will travel farther than the peak of the
original barrier, xpz\/§/3. It is easy to integrate Eq.
(A4) to find

(A4)

2
ax | _ 422 4 ||, V2
ar | =3/t ”+3\/§H" 3
_%[ﬁ— 2;? (AS5)

As t, is increased, all terms on the right-hand side of the
equation except the first remain bounded. For sufficiently
large t, there can be no cancellation of the first term for
| x | <V2/3 and hence this particle goes over the barrier.
Thus if we can take ¢, sufficiently large, the original par-
ticle passes over its barrier. We can take ¢, to be as large
as we like by starting the particle far to the left; the parti-
cle cannot travel an indefinitely large distance in the
definite time ¢, without having an unboundedly large
velocity.

Since there exists at least one solution where the particle
clears the barrier, as we increase the height from which
the particle is started in Fig. 6 there must come a starting
height where the particle first makes it over the barrier.
This height, which divides the starting heights for bound-
ed and unbounded solutions, must be the initial height for
a solution that comes to rest on top of the barrier.
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