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We extend the early work of Stoner, Mott, Friedel, and Terakura and Kanamori, which relates al-
loy magnetization to solute valence. We describe the conditions under which the simple formula
tay=py —x(10+Z5—Z,) can be expected to apply. In particular, we consider Fe- and Co-
metalloid alloys. Here u,, is the atom-averaged moment, ,ug is the host moment, x is the metalloid-
atom fraction, and Zp and Z, are the valence of metalloid and transition metal, respectively. We
show that the validity of this formula rests on the existence of band gaps in the density of states in
the spin-up band. Spin-polarized band-structure calculations do indeed show band gaps in
moderately concentrated (x ~0.25) compounds and indicate that 4 should be somewhat higher for
fce than bec structures. The theory compares well with data on concentrated amorphous and crys-
talline alloys of Co with Au, B, Sn, and P, and of Fe with Au, B, Al, Ga, and Si. Our explanation
of this large amount of data is far simpler than, and as accurate as, any previous efforts at explana-

tion.

I. INTRODUCTION

There exists a vast literature on the magnetic moments
of alloys, both crystalline and amorphous, of the transi-
tion metals Fe, Co, and Ni with metalloids such as B, Al,
Si, Ge, and P. Although Stoner! and Mott? first offered
an interpretation of the Ni alloys almost 50 years ago, a
correct interpretation of the Fe and Co alloys has
remained a topic of lively debate ever since. Here we
describe a simple interpretation which spans, not only the
Ni alloys, but also many of the Co and Fe alloys, particu-
larly the concentrated ones. Our approach is based on our
band-structure calculations, coupled with the reinterpreta-
tion by Terakura and Kanamori®* of the formula of
Mott® and Friedel® for transition-metal—metalloid alloys.
We have previously given a general introduction to this
approach.”® Here we concentrate on the metal-metalloid
alloys, describing more details of the theory, its historical
background, and the comparison to experiment.

The most important requirement for this theory is the
existence of gaps or deep minima in the density of states
as a function of energy. Such band gaps have two impor-
tant effects: (1) They provide a necessary condition for
strong magnetism in the framework of Stoner’s “collective
electron ferromagnetism” theory.>!® We will introduce a
simple construction which helps to visualize why strong
magnetism is so common when such gaps are present. (2)
Gaps also give rise to an important conservation law for
the integrated density of states under alloying, as first
clarified by Terakura and Kanamori.>* This state-
conservation law, coupled with strong magnetism, leads to
a simple formula for the magnetic moment of transition-
metal alloys. We will refer to this theory as the “band-gap
theory.”

Ironically, the predictions of the theory coincide, in
some cases, with those of the original rigid-band theory,
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even though there are gross errors in the basic assump-
tions of that earlier theory. This interrelationship has
caused much confusion in the literature, which we at-
tempt to clarify with a brief historical review.

Our contribution to the band-gap theory, as developed
in this paper, is to recognize its generality and applicabili-
ty to many systems previously not considered in this
framework. In particular, we show, using band-structure
calculations, that gaps can persist in concentrated metal-
metalloid alloys, whereas previously the theory had been
developed primarily for dilute alloys.>* We compare the
theory to previously published experimental results on
concentrated amorphous and crystalline alloys; most sys-
tems agree well. In this comparison we use a generalized
Slater-Pauling construction which we have introduced re-
cently® and which helps to focus on the essential concepts
of the theory.

II. STONER CRITERION FOR STRONG
MAGNETISM

We begin with a review of the Stoner theory of collec-
tive electron ferromagnetism.>'® We focus particularly on
the relationship of the Fermi level to valleys or gaps in the
paramagnetic state density. This is related to the question
of why in strong magnets such as Co and Ni the top of
the majority-spin d band is found, both theoretically and
experimentally, to be a finite energy below the Fermi ener-
gy.

These questions can be answered using the simplest
form of Stoner’s theory. That is, we can assume (only for
the purpose of this discussion) that the states of the
paramagnetic system are shifted rigidly in energy by the
exchange interaction, resulting in a transfer of electrons
from the minority-spin- (down) states immediately below
the paramagnetic Fermi level to majority-spin- (up) states
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29 “BAND-GAP THEORY” OF STRONG FERROMAGNETISM: ...

immediately above the paramagnetic Fermi level. The
process stops when the total energy is minimized. In a
strong magnet, the total energy continues to decrease as
we transfer electrons to the majority-spin d band, but this
conversion of spin-down electrons to spin-up electrons
must, of course, stop when the spin-up d band is filled.
Does the splitting stop at this point too?

Figure 1 contains a graphical construction designed to
answer this question. The upper portion of Fig. 1 shows a
schematic d-band state density, drawn as a rectangle; the
lower portion of the figure shows the corresponding in-
tegrated state density, that is, the total number of states
lying below any given energy. The conversion of spin-
down electrons to spin-up electrons to create a magnetic
moment is represented in the figure by values of the in-
tegrated state density that differ for spin-up and spin-
down electrons by the magnetization M. Note that be-
cause any electrons added to the spin-up band must come
from the spin-down band, the ferromagnetic values of the
integrated state density N' and N' must be symmetrically
displaced with respect to the paramagnetic value N7 .
Thus any value of the magnetization M implies values for
both N' and N*, and these in turn imply, via the integrat-
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FIG. 1. State density and integrated state densities that ex-
plain why the ferromagnetic Fermi level in general lies above the
top of the d band in strong ferromagnets. The upper graph
shows a schematic d-band state density and the lower graph

- shows the corresponding integrated state density. The magneti-
zation M (=p,,) is the difference between the number of spin-up
and spin-down electrons. 2N7 is the number of electrons of ei-
ther spin in the paramagnetic state and e is the corresponding
Fermi energy. The total energy is minimized when the magneti-
zation causes the slope of the dashed chord M /(e}—e€r) to equal
the inverse Stoner exchange integral 1.
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ed state density, values for both the spin-up and spin-
down Fermi energies € and €. (For convenience we
speak here of different spin-up and spin-down Fermi ener-
gies rather than using the equivalent approach of shifting
the bands relative to a single common Fermi energy.)
Note that the resulting values of €} and €} are not, in gen-
eral, symmetrically displaced, relative to the paramagnetic
Fermi level €5. Only in the special case of a constant state
density is the spin splitting symmetric with respect to €h.
We are now in a position to understand the particular
value of the magnetization that minimizes the total ener-
gy, i.e., how far the spin splitting goes. As Gunnarsson
has shown,!” minimization of the total energy requires
that the chemical potentials €} and e} of the spin-up and
spin-down electronic systems be equal. In terms of Fig. 1,
this means that the spin-up and spin-down Fermi energies
€} and €} must be separated by the product IM, where I is
the Stoner exchange integral, an intra-atomic property.
Equivalently, this means that the slope of the dashed
chord in Fig. 1,

M /(e —ep)=a=I"", (1

must equal the inverse of the Stoner parameter I. Since
the slope of the dashed chord is simply the average state
density'® in the energy region €} <€ <€k, we see that the
spin splitting starts if the Stoner condition In(ef)>1 is
satisfied, and stops when I7i =1, with 7 defined by Eq. (1).
Here n (%) is just the slope of the integrated state density
at €f. Figure 1 makes it clear that if I and the Fermi-level
state density are large enough to make the magnetism
strong, then the majority-spin Fermi energy will, in gen-
eral, lie above the top of the d band.

We turn now to the question of the position of the fer-
romagnetic Fermi energy relative to a valley in the
paramagnetic state density. In Fig. 2 we show a schemat-
ic state density exhibiting a parabolic minimum. In the
lower half of the figure, we show the corresponding (cu-
bic) integrated state density. As mentioned above in con-
nection with Fig. 1, the total energy is minimized when 7,
the slope of the dashed chord, equals the inverse Stoner
exchange integral I ~!. Figure 2 shows us that the equili-
brium Fermi energy is likely to fall in the vicinity of the
state-density minimum, simply because values of the mag-
netization that bring the Fermi energy to this region cause
the slope of the chord, considered as a function of the
magnetization, to vary rapidly, i.e., to take on a wide
range of values for a small variation of the magnetization.
The distinction we are trying to make here is between en-
ergetic stability associated intrinsically with the state-
density minimum on the one hand, and simple statistical
likelihood on the other hand.

Another point to be made in this context is that, al-
though the discussion of Fig. 2 focused on the majority-
spin Fermi energy, these considerations are completely
symmetric with respect to minority and majority spin.
An analogous situation can arise if the paramagnetic Fer-
mi energy falls above the state-density minimum. In this
case, it is the minority-spin Fermi energy that is likely to
fall near the minimum in the state density. Body-
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FIG. 2. Effect of a minimum in the paramagnetic state densi-
ty on the position of the ferromagnetic Fermi level. Upper
graph shows paramagnetic state density possessing a parabolic
minimum. Lower graphs shows the corresponding (cubic) in-
tegrated state density. The total energy is minimized when the
magnetization M =pu,,=N'—N* causes the slope of the chord
in the lower graph M /(e}—e€}) to equal the inverse Stoner ex-
change integral I !, as in Fig. 1.

centered-cubic Fe is a well-known example of this situa-
tion because its d band is split into two main peaks
separated by a deep valley.>!! The exchange splitting
shifts the minority-spin density of states so that the Fermi
level falls in its gap. In this situation, both spin bands
have holes.

It is appropriate at this point to define more specifically
what we mean by strong magnetism. Strong magnetism
refers to the condition where the Fermi level lies in a gap
or low density-of-states region of either the spin-up or
spin-down bands. The deeper the gap or the lower the
density of states, the stronger the magnetism. This is be-
cause any perturbation to the system such as applied field
or pressure will modify the magnetization very little. In
effect, M is pinned on the plateau in the integrated
density-of-states curve as shown in Figs. 1 and 2. Alter-
natively we can say that the Fermi level is pinned in the
band gap. In this sense all the cases we have discussed, in-
cluding the simple fully polarized spin-up band and also
bee Fe, are strongly magnetic. A narrower definition
which we and others have used in the past is that the
spin-up (majority) d band should be fully polarized. By
such a definition, bcc Fe is weak.
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III. HISTORICAL REVIEW

Let us consider an alloy A;_,B, where 4 is the host
(usually Fe, Co, or Ni) and B is the solute (either another
transition metal or a metalloid). Quite generally, its
atom-averaged moment in Bohr magnetons is the differ-
ence of the atom-averaged number of spin-up and spin-
down electrons

Uav=ps(1—x)+upx =N"—N* . (2)

But the average electronic valence, that is, the number of

electrons outside the last filled shell, equals the sum of

spin-up and spin-down electrons
Z,,=Z1—x)+Zgx=N"+N*". 3

One can eliminate either N' or N* from these equations to
obtain

.u'av'—:z(Ns}) +Nx})"‘zav 4)
or

”avzzav—z(Ns;+Nj) ’ 5)
where we have broken N into its sp- and d-band com-
ponents.

Now let us consider some special cases. Assuming Ns'p
and N are constant under alloying (we shall return to dis-
cuss this assumption at length), and identifying the pure
host moment as

pS=2NL+NH—2Z, , (6)
we find from Eq. (4)
,u‘av"_“lu'g —X (ZB —ZA ). M

On the other hand, assuming both Ny, and N; are con-
stant and redefining u§ in a way analogous to Eq. (6), we
find

ﬂav=,uv2 +x(Zg—2Z,) . (8)

Comparison with Eq. (7) shows a change of sign in the
concentration dependence. This sign change is the origin
of the well-known triangular shape of the traditional
Slater-Pauling curve, whose right side has a downward 45°
slope and whose left side has an upward 45° slope versus
average valence. In other words, the two sides correspond
to either spin-up or spin-down electron numbers remain-
ing constant.

With this background we are in a position to review
some early theories of strong ferromagnetism, so as to set
the band-gap theory in proper perspective. The earliest
and most widely used theory of strong ferromagnetism
was the rigid-band theory.”!>!* It presumes that the d
bands as well as the sp bands of the alloy form common
bands, invariant under alloying. These common bands are
filled by electrons according to the average chemical
valence. For conventional strong ferromagnets the theory
assumes that spin-up d band is full; so N} does not change
with alloying and 2N}j=10 in Eq. (6). In his original
work, Mott? also took N, as constant, although he had
more difficulty justifying this assumption. Thus he ob-
tained Eq. (7), which became known as a rigid-band for-
mula, even though this is not the only way to derive the
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result as we shall see below. This simple equation works
well for Ni-Cu, Ni-Zn, Ni-Co, Co-rich Fe-Co, and Ni-rich
Fe-Ni. These alloys form the right-hand side downward
sloping portion of the conventional Slater-Pauling
curve.2—15

An equally simple theory has been applied to bcc Fe-
based alloys.>!! Alloys such as Fe-Cr and Fe-rich bcc
Fe-Co are assumed to form rigid bands with a gap in the
bee spin-down band. For clarity, we emphasize that Cr
and Co were assumed to have the same density of states
with the same gap as Fe; we are not talking about a gap
between a Cr subband and an Fe subband. If the Fermi
level is pinned in the gap of the spin-down band of these
alloys, just as for Fe, N} will remain constant under alloy-
ing. If Nsﬁ, also remains constant, one has the result of
Eq. (8). This theory explains the bcc Fe-rich Fe-Co and
Fe-Cr alloys, and perhaps Fe-V also. These alloys form
the left-hand-side upward-sloping portion of the Slater-
Pauling curve.

In spite of these remarkable successes, rigid-band theory
soon ran into trouble. As theorists improved their calcu-
lational techniques, and experimentalists developed more
sophisticated probes of band structure, such as photoemis-
sion, it became clear that the bands were simply not rigid,
even for the simplest cases.'®!” This led researchers to la-
bel the rigid-band theory “completely wrong” and its
“success based on canceling mistakes.”!” Although we
agree that the bands are not rigid, we believe that Egs. (7)
and (8) are essentially correct for many systems. The
reason can be seen from Egs. (4) and (5): The magnetic
moment depends only on total numbers of sp and d elec-
trons, not on the band shape. Although rigid-band theory
implies the constancy of these numbers under alloying, the
reverse is not necessarily true. As we shall see shortly,
there is, in fact, a much deeper reason for this constancy,
which goes beyond rigid-band theory and arises simply
from the existence of the gap. Unfortunately, the miscon-
ception that rigid-band theory is necessary (as well as suf-
ficient) to obtain these results has clouded many discus-
sions of alloy magnetism.

The first major modification of the rigid-band picture
came from the work of Friedel,® who recognized that in
mixtures of early and late transition metals, the relatively
repulsive d potential on the early transition-metal solute
created a separate high-energy d band containing precisely
ten states per solute. When, as frequently occurs, the
spin-up Fermi level is pinned in the gap between the solute
and host subbands, then Egs. (4) and (7) are modified to

H’avzﬂg —x(10+Z3—2Z,4), )

provided also that Ns;, continues to remain constant. This
theory accounted for many of the non-45°-slope sub-
branches on the Slater-Pauling plot, such as Co-Cr, Co-V,
Ni-Cr, and Ni-V.

While these theories provide a succinct account of the
magnetization of all the strongly magnetic alloys com-
posed exclusively of transition metals, it is not at all clear
how to generalize the analysis to alloys containing metal-
loids. Although each metalloid replacing a transition met-
al must reduce the number of occupied spin-up d states by
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5, the new issue introduced by metalloids is the question-
able constancy of Ns'p, the number of spin-up sp electrons.
Whereas the valence-band structure of all transition met-
als is fundamentally similar, making the notion of a con-
stant NSI, plausible, the valence bands of alloys containing
metalloids are fundamentally different: The valence
bands of these materials reflect the fact that elements on
the right-hand side of the Periodic Table are characterized
by completely filled s shells and substantially filled p
shells. It may therefore seem astonishing if Eq. (9), which
is based on the constancy of Ns'p, were to apply without
modification to alloys containing B, Al, and Si, for exam-
ple. Yet the experimental results for Ni-Al, Ni-Ge, Ni-Si,
and Ni-Sb are famous in this regard. In fact, Mott? recog-
nized from the very beginning that these data imply the
constancy of Ns'p. The coincidental fact that the valence Z
of Ni is 10 gives Eq. (9) a particularly simple form when it
is specialized to Ni:

(10)

Textbooks'*!5 have continued to refer to the simple
valence dependence of the nickel-alloy data without clear-
ly specifying either the underlying assumptions or the for-
mula. This has led to confusion with regard to the inter-
pretation of Co-alloy data, for which Eq. (9) does not
reduce to Eq. (10), because of the valence difference be-
tween Co and Ni. Yet all too often Eq. (10) has been mis-
takenly applied to the Co alloys. Another notion, particu-
larly common in the literature on amorphous ferromag-
nets, is that metalloid solutes can contribute their valence
electrons to the minority-spin bands of the transition-
metal host. This variant of rigid-band theory (the host
bands are rigid and metalloid bands are ignored) is com-
monly called the “charge-transfer” model.'®~23 By reject-
ing the older notion of constant NSP: and assuming that all
the sp electrons are transferred to the transition-metal
atoms, one is led to the following (in our view incorrect)
formula for the magnetization:

Hay ::u'o_sz .

,uavzl"'g _x(/-l'?i +Zp), (1n

where Zj is the metalloid valence. The different physical
assumptions underlying Eqgs. (9) and (11) are reflected in a
difference of 2Ny, in the coefficient of x, that is, in the
slope of the concentration dependence of the magnetiza-
tion. The form of Eq. (11), more specifically the factor of
1—x multiplying the host magnetization, led to yet an-
other unfortunate turn in the history of this subject, name-
ly, the shift in focus from the average magnetization per
alloy atom to the magnetization per transition-metal
atom:

pa=pnS—Zyx/(1—x) . (12)

This formula has the attraction of predicting that the
slope of the concentration dependence of the magnetiza-
tion should be an integer, at least at low concentrations.
In practice, the coefficient of x in Eq. (12) has been treat-
ed as an adjustable parameter, and measured data have
been interpreted as indicating the number of electrons sup-
plied by each metalloid to the transition-metal bands. Of
course, by treating Zp as a fitting parameter, the predic-
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tive power of Eq. (11), aside from its linearity, is lost.

Doubts about rigid-band theory in any form have
spawned yet another school of thought focusing on the de-
tailed bonding in metal-metalloid clusters.!”?%2% The co-
valent bonding causes hybridization of host d states with
metalloid sp states and in effect makes them magnetically
inactive. Attempts have been made to estimate the hy-
bridization effect and relate it to experiment on both
amorphous and crystalline alloys.”> Noteworthy predic-
tions of this approach are a sensitive dependence of mo-
ment on local environment and, to the extent that the
solute environment is similar, an independence of solute
valence for Co alloys.

A related approach?® seeks to explain variations in the
Fe moment on the basis of chemical short-range order. If
the heat of mixing or heat of compound formation is
large, leading to clustering of unlike atoms, the iron tends
to have more metalloid neighbors, and its moment is as-
sumed to drop. NMR and Mossbauer studies have shown
evidence for such local-environment effects.!’

There is nothing wrong with the hybridization and
local-environment models provided they are treated with
sufficient precision to obtain usefully accurate results.
The problem is that they obscure an underlying simplicity
of the experimental data which the original rigid-band
theory had identified. They also imply a sensitivity of the
net moment to the local geometric and chemical environ-
ment, while in our view, the net moment (in contrast to
the local moment) is not very sensitive as long as strong
magnetism prevails.

IV. BAND-GAP THEORY

The fundamental mystery concerning the effect of
metalloids on transition-metal magnetism was eliminated
in 1971, when Terakura and Kanamori*>* showed for the
case of Ni alloys how it is possible that metalloid solutes
can leave the number of sp electrons unchanged, and
therefore why the magnetization of metalloid alloys can
be described by Eq. (9). The work of Terakura and
Kanamori is particularly convincing in that, not only is a
physical mechanism proposed that accounts for the exper-
imental data, but the effectiveness of the mechanism in
holding the number of sp electrons constant is demonstrat-
ed by direct calculation. As a preliminary, we point out
that our self-consistent energy-band calculations are com-
pletely unequivocal with regard to both the near neutrality
of the metalloid atoms, even when they are dissolved in a
transition-metal lattice and the intuitive reasonableness of
the electronic structure of each metalloid atom (in particu-
lar, their s shells are filled).?” The paradox resolved by the
work of Terakura and Kanamori is how the metalloids
can have a larger number of sp electrons than typical tran-
sition metals without increasing the value of Ns;, appear-
ing in the expression for the magnetization [Egs. (6) and
9)].

The resolution of the paradox rests on two independent
points. First, two mechanisms exist by which the valence
s and p states of the metalloid can be created. One is that
new sp states (that is, states in addition to those originally
below the Fermi level) are simply pulled down below the
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Fermi level by the attractive potential of the metalloid and
filled with electrons. We call this the “new-state filling”
mechanism, which leads to a change in NS},. But there is
an alternative to this simple filling of states that are unoc-
cupied in the host. The alternative mechanism is the “po-
larization” of neighboring occupied states of the host.
That is, states centered on the solute are made up from
linear combinations of states originally centered on
nearest-neighbor sites. In this case there is no change in
N;p, because the metalloid states are made up of states
which are already below the Fermi level and therefore al-
ready filled.

The second crucial observation of Terakura and
Kanamori is the reason that polarization tends to occur
more than new-state filling in these systems. The response
of any system to a perturbing field, such as the relatively
attractive s-electron potential of the metalloids, depends
primarily on the availability of states possessing the
correct symmetry and spatial distribution to “feel” the
perturbation. If there is a gap in the spectrum of such
states, then the potential must be very strong to displace
states across the gap. The important property of the host
electronic structure in this context is that hybridization of
the sp states with the d states results in a depression near
the Fermi level of the density of sp states, that is, states
that might respond to the stronger metalloid sp potential.
It is this approximate gap in the sp state density that acts
to hold Ns'p nearly constant, by forcing the transition-
metal host to screen the metalloid sp potential by means of
the polarization mechanism. This “hybridization gap” is
well known in the context of transition-metal electronic
structure; it is referred to by Terakura and Kanamori as a
“Fano-antiresonance” effect and, by any name, it is exhib-
ited?® for Co in Fig. 3.

We emphasize that the sp gap due to hybridization is
not perfect, and that metalloids, especially those with high
valence, can cause Ns}, to increase somewhat, as will be
discussed further in Sec. V. We shall also see that N, ap-
pears to have an observable structure dependence. The
fact that these effects are occasionally as large as the mag-
netization variations of experimental interest should not,
in our view, obscure the tremendous simplification that
the implications of the near constancy of NSI, bring to the
entire field of transition-metal magnetism.

Of course, the presence of a gap has the added feature
that either the spin-up or the spin-down Fermi level of a
ferromagnet tends to fall in the gap, as we have shown in
Sec. II. Then the states below the gap will all be filled
with electrons. Thus state conservation translates to
electron-number conservation. This explains the success
of the old rigid-band theory and is the underlying princi-
ple of our more general band-gap theory.

To compare the band-gap theory to experimental data
on metal-metalloid systems, it is conventional to plot aver-
age moment versus solute concentration, with different
slopes corresponding to different solute valences and shift-
ing zero-concentration intercepts corresponding to small
shifts in spin-up sp electrons. To reveal these effects in a
more consistent manner, and at the same time to permit
simultaneous treatment of ternary fcc and amorphous al-
loys, we have proposed® a generalized Slater-Pauling plot
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FIG. 3. Paramagnetic (non-spin-polarized) sp and d densities
of states of fcc cobalt, from self-consistent band calculations,
after Moruzzi et al. (Ref. 28). Note the difference in scales for
the sp and d densities. The arrow indicates the hybridization
gap which helps hold 2N, constant as described in the text.

of average alloy moment (per all atoms) versus average
magnetic valence

L= zxizrin ’ (13)
i

where x; is the atom fraction and Z,, =2Nj;—Z' is the
magnetic valence (Z' being the electronic valence) of the
ith constituent. If i is a metalloid, 2Nj;=0. As men-
tioned above, dilute bcc Fe alloys require different treat-
ment, but if the spin-up d band becomes full (in concen-
trated alloys, as we shall see below), Eq. (13) again applies.

In the generalized Slater-Pauling plots® to be shown in
Figs. 6—19, a series of data lying parallel to the line
Pay=2Zn +0.6 indicates strong magnetism. A parallel
shift from this line suggests a shift in the number of spin-
up sp electrons from 0.3=0.6--2, the number for Fe, Co,
and Ni. Such shifts, up to 0.45=0.9--2, appear to occur
for amorphous alloys of Fe and Co with early transition
metals,” and, as we shall see in the next section, compar-
able shifts are expected for fcc-like metalloid systems. A
series of data lying below the line, and especially with dif-
ferent slope, indicates weak magnetism, that is, incom-
plete filling of the spin-up d band up to the gap; in this
case two times the number of spin-up d electrons is re-
duced from 10 in Egs. (6) and (9). A series of data which
fall below the line for very small solute concentrations, as
in the case of bec Fe alloys, but shift closer to the line
with solute addition and eventually curve over parallel to
it at higher concentrations, indicates the development of
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strong magnetism with a filled spin-up band. We shall
discuss many examples of these behaviors in Sec. V1.

Another important point is that the band-gap theory for
the net moment of strong ferromagnets is relatively struc-
ture insensitive because concentration dependences are en-
tirely controlled by chemical valences in Eq. (9). (The
only structure sensitivity in the net moment comes, as we
shall see below, from Ns;). We know, of course, that the
local environments of alloys are quite complex and that
different sites can have different moments, depending, for
example, on the number of metalloids surrounding a given
transition metal. For example, in the case of an earlier
calculation?® on bee Fe;Si, the two different Fe sites were
found to have different moments. But the local band
structures of both sites showed fully polarized spin-up d
bands, and in this case the band-gap formula will still ap-
ply for the net magnetization. Another example is provid-
ed by calculations’ on fcc Fe;Zr and Fe;Ti, in which the
early transition metal shows an antiferromagnetic mo-
ment, and yet once again, the net result is just Eq. (9).

Thus the band-gap theory is not inconsistent with ex-
perimental observations of local-environment effects, but
rather it offers a sort of conservation or sum rule which
governs the net result. However, this implies a warning
about simplified models based on the local environment or
hybridization pictures. Usually such models imply that
different local structure can lead to different net moments.
We believe such a prediction is often wrong. For as long
as the system is a strong ferromagnet, we shall see that ex-
periment amply supports the structure insensitivity
predicted by the band-gap theory.

V. EXTENSION TO HIGH CONCENTRATION

At high concentration (~25 at %) of metalloid, where
metalloids are no longer isolated impurities, one might ex-
pect such state-density features as the sp-band gap in Fig.
3 to fill in or become more diffuse because of the variety
of local environments in disordered alloys. In what fol-
lows, however, we argue that such a gap could actually be-
come deeper and better defined. If this is true, it would
significantly expand the range of alloys described by the
theory to include both concentrated crystalline Fe alloys
with metalloids and also the important group of Fe- and
Co-metalloid glasses which typically occur in the 20—25
at. % concentration range. While many other explana-
tions have been proposed for the magnetism of these sys-
tems, none of them, to our knowledge, has hit on the sim-
ple band-gap theory, which we believe explains the results
better and on a more physical basis. The theory also ex-
plains structure insensitivity, that is, why amorphous and
crystalline materials of the same composition usually have
such similar moments. And finally, it explains why such
a preponderance of magnetic systems are strong.

Evidence for the gap at higher concentrations comes
from our crystalline band-structure calculations, which, as
described elsewhere, are self-consistent and use the local-
spin-density approximation of exchange and correlation as
well as the efficient augmented spherical-wave method.*
We have performed such calculations on a variety of 438
systems in the fcc CuzAu and bee FesSi structure where
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T=Fe, Co, and Ni and M=B, C, N, Al Si, P, Ga, Ge,
and Sn as well as various early transition metals. We have
already reported’ on the calculations with early transition
metals, where it was found that a lower total state density
appears immediately above the Fe d bands in the 3:1 com-
positions, say of Fe;Zr, than in Fe itself. We have also re-
ported on spin-polarized calculations of bcc Fe;Si, which
is a strong ferromagnet with a state-density dip (gap) at
the spin-up Fermi energy.?® In Fig. 4 we show the results
of paramagnetic (not spin-polarized) calculations of fcc
CosSi. Here too a well-defined dip or gap, indicated by
the arrow, occurs in the sp state density. This is typical
for all the metalloids mentioned above. The results of a
spin-polarized calculation on Fe;B are shown in Fig. 5.
The state densities are very similar to those of the corre-
sponding paramagnetic calculation, with spin-up and
spin-down bands shifted roughly rigidly down and up,
respectively, relative to the Fermi energy. Just as dis-
cussed in Sec. II, the Fermi level falls in the gap of the
spin-up band.

Comparison of Figs. 3 and 4 shows that, much as in the
case of Fe and Fe;Zr discussed in Ref. 7, there is a charac-
teristic and significant change of the d-band state density
in Co;Si from that in Co. Instead of a sharp peak at the
top of the d band in Co, the d band of Co5Si rises more
gradually below the gap, and the gap becomes better de-
fined than in Co. This suggests that in the alloy there is a
gradual change from one type of band structure to the
other type as a function of solute. This change is likely to
occur around 10% in close-packed alloys, because by this
concentration, every transition-metal atom has a solute
neighbor on the average.
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FIG. 4. Paramagnetic (non-spin-polarized) sp and d densities

of states on the cobalt site of Co;Si in the CusAu fcc structure.

" Note the difference in scales for the sp and d densities. The ar-
row indicates the gap discussed in the text.
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FIG. 5. Total state density for spin-up and spin-down elec-
trons in Fe;B in the CusAu (fcc-like) structure. The system ex-
hibits strong magnetism in that the Fermi level falls in the gap
above the majority-spin d states. The state density is quite typi-
cal of those given by our calculations for alloys containing Fe,
Co, and Ni with metalloids. The degree of d-band polarization
for these 3:1 alloys varies with volume, and is often incomplete
for the volume that minimizes the total energy.

An integration of the paramagnetic state density up to
the “gap” in Fig. 4 gives a net of 34+0.2 states per formu-
la unit or 8.5 per atom, for a surprisingly large number of
fcc systems, as listed in Table I (except for pentavalent
solutes where the gap is less well defined). Since the three
transition-metal atoms per formula unit contribute 30 d
states, this leaves 4 sp states per formula unit or 1 sp state
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FIG. 6. Generalized Slater-Pauling plot of atom-averaged
moment vs atom-averaged magnetic valence [see Eq. (13) in text]
for the Ni-B and Ni-P alloy systems. Data from Refs. 32 and
33.
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TABLE 1. Paramagnetic band calculations in the Cu;Au
structure.

Integrated
state density

System Lattice parameter to gap
(43B) (a.u.) (per formula unit)
Fe;B 6.27 34.3
Fe;Si 6.54 342
Fe;P 6.49 32.0
Fe;Sc 6.83 339
Fe;Ti 6.72 339
Fe;Y 7.10 339
Fe;Zr 6.97 33.9
Fe;Nb 6.87 339
CosAl 6.61 34.1
Co;B 6.26 34.1
CosSi 6.54 342
CosP 6.48 32.3
CosSc 6.81 339
CosTi 6.69 33.9
Co3V 6.61 33.8
CosY 7.07 339
CosZr 6.93 339
Co3Nb 6.84 339
Ni;Al 6.68 34.1
Ni;Si 6.61 342
Ni;V 6.71 33.9
Ni;Cr 6.64 33.8
Ni;Nb 6.93 33.9
Ni;Mo 6.86 33.8

per atom. Since roughly half of these are spin up, we
predict ZNSI,:I per atom for these systems. Fcc spin-
polarized calculations support this number, as shown in
Table II, where certain compounds have been calculated
with an expanded, nonequilibrium lattice to ensure strong
magnetism. Crystalline bcc compounds and alloys have a
characteristically different state density with the two-peak
structure characteristic of bec Fe,2>3! but a similar ten-
dency for an sp gap at the top of the d bands. The calcu-
lations on bee Fe;Si imply a value 2Ns}, of 0.8 (see Table
I), which is lower than the typical fcc value of 1.
Admittedly, all these results are for crystalline com-
pounds, not disordered alloys. But we note that gaps
occur both for bec and fcc structures and at O and 25
at. % (though not at 50 at. %) metalloid. This suggests
that gaps are a rather general feature of the low to middle
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FIG. 7. Generalized Slater-Pauling plot for Co-B alloys with
data from Refs. 37—39, and 58.

composition range, and relatively independent of the kind
of local structures typically present in metallic glasses or
crystalline alloys. In the absence of more explicit band
calculations on such disordered structures, we will proceed
with this assumption and use experiment as the final ar-
biter of its validity.

From these results we can begin to piece together the
pattern which a full alloy system might be predicted to
follow. We associate the different values of 2N, with the
different types of band structures: 0.6 for the pure host
and the very dilute (< 10%) fcc alloys, 1 for fcc alloys in
the range of 25% solute, and 0.8 for bec alloys in the
same range. Since transition metals in amorphous alloys
typically have ~ 12 nearest neighbors, we consider them
to be fcc-like, and therefore we expect amorphous alloys
in the 25% range to show 2Ny, ~ 1 also.

Now let us consider the change of 2N§p from 0.6 to 1 in
fcc alloys as solute concentration increases from 0 to 25
at. %. The transition metal which each metalloid replaces
had 0.6 sp electrons; so at the 3:1 composition
4(1—0.6)=1.6 new sp states have been introduced below
the gap per formula unit. This is what we have called
new-state filling. But for charge neutrality, a trivalent
metalloid requires three sp electrons, which means that
3—(1.64+0.6)=0.8 sp states on the metalloid have been
created by what we have called the polarization mecha-
nism. For a tetravalent metalloid, 1.8 sp states will be
created by polarization. The comparison of 1.6 new sp
states and 0.8 or 1.8 polarization states gives some mea-
sure of the relative effectiveness of the polarization and

TABLE II. Spin-polarized band calculations (eq. means equilibrium; exp. means expanded).

System Lattice parameter Ma1 Ha2 Up Hav

(A3B) Structure (a.u.) (up) (up) (up) (up) 2N,
Fe;B fee 6.58 (exp.) 2.32 —0.23 1.68 0.93
Fe;Si fce 7.032 (exp.) 2.18 —0.17 1.59 1.09
Fe;Si bee 10.69% (eq.) 2.48 1.36 —0.09 1.28 0.78
CosSi fce 6.937 (exp.) 1.08 —0.18 0.765 1.015
Co3Sn fcc 7.266 (exp.) 1.10 —0.10 0.8 1.05

aThis lattice parameter corresponds to 16 atoms per unit cell.
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FIG. 8. Generalized Slater-Pauling plot for Co-Si and Co-Sn
alloys with data from Refs. 40, 42, and 43.

new-state-filling mechanisms. Clearly filling cannot be ig-
nored and it will cause significant deviations in the alloy
moment away from the Slater-Pauling 45° line.

At this point the question reduces to how these numbers
change as a function of composition. If these effects de-
pend nonlinearly on concentration and alternate from one
to the other, new-state filling may be dominant in certain
regions of concentration while polarization may be dom-
inant in others. In particular, because of the well-defined
gap we observe in the 3:1 compound, we anticipate that in
a range around this alloy composition the polarization
mechanism will dominate and the moment data will paral-
lel the Slater-Pauling 45° line. As we shall see, this suppo-
sition is borne out by experimental data on many systems.
There is also reason to believe, on the basis of the Ni-alloy
calculations of Terakura and Kanamori>* as well as ex-
perimental data, that the polarization mechanism dom-
inates in dilute (< 10%) Ni alloys, although it is not yet
clear to what extent this applies to Co and Fe alloys. If
indeed polarization dominates around O and 25 at. %, then
filling must dominate between, most probably around 10
at. %, where the changeover in band structure occurs as
described earlier.
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FIG. 9. Generalized Slater-Pauling plot for Co-P alloys with
data from Refs. 34—36.
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FIG. 10. Generalized Slater-Pauling plot for Co-Au alloys
with data from Refs. 44 and 45.

In summary, the details of this picture remain to be
substantiated by explicit calculation at different concen-
trations and by further experimental results, but a plausi-
ble expectation based on our present results is as follows:
As we add metalloid to an fcc or fcc-like amorphous host,
we may expect the alloy moment initially to shift down
parallel to the line p,,=Z,,,,+0.6 on a generalized
Slater-Pauling plot. But as the concentration approaches
10 at. %, we expect the data to shift upward toward the
line p,,=Z,, ., + 1, and, in the range of 25 at. % solute
concentration, to curve over and run parallel to it. The
mechanism will fail near 50 at. % solute concentration be-
cause we observe no gap in our calculations at the 1:1
composition. But by this point most alloys are predicted
to be nonmagnetic anyway, because both spin-up and
spin-down d bands will be full. By contrast the crystalline
bee alloys should parallel a somewhat lower line corre-
sponding to 2N, s'p ~0.8. Aside from the weak difference in
Ns’p between fcc and bee alloys, the concentration depen-
dence in the band-gap theory formulas of Egs. (6) and (9)
is structure independent.

This discussion has neglected two other complications.
One is the appearance of holes in the Fe spin-up band as
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FIG. 11. Generalized Slater-Pauling plot for Fe-Al alloys
with data from Refs. 46, 47, and 49.
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one lowers the metalloid concentration toward pure Fe.
This effect is surprising because one might expect the
strength of the magnetism to increase as one removes the
nonmagnetic metalloid and approaches pure Fe. This has
already been discussed elsewhere.” A second complication
is the appearance of antiferromagnetism or spin-glass
behavior, as in Ni-Mn or in Fe-Al at high Al concentra-
tion. Both these effects cause the moment data to curve
downward, away from the Slater-Pauling line. Both can
be structure sensitive. Both deserve much detailed discus-
sion, which we reserve for later work, but they must be
borne in mind as we review the experimental data.

VI. COMPARISON TO EXPERIMENT

The most spectacular support for the band-gap theory
comes from the crystalline fcc Ni-metalloid alloys.!% 1418
We have recently reviewed these data using the general-
ized Slater-Pauling construction,® and do not repeat them
here. The data show no significant tendency to shift away
from 2N, s}, ~0.6. This is consistent with our hypothesis in
the preceding section that 2N,}, ~0.6 should apply in the
dilute limit. Indeed, the Ni-Al, Ni-Si, and other metalloid
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FIG. 13. Generalized Slater-Pauling plot for Fe-B alloys with
data from Refs. 18 and 52—59.
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alloys are quite dilute. Ni-Zn and Ni-Cu are more con-
centrated, but these do not show a metalloid-like band
structure. New data on concentrated amorphous Ni al-
loys*»33 with B and P are shown in Fig. 6. They indicate
2N, ~0.7, and a slope in agreement with Eq. (10), but the
result is complicated by a tail at high concentrations (low
Z,,) which is presumably due to Ni clusters in the critical
range where the average moment is approaching zero.
Turning to the Co alloys, we emphasize that the data
are to be compared with Eq. (9) [not Eq. (10) as has oc-
casionally been done in the past!>3*—36]. Terakura and
Kanamori® were the first (and only ones to our knowledge)
to do this, and the amount of data has expanded signifi-
cantly since their work. Results**~* on Co-B, Co-Si,
Co-Sn, and Co-P are shown in Figs. 7—9. The Co-B data,
both amorphous and crystalline, agree beautifully with the
theory, with 2Ny, ~0.8. The Co-Si data are at low Si con-
centrations where N,}, is expected to be close to 0.6, as ob-
served, and amorphous and crystalline data are the same.
Co-Sn appears to show the transition to the higher Ns},
value, in this case close to 1.1, with a small region of the
correct slope before a low moment tail develops at higher
concentrations. Similarly, Co-P approaches the theoreti-
cal slope with 2NSI, ~1.0 at moderate P concentration.
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For completeness we also include data*»*> on Co-Au,

which also shows structure insensitivity and the correct
slope but a somewhat lower 2N, ~0.6 (see Fig. 10), which
contrasts with the Fe-Au result to be described below.
The difference may be due to the strong tendency of Co-
Au to phase separate, but this has not been directly con-
firmed in the existing studies.

Turning to the iron alloys, we find a remarkable histori-
cal blindspot. Little effort has been made to compare the
data to any theory involving a valence dependence. The
reason is easy to see with the example of the bcc Fe-Al
data*"#—*® shown in Fig. 11. Up to 20 at. % Al, the data
follows a so-called “dilution model”; this is the region of
incomplete polarization of the spin-up d band, that is, of
weak magnetism. Above about 25 at.% an abrupt de-
crease in the spontaneous magnetization and increase in
the high-field susceptibility indicate either spin-glass
behavior or the onset of weak magnetic behavior.’!*84
These phenomena have diverted attention from the inter-
mediate region between 20 and 25 at. % (Z,, from 1 to
0.75), where, in our opinion, strong ferromagnetism pre-
vails. The only efforts to explain this behavior have been
on the basis of a localized model with antiferromagnetic

T T T T T T

T
25 Fe _,Ge,

= X bec crystal, Aldred

2.0} + crystal, Terzieff et al.

© amorph,, Terzieff et al.

B A amorph.,Buschow and van Engen

1.5 I
1.0

0.5 odp
o

ATOM-AVERAGED MOMENT ()

ATOM—AVERAGED MAGNETIC VALENCE

FIG. 17. Generalized Slater-Pauling plot for Fe-Ge alloys
with data from Refs. 47, 55, and 63.
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FIG. 18. Generalized Slater-Pauling plot for Fe-Sn alloys
with data from Refs. 47 and 65.

interactions,*® or on the basis of a local-environment ef-

fect.’® This is the region we can explain so simply on the
basis of the band-gap formula as shown in Fig. 11. The
value of 2N, is close to 0.6, not far from our calculated
value of 0.8 for bee alloys. Although there is a depen-
dence of the moment on local order even in this region,*
the effect is weak in the context of our model, and arises
from local clusters with higher Al concentration and con-
sequent spin-glass behavior.

The tendency of the average moment to curve upward
toward the band-gap theory line with solute addition
seems universal in all the Fe-alloy data which we now re-
view. The most spectacular example*>! is the Fe-Au
data shown in Fig. 12. Crystalline fcc and amorphous
data lie on top of each other and agree beautifully with
the theory, indicating 2N,I, =0.9, over a wide concentra-
tion range. Most remarkable is the abrupt increase to
strongly magnetic behavior with very small additions of
Au in the amorphous matrix, which compares to a very
gradual rise in the bcc crystalline Au alloys. Clearly this
effect—the disappearance of weak magnetism with alloy
addition—is strongly structure dependent.

Data'®32=% on Fe-B is shown in Fig. 13. The different

T T T T T T T
Fe; P

- X compound, Meyer and Cadeville
| o amorph.,Durand and Yung
amorph.,Mitera et al.

w
o
T

X

g
=)

°

1.0 Fe; (As, 1
L bee crystal, Aldred: + -
0.5 - Fe, ,Sb, -

bee crystal, Aldred: * |

ATOM—-AVERAGED MOMENT (ug)
o

1 1 1 1 1

-1 0 1 2
ATOM—-AVERAGED MAGNETIC VALENCE

| (=]
[

FIG. 19. Generalized Slater-Pauling plot for Fe-P, Fe-As,
and Fe-Sb alloys with data from Refs. 47, 53, 58, and 66.



29 “BAND-GAP THEORY” OF STRONG FERROMAGNETISM: ...

1631

TABLE III. Values of 2N, from comparison of experimental average moment data in the 25% com-
position range to the band-gap theory of Egs. (6) and (9). Dots indicate no data are available in the 25%
concentration range. A d indicates disagreement with band-gap theory (wrong slope).

Fe Co
Solute bee fce Amorphous hep Amorphous
Au 0.9 0.9 0.6 0.6
B 0.7 0.8 0.8
Al 0.6
Ga 0.7
Si 0.7 1 1
Sn 1.6(7) 1.1
P d 0.9 1.0

data sets show downward deviations setting in at different
concentrations, suggesting again the sensitivity of magnet-
ic weakness to some structural feature of the different ma-
terials. But all the data converge on a line which agrees
well with the theory, using 2Ns}, =0.8, over a wide concen-
tration range. Data*’ on bcc Fe-Ga (Fig. 14) also roll over
parallel to the theory with 2N, ;p ~0.7.

Turning to the tetravalent solutes, we find that Fe-Si in
Fig. 15 has a behavior*"*®% reminiscent of Fe-Au in that
fcc and amorphous data are shifted higher (2Ns1, ~1) than
bee data (2N, ~0.7). The concentrated bee Fe-Si slope is
well predicted by the theory but the amorphous data curve
above the line, presumably because of clustering effects as
mentioned above in the cases of Ni-B and Co-Sn.

The other tetravalent solutes are more puzzling. Amor-
phous Fe-C data in Fig. 16 data®"%? have the wrong slope
and such high values of moment at a given Z,,, compared
to Fe-Si, for example, that it is difficult to attribute the
deviations to clustering. Similarly, data*’>>%%% on Fe-Ge
in Fig. 17 lie high and scatter strongly. The data are com-
plicated by the lack of good ferromagnetic saturation.®*
Data*"%® on Fe-Sn in Fig. 18 also lie high.

Finally, of the pentavalent solutes, Fe-As and Fe-Sb
data*’ in Fig. 19 are restricted to too small a concentration
range to reach our range of interest. Fe-P data®>3%6
show very high values for the crystals and lower values
with the wrong slope for the amorphous phase. We
presume that because of the highly attractive sp potential,
states are being pulled through the gap and the theory no
longer applies. For completeness, we also show Fe-Be

data*’ in Fig. 14 which seems to indicate a low value of
2N,.

A summary of 2Ny, values is given in Table III for
those cases where they can be extracted with confidence.
More complete data are needed to draw convincing con-
clusions about the trends in these numbers, although (with
the exception of Co-Au) our predicted tendency for 2N,},
to be lower for bee than fec alloys appears to hold.

We conclude that while the band-gap theory does not
describe some systems and some details of the data, it does
appear to be the correct starting point for most systems.
This includes most Co and Fe alloys which have not been
analyzed from this viewpoint before. We caution against
an overly rigid interpretation of details such as the differ-
ence between bee and fcc alloys and the transition between
dilute and concentrated limits. More detailed experimen-
tal data or band calculations at other compositions will al-
most certainly reveal new systematics and hopefully ex-
plain some of the discrepancies. Nevertheless, we believe
that the perspective developed in this paper provides the
most coherent and justifiable framework for studying
these systems, and we hope that it will encourage further
such work.
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