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A detailed and systematic experimental study of the temperature and dose dependence of
radiation-induced segregation in two alloys, Ni—10 at. % Cu and Ni—60 at. % Cu is presented.
Auger-electron spectroscopy with ion sputtering was used to measure concentration-versus-depth
profiles of irradiated and unirradiated specimens. The quantitative results are compared with a
theoretical model, and “best-fit” defect solute parameters are obtained. In the 10-at. % Cu alloy,
the model requires both preferential transport of nickel atoms toward the surface via the interstitial
flux and preferential transport of copper atoms into the bulk via the vacancy flux to reproduce the
observed concentration profiles. In the 60-at. % Cu alloy, the model explains the results equally
well with preferential transport of nickel atoms by interstitials, preferential transport of copper
atoms via vacancies, or a combination of these two transport mechanisms.

I. INTRODUCTION

Considerable experimental evidence has been found for
nonequilibrium solute redistribution in alloys during irra-
diation at elevated temperatures.!=* As a result of this
radiation-induced segregation (RIS), large changes in local
composition have been observed in a wide variety of alloy
systems. Theoretical models have been developed to
describe RIS,>—8 which occurs because of preferential cou-
pling between defect fluxes and fluxes of certain alloying
elements. Mobile defects produced by the irradiation are
reincorporated into the crystal structure at defect sinks,
e.g., surfaces, dislocations, and grain boundaries. This
spatially nonuniform defect annihilation induces defect
fluxes toward the sinks. Any preferential coupling of al-
loying components to the defect fluxes will cause non-
equilibrium redistribution in the alloy, i.e., enrichment or
depletion of alloying elements in regions which experience
a net influx or outflow of defects.

Besides the technical importance of RIS for materials
applications in irradiation environments, a fundamental
interest in the phenomenon results because the observed
solute redistribution is a direct manifestation of interac-
tions between individual solute atoms and point defects.
Quantitative studies of RIS therefore offer a unique op-
portunity for determining properties of point defects in
concentrated alloys.

The Ni-Cu system appears particularly well suited for
fundamental investigations. As reported previously,”!°
strong segregation of nickel to external surfaces occurs
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during irradiation of Ni-Cu alloys at temperatures be-
tween 420 and 610°C. This RIS has been studied by
Auger depth profiling after irradiation with Ar* or Ni*
ions, and by in situ Rutherford backscattering measure-
ments during Het-ion bombardment. The Ni-Cu system
has a strikingly simple phase diagram, exhibiting a con-
tinuous series of solid solution alloys at temperatures
above 300°C. Therefore, RIS investigations and the appli-
cation of theoretical models are not additionally compli-
cated by phase transitions, which would require informa-
tion on the physical parameters of all phases involved.
Another reason that Ni-Cu is well suited for basic RIS
studies is that it is one of the very few systems in which
radiation effects and defect properties have been investi-
gated in pure elements, in dilute alloys, and also in con-
centrated alloys.!!— 14

In this paper, a detailed and systematic experimental
study of the temperature and dose dependence of RIS in
two alloys, Ni—10 at.% Cu and Ni—60 at.% Cu, is
presented. Auger-electron spectroscopy (AES) with low-
energy ion sputtering was used to obtain concentration
profiles as a function of depth from the irradiated sur-
faces of the specimens. For quantitative evaluation of the
data, theoretical calculations of RIS were performed for
the corresponding experimental conditions with a certain
set of defect parameters. The calculations are based on
the model of Wiedersich et al.,® which is summarized in
Sec. II. Section III explains the experimental procedures,
and the experimental results are presented in Sec. IV. The
computational formalism used to obtain numerical solu-
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tions of the equations describing the segregation process is
outlined in Sec. V, which also gives the results which fit
the experimental data. The main part of the discussion
(Sec. V) is a critical evaluation of the defect parameters.

II. THE THEORETICAL CONCEPT

This section summarizes the model of radiation-induced
segregation in concentrated alloys recently presented by
Wiedersich, Okamoto, and Lam,® which allows preferen-
tial migration of vacancies and interstitials via 4 atoms or
B atoms in a binary 4-B alloy. Similarly, atom fluxes are
partitioned into those occurring via vacancies and via in-
terstitials. This approach permits the defect fluxes and
atom fluxes to be expressed in terms of partial diffusion
coefficients. As an example, the partial diffusion coeffi-
cient of 4 atoms via vacancies, Dj, can be written as

D/'I):dAva ’ (1

where C, is the atomic fraction of vacancies. The dif-
fusivity coefficient, d ,, of A atoms via vacancies contains
all the geometric and kinetic information of the diffusion.
For the face-centered-cubic structure of Ni-Cu, it can be
written as

dyw =a%VAu s (2)

where a, is the lattice constant and v,, represents the
jump frequency with which an 4 atom exchanges with a
vacancy on a neighboring site. If a preferential associa-
tion between vacancies and 4 atoms (or B atoms) exists,
such a factor will be incorporated into the exchange fre-
quency, making it an “effective” jump frequency.

In their simplest form, the jump frequencies can be
written as products of an “effective” preexponential fre-
quency factor, v4,, and a Boltzmann factor which con-
tains the “effective” migration enthalpy, H,,, i.c.,

Vo =V3vexp(—H 4, /kT) , 3)

where k is the Boltzmann constant, and T the absolute
temperature.

Correspondingly, the partial diffusion coefficient for
vacancies via A atoms is

Di=d,C, . 4

The partial diffusion coefficients for B atoms via vacan-
cies and vacancies via B atoms are, respectively,

Dp=dp,Cy 5
and

DS =dy,Cp , (6)
with

dg,=ajvg, ™

where vp, is the effective exchange-jump frequency of a B
atom-vacancy pair.

The partial diffusion coefficients of the elements via in-
terstitials, and of interstitials via 4 and B atoms, are easily
derived and are analogous to the quantities given for va-
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cancies in Egs. (1) to (7) with the subscripts and super-
scripts v replaced by i. However, the expressions for d;
and dp; will depend on the details of the interstitial migra-
tion mechanism. Since the details of interstitial migration
in alloys are not well understood, we will assume that in-
terstitials migrate via A atoms and/or B atoms, and that
the partial diffusion coefficients can be written in the
same form as those for vacancies. Thus

Di=duC;, 8
with

dg=advy . 9
Correspondingly,

Di'=dyCy , (10)

Dp=dpC; , (11)
and

Df=dyCy . (12)

The advantage of writing the partial diffusion coeffi-
cients in the form D =dC is that the major compositional
and, therefore, spatial dependence resides in the factor C,
whereas d contains the diffusional information for the
atom-vacancy or atom-interstitial complexes. In particu-
lar we note that the two quantities d 4, and dg, can be ob-
tained from tracer-diffusion or interdiffusion experiments
and from measurements of the thermal equilibrium con-
centration of vacancies in the alloy.

From Egs. (1)—(6) and (8)—(12), we may define partial
diffusion coefficients for the various species as follows:

D,=d4,C4+dp,Cs , (13)

D;=dCy+dpCp , (14)

D, =d4C,+d4GCi s (15)
and

Dp=dp,C, +dpC; . (16)

With the aid of the diffusion coefficients, we can now
write the three coupled partial differential equations
which describe the time and space dependences of the de-
fect concentrations and the composition of the alloy:

aC,
ot :V[—(dAu_dBv)CuVCA+DvVCv]
+pKO—KivCin —stcucs ’
a¢;
o =V[(d4—dp)C;VC+D;VC;]
+pKO_KiuCin _KsiCiCs s (17)
and
aC,
at :V[DAVCA +CA(dAiVC,-—dA,,VCv)] .

K, is the defect production rate and p is the efficiency
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factor which takes into account that only a fraction of the
defects produced in a cascade will escape spontaneous
recombination and clustering and contribute to the RIS.
Hence, the product pK|, is the effective production rate for
freely migrating defects.

Defect losses to internal sinks are approximated by the
usual rate theory expressions.!> The terms K;,, K,,, and
K,; are the rate coefficients for mutual recombination and
for the annihilation of vacancies and interstitials at inter-
nal sinks, which are assumed to be inexhaustible and ran-
domly distributed. The rate coefficients are approximated
by

K, =(167/a3)ry,(D;+D,) ,
KSU:(IG"T/aS)rsva ’

(18)
(19)
and

Ky=(16m/ad)rgD; . (20)

Here r;, is the radius of the recombination volume, and 7,
and ry are the trapping radii of solute atoms for vacancy
and interstitial defects, respectively.

We note that the set of coupled differential equations
(17) cannot be solved in a simple, analytical way. The de-
tailed time and space dependences of the defect and alloy
concentrations can be determined numerically. However,
some qualitative conclusions can be derived from Eq. (17)
by assuming steady state has been achieved. At steady
state, the following relation between VC, and VC, holds:

_ C,Cpdpidp,
dpiCpDy+d4;CyDp

dAv dAi
dBv dBi

vC,

foc..

(21

From Eq. (21) it is evident that the relation between the
direction of the steady-state gradient of alloy component
A and that of the vacancy gradient is determined by the
relative magnitudes of the ratios dg,/dp, and dg;/dg;,
which are essentially the ratios of the “effective” jump
frequencies of 4 and B atoms into neighboring vacancies,
and that of 4 and B interstitials, respectively. These jump
frequencies may contain terms accounting for preferential
association of interstitials and/or vacancies with 4 or B
atoms as discussed above. During irradiation, the defect
concentrations always decrease toward a defect sink, and
Eq. (21) predicts that the element 4 becomes enriched at
sinks if dg;/dg; >d,,/dg,. Furthermore, it is evident
that, at steady state, the gradient of the alloying elements
is an image of the defect gradient in the vicinity of a sink.
This implies, for example, that the maximum depth of 4-
atom (or B-atom) enrichment achieved by the preferential
transport of one component to a sink is determined by the
depth of the defect profiles at steady state.

For a monoatomic solid, the steady-state distribution of
mobile point defects under irradiation has been calculated
by Lam, Rothman, and Sizmann.!® Although in an 4-B
alloy these results are expected to be modified by the spa-
tial variation of the defect diffusion coefficients and the
coupling of the defects to the alloying elements (Kirken-
dall effect), it is likely that qualitative features will be
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maintained. Thus, for the later discussion of our results it
is helpful to cite one relation given by Lam et al.'® For
the case of mutual recombination being dominant over de-
fect annihilation at internal sinks, i.e., the width of the de-
fect profile at half of its maximum (Xgwpm), is given by

1/4
D,a;

- (22)
81TpK0r,~,,

XFWHM ~ 0.4

III. EXPERIMENTAL PROCEDURE

Alloys containing 10- and 60-at. % Cu were prepared
by arc melting and subsequent levitation melting in an in-
duction furnace. Several 3-mm disks were punched from
~0.25-mm foils rolled from this stock. The disks were
annealed in a vacuum of ~ 10~ Pa for 3 h at 850°C, wa-
ter quenched to room temperature, metallographically pol-
ished to obtain an optically flat surface, and then electro-
polished in a cold solution of 30-vol% HNO; and 70-
vol % methanol to remove the cold-worked surface layer.

The irradiations were done at the Argonne National
Laboratory Dual-Ion Irradiation Facility with 3-MeV
Nit, and in one case with 2.2-MeV Ar™ ions. For de-
tails of the irradiation procedure we refer to Ref. 17.
During bombardment the vacuum pressure was in the
10~% Pa range. Thermocouples were used to monitor and
control the temperature of the specimen holder. Individu-
al specimen temperatures were measured during irradia-
tion with a calibrated infrared pyrometer with a relative
accuracy of about +2°C. The uncertainty of the tempera-
ture measurement, including systematic errors from the
calibration, is estimated to be smaller than +10°C. Defect
production profiles were calculated from the measured ion
energy and current density using a displacement threshold
of 40 eV and the Brice codes RASE3 and DAMG2.!® The
peak damage rate was ~2.7X 1073 displacements per
atom per second (dpa/s), and was located at a depth of
~500 nm for 3-MeV Ni™ ions, and at ~700 nm for 2.2-
MeV Art ions. Near the surface, the displacement rate
for both ions was ~1Xx10~3 dpa/s. All displacement
rates and doses given further in this paper refer to the
near-surface region. We note that some sputtering will
occur during the elevated-temperature irradiation with
high-energy ions. However, the sputtering rate is very
low. Less than 3 nm is removed by sputtering during a
5000-s irradiation to 5 dpa. Hence, no significant change
in surface composition due to sputtering will occur at
elevated temperatures.

AES with low-energy ion sputtering has been employed
to determine concentration versus depth profiles. An
~100-um-diam electron beam of 3 kV and 5 uA was used
as the excitation beam. Analysis was performed with
Auger electrons of Cu at 920 eV, and Ni at 716 eV. Con-
version of AES peak-to-peak ratios to alloy compositions
was based on the results of Goto et al.'® For depth profil-
ing, a 70-uA/cm? beam of 2-kV Ar™ ions was used to
sputter ~2-mm-diam areas of the specimens. The
sputtering rates for the alloys are slightly concentration
dependent. Calculations from published sputtering
yields® give steady-state values of 0.14 nm/s for the
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Ni—10 at. % Cu alloy and 0.17 nm/s for the Ni—60 at. %
Cu alloy.

IV. EXPERIMENTAL RESULTS

Both alloys, Ni—10 at.% Cu and Ni—60 at.% Cu,
were irradiated with 3-MeV Ni ions to three different
doses at five different temperatures from 422 to 610°C.
The lowest dose was ~0.20 dpa, the next was ~ 1.2 dpa,
and the highest one, ~5.0 dpa. For an irradiation series
to different doses at a given temperature, three specimens
of each alloy were mounted side by side on the same heat-
ing stage. Starting with the irradiation of the high-dose
specimen, the specimens were successively exposed to the
beam by stepwise removing the shielding mask. Owing to
their different positions on the heating stage, the tempera-
tures of the three specimens differed within a range of
+5°C. Since these differences are comparatively small,
each dose series is labeled further in this paper by only the
average temperature.

Figures 1 and 2 show concentration versus depth pro-
files obtained by AES from Ni—60 at. % Cu and Ni—10
at. % Cu specimens after irradiation to the highest doses
attained at several temperatures, along with two profiles
from unirradiated control specimens which were mounted
in the irradiation rig but shielded from the bombarding
ions. Since Auger electrons of the transitions used for the
analysis have a mean escape depth of ~1.5 nm, the com-
positions indicated on the right-hand ordinate represent an
average over several atom layers. In all specimens, the
peak-to-peak heights of the major surface contaminants, C
and O, were reduced to background levels after <30 s of
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sputtering. The depth profiles from the control specimens
exhibit the behavior expected when sputter-profiling Ni-
Cu specimens whose compositions do not vary as a func-
tion of depth. Preferential removal of copper atoms dur-
ing sputtering causes the initial sharp drop seen in the
Auger ratios. By a quantitative consideration of the dif-
ferent sputtering yields for nickel and copper,?' steady-
state Auger ratios representing 48 at. % Cu are expected
for a 60-at. % Cu alloy, and 7 at. % Cu for a 10-at. % Cu
alloy.

To convert AES profiles as presented in Figs. 1 and 2 to
concentration versus depth profiles which is necessary for
a quantitative evaluation, we make the following assump-
tions:

(1) We assume the sputtering rate to be constant during
the entire sputtering process of a specimen, i.e., 0.17 nm/s
for the 60-at. % Cu alloy and 0.14 nm/s for the 10-at. %
Cu alloy. This approximation is reasonable since the vari-
ations in sputtering rate due to compositional changes are
about +6% for the observed concentration variations.?’

(2) It is assumed that sputtering during depth profiling
is always close to steady state. That is, the composition
determined from the measured AES ratios is assumed to
be proportional to the specimen composition at the corre-
sponding depth without sputtering. From the profiles of
the control specimens we see that steady state is achieved
relatively fast, i.e., within 20—30 s of sputtering. Hence,
this assumption appears reasonable except for the very-
near-surface region, i.e., for the first 3—5 nm in depth.

The depth profiles in Fig. 1 reveal that in the irradiated
specimens the copper concentrations in the near-surface
regions are considerably less than those in the control
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FIG. 1. AES depth profiles of the Cu concentration for three Ni—60 at. % Cu specimens irradiated with 3-MeV Ni* ions to a
dose of ~5 dpa at different temperatures, along with the depth profile of an unirradiated control specimen.
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FIG. 2. As for Fig. 1, but for Ni—10 at. % Cu.

specimen. Irradiation at elevated temperatures has pro-
duced a Cu-depleted (Ni-enriched) region at the irradiated
surface. Beneath this region, the copper concentrations of
the irradiated specimens increase above the steady-state
value of the control specimen, indicating a Cu-enriched
(Ni-depleted) region at intermediate depths. Compared to
the near-surface Cu depletion, this increase in Cu concen-
tration is less significant (only a few at. %) but broader in
distribution. Deep in the specimens, the Cu composition
decreases to a steady-state value after sputtering of (48+1)
at. % Cu. In the specimen irradiated at 610°C the ap-
proach to the steady-state sputtered composition occurs at
~3000 s of sputtering (which corresponds to a depth of
~500 nm), and is not shown in Fig. 1.

Similar to the observations in the Ni—60 at. % Cu al-
loys, the irradiated Ni—10 at. % Cu specimens (Fig. 2)
also show a Cu-depleted (Ni-enriched) surface layer ac-
companied by Cu enrichment at intermediate depths. The
temperature dependence of the profiles is similar to that
of Fig. 1, i.e., the width of the Cu-depleted layer increases
with increasing irradiation temperature. However, the Cu
depletion extends significantly deeper into the Ni—10
at. % Cu specimens at corresponding temperatures and
doses than into the Ni—60 at. % Cu specimens.

All measured AES depth profiles from irradiated speci-
mens, illustrating the dose dependence of the RIS at five
different irradiation temperatures, are shown in Fig. 3(a)
for the Ni—60 at.% Cu alloy and in Fig. 4(a) for the
Ni—10 at. % Cu alloy. Profiles from unirradiated control
specimens are not included in Figs. 3 and 4 to avoid over-
crowding the figures. The control profiles shown in Figs.
1 and 2 are representative for all profiles shown in Figs. 3

and 4. We note that each profile is taken from a different
specimen and thus may be influenced by differences in
texture, orientation, or other specimen specific features.
For example, variations of the determined bulk concentra-
tion in the limits of +1 at. % are frequently observed, and
in some cases, these limits are exceeded. The measured
profiles have not been corrected for such effects.

Figure 5 presents results which demonstrate that the
segregation effects are radiation induced, rather than radi-
ation enhanced. A process is described as being radiation
enhanced when equilibrium is approached at an enhanced
rate during irradiation. Radiation induced describes pro-
cesses which revert in the absence of irradiation. The
depth profile of a specimen in the as-prepared, electro-
polished condition and the profiles of two other specimens
which were irradiated with 2.2-MeV Ar™ to the same dose
(5 dpa), at the same temperature (500°C) and dose rate
(~1x10~3 dpa/s) are shown in Fig. 5. One specimen
was depth profiled in the as-irradiated condition; the
second was subsequently annealed for 100 h at the tem-
perature at which it had been irradiated, then depth pro-
filed.

Both the as-irradiated specimen and the irradiated and
annealed specimen show a Cu-depleted surface layer ac-
companied by copper enrichment at intermediate depths.
However, annealing at the irradiation temperature has sig-
nificantly reduced the amount of segregation. This result
demonstrates that the Cu depletion at the surface is ther-
modynamically unstable at the irradiation temperature
and hence, is radiation induced.

The annealing results presented in Fig. 5 also show the
influence of thermal backdiffusion at the irradiation tem-
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FIG. 3. Dose and temperature dependence of the near-surface Cu concentration in Ni—60 at. % Cu alloys after irradiation with
3-MeV Ni™ ions. (a) Measured AES depth profiles. The given doses are based on a calculated dose rate of 1X 10~3 dpa/s. (b) Calcu-
lated AES depth profiles for the corresponding irradiation times and temperatures using the parameters listed in Tables I and II.

perature. At S500°C the influence of thermal backdif-
fusion is relatively low; 100 h of annealing is not enough
to remove the segregation established during only ~1 h of
irradiation. However, diffusion during irradiation will be
significantly enhanced by the presence of radiation-
induced defects. This enhancement during irradiation has
been found to be particularly efficient in NiCu alloys.!?
Therefore, backdiffusion during bombardment will be
much larger than that during thermal annealing at the
same temperature.

To examine whether the reduction of segregation during
the annealing at 500°C is due to normal thermal backdif-
fusion, depth profiles after annealing have been calculated
using Fick’s second law and the as-irradiated depth profile
as the starting profile. To avoid complications, sputter-
induced compositional changes have been neglected. Re-
sults of the calculations for three different values of the
interdiffusion coefficient D are presented in Fig. 5. By
comparison with the experimentally determined concen-
tration profile, the interdiffusion coefficient for the tem-
perature of 500°C can be determined as

D=(1.4333)x 107"

measured in cm?/s. For a comparison of this value with
literature data we refer to Fig. 10 and the later discussion.

V. NUMERICAL CALCULATIONS

The aim of this section is to obtain solutions of the sys-
tem of partial differential equations (17) which fit the ex-
perimental data presented in Figs. 3 and 4. Since general
analytical solutions do not exist, there is no straightfor-
ward method for fitting Eqgs. (17) to the data. The pro-
cedure we have adopted is to obtain numerical solutions
for the given experimental conditions with a particular set
of defect parameters. The calculations are repeated with
systematically varied input parameters until the results fit
the data satisfactorily. This fitting procedure is an empir-
ical trial-and-error procedure. The experimental parame-
ters are the irradiation time, the irradiation temperature,
and the bulk alloy composition.

In the following, the index A4 refers to copper and the



6786 WAGNER, REHN, WIEDERSICH, AND NAUNDORF 28
5 02 dpo T | | [ L
© L1 4o 422°C i
eD 5.0 dpé )“‘m 10
. A 0.2 dpa -1
470 C ® Il dpo ° L
0 5.5 dpa 470 C —.-,,
m—— 10
. 4O 0.2 dpa -1
s510C e 12d ~
0z b 510 °C 7
9 —
=
& )-':T‘__ Se—— |O —
= 0l 3
’:? . L 02 dpo 1 3
= 545C ® |l dpa 545°C & %
z . (@]
= e —— &)
8 T e —— T 10
E —
590 °C g
® || dpa _l
am— 0 SO—— €, C———
_——
== =10
—-—== 200s n
—-—1200s 16
: —— 5000s
Ni-10 at% Cu -
(b) 1 2
o0 5% 0[ { 0 1 | | | 1
0 1000 1500
SPUTTERING TIME (s) 0 100 200 x (nm)
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FIG. 5. AES depth profiles of the Cu concentration for three
Ni—10 at. % Cu specimens, one “as-prepared,” one irradiated at
500°C with 2.2-MeV Ar™* to 5 dpa, and one after irradiation and
annealing for 100 h at 500°C. Solid lines correspond to concen-
tration profiles calculated according to Fick’s second law with
interdiffusion coefficients of D=0.9x10"!7 cm%/s (2),
1.4Xx 107" cm?/s (3) and 2.8X10~!" cm?/s (4), and starting
with a concentration profile equal to (1).

index B to nickel. Numerical solutions of the system of
partial differential equations, Egs. (17), were obtained for
a thin foil by means of the GEAR package of subrou-
tines?? starting from thermodynamic equilibrium condi-
tions. The foil thickness used was L =2500 nm. Since
this thickness is significantly greater than the range of ob-
served concentration modifications, the foil geometry is a
good approximation for a semiinfinite bulk specimen.
Conditions at the boundaries, i.e., at the surface and at the
foil center, were defined as follows. At the foil center
(x =+L), all concentration gradients were set equal to
Zero:

aCi(t,¥L) dC,(t,~L) 9C4(t,+L)
ax o a0

whereas at the foil surface (x =0), the concentrations of
interstitials and vacancies were fixed at their thermal
equilibrium values,

C;(1,0)=exp(S{ /k)exp( —H{ /kT) , : (24)

(23)

and
C,(1,0)=exp(S{/k)exp( —HJ /kT) , (25)

where H{ and H are the formation enthalpies of intersti-
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tials and vacancies in the alloy and S; and S/ the effective
formation entropies. The missing boundary condition at
the foil surface, i.e., the surface concentration of copper,
was replaced by the conservation condition

L/2 1 ~0
fo Cy(t,x)dx=+CSL , (26)

where CJ is the initially uniform concentration of copper.
The set of fixed input parameters for the numerical calcu-
lations is listed in Table I, and the choices are discussed in
the following section. These parameters have been kept
unchanged for the fitting procedure. They are assumed to
be independent of temperature (in the range from 420 to
610°C), irradiation dose, and spatial coordinates. Further-
more, the parameters are assumed to be the same for both
alloys, unless different values are explicitly known, e.g.,
for a2

In Table II, the parameters are listed which were sys-
tematically varied during the fitting procedure to obtain
the desired coincidence of the calculated and the experi-
mentally determined profiles; here as well the assumption
was made that the parameters are independent of tempera-
ture, dose, and spatial coordinates. The effects of varying
the parameters in Table II on the calculated concentration
profiles are discussed in detail in the discussion (Sec. VI).
The values of H are known to depend to a degree on the
composition and, therefore, on spatial coordinates. How-
ever, to a first approximation it is reasonable to assume
that these parameters are spatially uniform in each alloy.
The sink density, recombination radius, and defect pro-
duction efficiency are taken equal for both alloys. The
numerical solutions of Egs. (17) with the parameters of
Tables I and II are shown in Figs. 3(b) and 4(b), for the
60-at. % Cu alloy and for the 10-at. % Cu alloy, respec-
tively. The scales were kept identical with those of Figs.
3(a) and 4(a) to facilitate direct comparison.

VI. DISCUSSION

From the depth profiles presented in Figs. 1 to 5 it is
apparent that during irradiation at temperatures between
420 and 610°C, a significant Ni enrichment (Cu depletion)
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occurs in both alloys at the irradiated surface, accom-
panied by a Ni-depleted region at intermediate depth. As
shown by the annealing experiment presented in Fig. 5,
this segregation is induced by the irradiation, i.e., non-
equilibrium in nature, and cannot be due to the enhance-
ment of normal diffusion processes during irradiation.
Hence, the fluxes of vacancies and/or interstitials toward
the surface are accompanied in both alloys by a nonbal-
anced flux of the alloying elements. Considering Eq. (21),
our results imply that

Ao /AN > deyi/dnii -

Consequently, either vacancies diffuse faster via the Cu
atoms than the Ni atoms, or interstitials diffuse faster via
the Ni atoms, or both.

We would like to specify some additional qualitative
features of the observed segregation which can be deduced
directly from Figs. 1—4:

(1) In both alloys, the width of the Ni-enriched (Cu-
depleted) surface layer increases with increasing dose.
Typical Ni-enriched layer thicknesses at 5 dpa are 10 to
100 nm.

(2) At the same dose, the resulting concentration gra-
dients in both alloys are steeper at lower temperatures.

(3) For equivalent doses, the radiation-induced concen-
tration gradients extend deeper into the Ni—10 at. % Cu
specimens than into the Ni—60 at. % Cu specimens.

(4) The Ni—10 at. % Cu alloy exhibits strong Cu de-
pletion (from 10 to <2 at. %) in the near-surface region,
while the relative change in the 60-at. % Cu alloy is less
(from 60 to ~40 at. %).

(5) The profiles from the 60-at. % Cu alloy are still
changing significantly between 1 and 5 dpa, while the
changes in the 10-at. % Cu alloy are much less over the
same dose range. That is, at the higher doses, the more
dilute alloy appears closer to attaining steady state.

All these features are reproduced in the calculated con-
centration profiles [Figs. 3(b) and 4(b)]. We emphasize
that all calculated profiles were obtained with a single set
of input parameters (Tables I and II). Only the activation
enthalpies for migration, and those parameters for which

TABLE 1. Fixed parameters.

Parameter 10-at. % Cu 60-at. % Cu Source
Defect formation S 3k 3k Assumed
entropies and sf 0 0 Assumed
enthalpies Hf 1.60 eV 1.41 eV Refs. 30 and 32, linear
concentration interpol.
Hf 4.0 eV 4.0 eV Assumed
Lattice constant ay 0.352 nm 0.357 nm Ref. 22
Sink radii PsusTsi 0.3 nm 0.3 nm Assumed
Frequency factors Vs Va0 5% 1013 s—! 5% 1013 s—1 Assumed
Vo Vai 5x101 s—1 5% 1013 s—1 Assumed
Defect production K, 1x10~3 dpa/s 1x10~3 dpa/s Calculated
rate Ref. 18
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TABLE II. Derived parameters for best fit.

Parameter 10 at. % Cu 60 at. % Cu
Migration enthalpies (eV) Hy, 1.00 1.06 1.06
Hp, 1.15 1.12 1.06
H,; 0.30 0.20 0.23
Hp; 0.12 0.20 0.17
Sink density C, <103 <108
Recombination radius Tiv 0.8a, 0.8a,
Defect production r 0.40 0.40

efficiency

a concentration dependence is known explicitly, were dif-
ferent for the two alloys.

For further discussion, a quantitative definition of the
amount of segregation is useful. For systems like Ni-Cu
in which all of the redistributed solute remains in solution,
an appropriate quantity has been suggested by Sethi and
Okamoto.>* Following their suggestion, we define the
amount of segregation to the surface, §(¢), as

X0

sw= [

where Cc,(t,x) and Cy;(t,x) are the concentrations of Cu
and Ni atoms after an irradiation time, ¢, as a function of
depth, x, from the surface. C2, and C¥; are the initial,
uniform bulk concentrations. The integration is per-
formed from the surface to the depth x,, where the mea-
sured concentration crosses the bulk concentration, i.e.,

0
CCu

0
Cni

CCU( t,x)
CNi(t’x)

X , (27

T T T T

Ni-60at%Cu

§(t)(nm)

1 I 1 L
20 40 60 80

t‘ll2 (SIIZ)

Ccult,xg)=C%,. The quantity §(z) is a measure of the
number of Cu atoms per unit area that has been transport-
ed from the surface region (0<x <x,) into the interior
(x >xp). As is evident from Figs. 1 to 4, the location of
X is not fixed, but depends both on time and temperature.

The §(t)’s determined from the depth profiles in Figs.
3(a) and 4(a) are plotted in Figs. 6(a) and 6(b) as a function
of the square root of the irradiation time. In addition, the
dose dependences as calculated from Eq. (17) with the pa-
rameters listed in Tables I and II are also plotted (solid
lines). The calculated dose dependences satisfactorily fol-
low the experimentally determined values. According to
Eq. (21), the concentration gradient of Cu atoms in steady
state is determined by the vacancy concentration gradient.
At the very beginning of the irradiation, all defect and al-
loy concentration gradients are zero, causing §'(¢) to start
with zero slope. For later irradiation times, the rate of
segregation slows because of the continual approach of

T T T
4" Ni-10at%Cu slo-c

22,9 ,0

o _ O

1 I 1
20 40 60 80

1.1/2( SVZ)

FIG. 6. The dependence of the amount of segregation, §, on the irradiation time in (a) Ni—60 at. % Cu and (b) Ni—10 at. % Cu.
The graph shows values determined experimentally from the AES depth profiles, and the time dependences calculated using the pa-
rameters of Tables I and II (solid lines). Note the square-root scaling at the abcissa.
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FIG. 7. Arrhenius plot of the amount of segregation, §; in Ni—60 at. % Cu (a) and Ni—10 at. % Cu (b), as determined experimen-
tally from the AES depth profiles and as calculated for the corresponding irradiation times using the parameters of Tables I and II

(solid lines).

VC, to VC,. This slowing of the segregation is most ob-
vious in the Ni—10 at. % Cu alloy [Fig. 6(b)].

The temperature dependence of §(¢) is shown in Figs.
7(a) and 7(b), where the measured data points and calcu-
lated solid lines are plotted in Arrhenius graphs. The ef-
fective activation enthalpies H . are listed in Table III.
The values of HS4® were obtained from the slopes of the
lines in Fig. 7, ignoring the curvature at high temperatures
in the 60-at. % Cu alloy. The experimental values were
obtained by a least-squares fit to the data points assuming
H ¢ to be constant during the irradiation and independent
of irradiation temperature. According to Eq. (22), the
amount of segregation should be proportional to D}* as-
suming that the vacancy concentration profiles in the al-
loys have the same approximate dependence as in pure
metals. Since D,=d,,C,+dg,Cg, the values of H are
expected to be about % of the vacancy migration energy,
which indeed is reproduced by our results within the lim-
its of uncertainty (cf. Table III).

Although the theoretical model was kept as simple as
possible, the number of physical parameters which enter
the calculations is fairly large (cf. Tables I and II). Many
of these parameters are not precisely known, and a num-
ber of assumptions was necessary to reduce the spectrum
of possible parameter variations. Therefore, a critical dis-

cussion of the input parameters will be given next.

The parameters in Table I are either well known, or the
calculations are not very sensitive to variations of these
parameters within reasonable limits. S/ and H / determine
the thermal-equilibrium defect concentrations, which are
negligibly small compared to the radiation-induced defect
concentrations in the present experiments. The preex-
ponential factors were assumed to be the same for all de-
fect species and independent of composition, and were
chosen to yield a calculated tracer diffusion coefficient for
Cu atoms at 500°C which coincides with the value deter-
mined from our backdiffusion experiment.

The parameters listed in Table II result from our fitting
procedure. They cannot be derived from other available
experimental results with the required accuracy. It is
necessary to critically scrutinize these input parameters,
since they are the ones that predominantly affect the
segregation Kkinetics. Systematic parameter variations
were performed to determine the quantitative influence on
the segregation profiles. For this procedure, each of the
parameters in Table II was varied in a reasonable range
while all other parameters were kept fixed to their “best-
fit”” values. In the following, the results of such parameter
variations are discussed. The indicators chosen are the
amount of segregation for the highest dose, §=5(5000 s),

TABLE III. Effective activation enthalpies (in eV) of the segregation process determined from the
calculations (HS), and by a least-squares fit to the data (H3) in comparison with —41— of the migration
enthalpy of the slower moving defect species (vacancies).

Ni—10 at.% Cu

Ni—60 at. % Cu

tin’

(s) HS H,/4 Hp/4 HS H® H,/4 Hpg/4 HS
200 0.23 0.27

1200 0.27 0.25 0.29 0.22+0.05 0.22 0.26 0.28 0.27+0.05
5000 0.25 0.20
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and the rate of approach to steady state, characterized by
S'=5§(1200 s)/5 (5000 s).

We first consider the sink density parameter C,r;,. For
C,7,> 1078 nm, in both alloys § is severely reduced with
increasing sink density. For C,r; >10~° nm virtually no
segregation is expected. Only for C,r, <10~% nm, which
is a typical value for a well-annealed alloy, does § reach
the experimentally observed quantity. Hence, the effect of
radiation-induced sinks is negligible at the irradiation
temperatures and for the alloys investigated. This result is
in agreement with electron microscope observations of
heavy ion bombardment of pure Ni and Cu specimens,
which revealed that the number of visible loops decreases
sharply at temperatures above 300°C in Cu (Ref. 25) and
above 500°C in Ni,?® due to the thermal emission of va-
cancies.

The recombination radius r;, was chosen as follows.
Any smaller value than the selected 0.8a, for r;, would
not be realistic, since this is approximately the nearest-
neighbor distance (a,/Vv'2). Although in this case a treat-
ment of the recombination reaction using lattice theory
would seem to be appropriate, Schréder and Eberlein®’
have shown that the continuum treatment!” is a good ap-
proximation even for small recombination radii. The cal-
culations reveal that for increasing r;, the amount of
segregation is reduced, deviating more and more from the
experimentally observed quantity. Attempts to compen-
sate for this reduction by varying other parameters proved
difficult, and soon brought the other parameters out of
reasonable limits. From damage-rate measurements at
low temperatures, #;, has been determined as a function of
temperature for pure Cu by Lennartz et al.?® Extrapolat-
ing their values to the temperature of 510°C yields
riw=1.6%39a,. For 1.6a,, all efforts to compensate for
the reduced § and S values failed. However, the selected
value (r;, =0.8a,) is within the limits of uncertainty deter-
mined from the measurements of Lennartz et al.?®

The dependences of § and S on the effective defect-
production rate (pK) are shown graphically in Fig. 8 for a
temperature of 510°C. The experimental results are best
reproduced by a value of 4 X 10~* dpa/s. Using the calcu-
lated K of 11073 dpa/s, the defect-production efficien-
cy, p, is 0.4, i.e., 40% of the calculated number of defects
escape the cascade volume and contribute to long-range
material transport. One interesting aspect is that in a
wide range of pK,, the amount of segregation decreases
with increasing pK,, even if the segregation is calculated
for the same irradiation time, not dose. This is most obvi-
ous in Fig. 8(b) (Ni—10 at.% Cu), but also in Fig. 8(a)
(Ni—60 at. % Cu) for pK, > 5x 10~* dpa/s. According to
Eq. (22), such behavior is expected near steady state,
where Xpwam « (pKo)~ 174

The dependence on the migration enthalpies (H,,, Hg,,
Hy;, and Hp;) is complex, and these variables are not in-
dependent. Since general rules have not been obtained, we
will demonstrate tendencies by means of some specific ex-
amples. For further discussion, it is helpful to introduce
the differences AH,=Hp,—H,, and AH;=Hpg —H,;,
since it is these differences which mainly determine the
segregation kinetics [cf. Eq. (21)].
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Figure 9 demonstrates the segregation dependence in
Ni—10 at. % Cu on AH,, for two different values of AH;,
namely AH; =0 (no interstitial contribution to the segre-
gation) and AH;=—0.18 eV (support of the segregation
by interstitials). A value of AH, >0 is required to match
the experimentally observed value of S, with the most
probable value being 0.12 eV <AH,<0.18 eV. The fact
that a positive AH, is required to fit the experimental re-
sults is quite significant, since it implies that preferential
transport of copper atoms away from the surface by the
vacancy flux is responsible for a significant amount of the
observed segregation in the Ni—10 at. % Cu alloy. How-
ever, it is also apparent from Fig. 9 that the experimental-
ly observed §'is not attained for any value of AH, without
preferential transport of nickel atoms toward the surface
via the interstitial flux, i.e., AH; <0. A further examina-
tion of the segregation dependence on AH; determines
that, for constant AH,=0.15 eV, §is increasing with in-
creasing negative values of AH;, and |AH;| >0.18 eV is
required to attain the measured §. For | AH;| >0.2 eV no
further variation of § occurs.

Some pertinent, although indirect, information is avail-
able in the literature for checking these values of AH, and
AH;. We will discuss the information which is available
on vacancies first. Figure 10 summarizes literature data
of tracer diffusion coefficients of the Ni-Cu system,? 32
extrapolated from the measuring temperature (> 1000°C)
to a temperature of 500°C. Despite the wide range of ex-
trapolation, it appears likely that the diffusion of copper
atoms via vacancies is faster than that of nickel atoms. If
we assume that the ratio of the tracer diffusion coeffi-
cients, D¢, /DY, is equal to the ratio of the partial dif-

fusivities, dc,,/dnNi,», from Fig. 10 we obtain
dcuy/dniy=12 for a 10-at. % Cu alloy. The best-fit
values for H,, and Hpz, from Table II yield

dcy,y/dni,y="9, in very good agreement with the value ob-
tained from the literature. The vertical bar marked with
an A in Fig. 10 is the value of the diffusion coefficient
which was determined from the annealing experiment
(Fig. 5) with the 10-at. % Cu alloy at 500 °C assuming

D =D¢,Cni+DXiCcu=~DtuCni -

The last step follows since Cg, =Cy;/9, and DY; < D&,
It, too, agrees well with the extrapolation of the measure-
ments available in the literature. Hence, the best-fit va-
cancy parameters are in good agreement with the litera-
ture.

Some information is also available with which to com-
pare the best-fit interstitial parameters. The activation
enthalpy for interstitialcy migration in pure copper and
pure nickel is ~0.1 V.33 This should be a lower limit for
the nickel interstitial in Cu-Ni alloys (recall that the
model requires preferential transport of nickel to repro-
duce the experimental results). Poerschke and Wollen-
berger!! report an upper limit of 0.25 eV for the activation
enthalpy for interdiffusion in a Ni—41 at.% Cu alloy,
which serves as an upper limit for the copper interstitial
in the present experiments. Since interdiffusion via inter-
stitials requires that the interstitials exchange with both
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alloy components, the “slower” interstitial will determine
the diffusion kinetics. The interstitial parameters in Table
II do fall within these limits of 0.1 to 0.25 eV. Note that
the definition of an effective migration enthalpy in the
model of Wiedersich et al.® accounts for any preferential
association between interstitials and alloy components.
With respect to the absolute values of the migration
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FIG. 8. Example of the dependence of the amount of segregation and of the segregation kinetics on the defect production rate
(PKo) in (a) Ni—60 at. % Cu and (b) Ni—10 at. % Cu, in comparison with the experimental results (shaded region, which applies to
the left- and right-hand ordinates). The values (®,O) were obtained by numerical calculations, based on the parameters given in
Tables I and II. The encircled symbols correspond to the entire set given in Table II, including the varied parameter (here pK,). The
lines are drawn as a guide for the eye.

enthalpies the calculations reveal that, for constant
AH,=0.15 eV, the segregation shows a strong dependence
on H,, and Hp,. In contrast, for constant AH;= —0.18
eV, §and S are virtually independent of H,; and Hpg; in
the range 0.02 eV<Hp; <0.32 eV and 0.20 eV<H,;
<0.50 eV. Variations in §and S do not occur before H;
approaches the vacancy migration enthalpy. This insensi-
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Q,0, @) and Cu (filled symbols A,®, @) in the Ni-Cu system,
obtained from the backdiffusion experiment, present paper (4),
or calculated with the data given in Tables I and II ( @], ),
in comparison with literature data: Ref. 29 (0), Ref. 31 (), and
Ref. 32 (A\). The broken lines serve as a guide for the eye.

tivity of the calculated values of § and S to variations in
H,; and Hp; was also found for the Ni—60 at. % Cu alloy
for 0.10<H,; <0.83, and 0.04 <Hp; <0.77 eV (for con-
stant AH;= —0.06 eV). The reason why the calculations
are more sensitive to changes in the vacancy parameters is
because of our assumption (see Tables I and II) that the
vacancies are significantly less mobile than the interstitial
defects. Note that the steady-state profile of 4 atoms has
been written in Eq. (21) as an image of the vacancy con-
centration profile. However, Eq. (21) can equally well be
written using only the interstitial concentration profile. It
is the additional assumption that one type of defect is less
mobile which destroys the symmetry between vacancies
and interstitials in the equations, and makes the calcula-
tions more sensitive to changes in the mobility of the
slower defect.

Another result which occurs because of this assumed
asymmetry can be found in Fig. 9. The rate at which the
concentration gradients approach steady state for AH, =0
and AH;= —0.18 eV (only interstitial contribution) differ
markedly from the AH,=0.18 eV and AH;=0 (only va-
cancy contribution) case. That is, from Fig. 9 we see that
S equals 0.55 for the only interstitial contribution case,
but 0.84 for the only vacancy contribution case. The
dominant cause for this result can be found in the
response of the defect concentration profiles to changes in
AH,. Increasing AH, reduces the net mobility of the
slower moving defects (vacancies), and creates steeper va-
cancy concentration profiles in the near-surface region.
Hence, 5°(5000 s) decreases with increasing AH, because
the depth of segregation is reduced. S increases to 0.84
for the only vacancy contribution case since §(5000 s) is
reduced substantially by increasing AH, from 0 to
0.18 eV, but §(1200 s) is relatively unchanged since insuf-
ficient time has elapsed for the effect of segregation at
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large depths to be significant.

Analogous to Fig. 9, §°as a function of AH, is shown in
Fig. 11 for the Ni—60 at. % Cu alloy, again for different
values of AH; ranging from —0.16 eV to zero. The upper
limit of zero was chosen assuming that AH; would not
change sign in the alloy system; the same assumption
seems reasonable for AH, as well. According to the cal-
culations shown in Fig. 11, there are two regions where
the experimentally observed § is reproduced, namely
O0<AH,<0.06 eV and AH, >0.4 eV. The latter can be
excluded by considering the surface concentrations of
copper after 5000 s of irradiation, which in this alloy were
found to be between 30 and 50 at.%. Such values are
reproduced by the model calculations only for small AH,,
ie., AH,<0.1 eV, while for larger AH, there is an in-
creasing tendency to complete copper depletion at the sur-
face.

The calculated depth profiles fit the experimental data
for the 60-at. % Cu alloy equally well for both parameter
sets given in Table II, i.e., for AH,=0.06 eV and AH; =0,
or AH,=0 and AH;=—0.06 eV, or for any combination
as long as |AH, |+ |AH;| ~0.06 eV. It appears from
these results that differences in defect properties for the
two alloy constituents are significantly less pronounced in
the more concentrated 60-at. % Cu alloy than in the more
dilute Ni—10 at. % Cu alloy.

VII. SUMMARY

A detailed and systematic experimental study of the
temperature and dose dependences of RIS in two alloys,
Ni—10 at. % Cu and Ni—60 at. % Cu, was performed.
The results have been evaluated quantitatively using the
concentrated alloy model developed by Wiedersich et al.b
Best-fit defect-solute parameters are listed in Tables I and
II, and they agree well with the limited information avail-
able in the literature. In the 10-at. % Cu alloy, the model
requires both preferential transport of nickel atoms to-
ward the surface via the interstitial flux and preferential
transport of copper atoms into the bulk via the vacancy
flux to reproduce the measured concentration profiles. In
the 60-at. % Cu alloy, the model explains the results
equally well with preferential transport of nickel atoms by
interstitials, preferential transport of copper atoms via va-
cancies, or by a combination of these two transport mech-
anisms.
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