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Study of dynamics of exciton polaritons by time-resolved luminescence

Farid Askary' and Peter Y. Yu
Department of Physics, University of California, Berkeley, California 97420

(Received 26 August 1983)

We present a simple two-branch polariton-model calculation which explains satisfactorily the experimen-
tal time-resolved luminescence spectra in CdS as a function of temperature.

Interaction between radiation and dipole-allowed excitons
in solids results in coupled propagating modes known as ex-
citon polaritons. Exciton polaritons are important in under-
standing the optical properties of many semiconductors at
low temperatures and their properties are still being investi-
gated extensively. In this Rapid Communication we
present for the first time a theory which accounts for the
complex time dependence of the luminescence spectra in
CdS. The role of the polariton "bottleneck" first proposed
by Toyozawa in the thermalization of polaritons has been
elucidated.

Figure 1 shows schematically the dispersion curves of an
exciton polariton and that of an uncoupled transverse exci-
ton and photon. The energies of the transverse and longitu-
dinal excitons at zero wave vector have been denoted by ET
and EL, respectively. The splitting between EL, and ET
depends on the oscillator strength of the exciton. Two not-
able features of the polariton dispersion relevant to this
work are the presence of two branches (known as the upper
and lower branches) and the absence of a low-energy limit
in the lower polariton branch. Because of the latter, polari-
tons in the lower branch cannot attain thermal equilibrium
since there are always lower-energy states for them to relax
down to. However, Toyozawa' pointed out that polaritons
have a bottleneck in their relaxation due to the sharp drop
in the density of states below the "knee" in the dispersion
curve (the cross-hatched area in Fig. l). Polaritons can ac-
cumulate in this bottleneck and it has been shown that the
main peak in polariton emission curves is associated with
this bottleneck.

In principle, this polariton bottleneck can be located by
measuring the polariton lifetime as a function of energy.
Heim and Weisner5 (hitherto referred to as HW) performed
such an experiment on CdS. But instead of finding a peak
in the polariton lifetime at some polariton energy, they re-
ported that the polariton lifetime reached a plateau below
ET. Their results are reproduced in Fig. 2. HW concluded
that their results are consistent with the existence of a po-
lariton bottleneck in CdS but offered no quantitative ex-
planations for their results.

Recently we have developed a simple two-branch polari-
ton model including an additional boundary condition to ex-
plain quantitatively the polariton luminescence spectra of
many semiconductors including CdS. Using this model we
have calculated the rate of decay of polaritons as a function
of energy. We find a well-defined bottleneck in the polari-
ton decay as predicted by Toyozawa. In order to reconcile
our calculation with the experimental results of HW we
have reexamined the experimental time-resolved polariton
luminescence (PL) in CdS.

The experimental setup we use is basically similar to
those of HW and will be described ir. more detai! else-
where. The —150-psec-long pulses of an actively mode-
locked Ar+ laser (laser wavelength =4579 A) are used to
excite PL from a high-quality CdS platelet cooled to liquid-
He temperature. The PL emitted by the sample is first
analyzed by a Spex double monochromator and then detect-
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FIG. 1. Schematic polariton dispersion curve (solid lines) show-
ing the location of the bottleneck (cross-hatched area). The disper-
sion curves of the uncoupled photon and exciton are shown as bro-
ken curves.
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FIG. 2. Polariton decay times reported by HW for three different
temperatures (reproduced from Ref. 5).
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ed by a time-delayed coincidence photon counting system.
The full width at half maximum of our system response in
& 0.5 nsec and by deconvolution decay times of PL as short

as 0.1 nsec can be determined. Figure 3 shows two typical
PL decay curves of CdS we obtained at 6 K. It is clear that
these decay curves are not exactly exponential. HW (Ref.
S) have also observed such nonexponential decays but they
have used the l/e decay time to determine their polariton
lifetime v,„. We find that in most cases the PL decay
curves can be fitted rather well by a sum of two exponential
functions:
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FIG. 3. Typical CdS polariton luminescence decay curves ob-
tained at 6 K at two different polariton frequencies. The broken
curves are fits to the experimental (solid) curves by convoluting the
instrument response function with a sum of two exponential func-
tions f (t) as described in the text.

where ~2 will denote the faster decay time. The broken
curves in Fig. 3 are obtained by convoluting f (t) with the
instrument response using r~, ~2 and a~/a2 as adjustable
parameters. The resultant values of r~, vq and ~~u~/r2cl2 are
plotted in Fig. 4. The quantity a~ex~/r2n2 measures the rela-
tive contribution of the slow and fast components to the to-
tal time-integrated PL intensity. So by fitting the decay
curves to a single exponential function, HW obtained a 7,„
dominated by the higher-intensity component. For polari-
ton energy E & EL, ~,„will be determined by the fast com-
ponent (vq), while for E & Er, r,„will switch over to the
slower decay time 7~. Thus we conclude that our actual PL
decay curves must be similar to those obtained by HW
although we have interpreted these decay curves differently.

To understand the nonexponential PL decay curves and
the meaning of v ] and 72 we measured, we have utilized our
model to compute numerically the polariton population as a
function of time and energy.

Our model is basically an extension of the one-branch
model proposed by Sumi. The important distinction
between Sumi's model and ours is that we have included

FIG. 4. The slow (7 ~) and fast (T2) decay times obtained from
the CdS luminescence decay curves at 6 K. The open circles
represent the relative contribution of slow and fast components to
the total intensity. The frequencies of the longitudinal and
transverse exciton have been indicated by arrows.

the upper polariton branch and therefore our model requires
an additional boundary condition. We have recently shown
that Pekar's additional boundary condition reproduced the
time-integrated PL spectra of CdS very well. Assuming the
excitation source to be a delta-function pulse in both time
and energy, we obtain the time-dependent polariton distri-
bution functions by solving two coupled Boltzmann equa-
tions of the form

d p;(E)
dt

I Bp;(E)
Bt

, out

where i stands for either I or u and pI and p„are, respec-
tively, the distribution functions of the lower and upper po-
lariton branches. (rip;/rlt);„and (Bp;/rit), „, are, respective-
ly, the rate of generation and the rate of decay of polaritons.
For simplicity, the polariton distribution is assumed to be
homogeneous both in momentum space and in real space
within a slab of thickness L. The polariton dispersion
curves are also assumed to be isotropic in momentum space
so that p, depends on energy only. (dp;/Bt );„ includes
direct optical excitation [~ 5(E —E,„), where E,„))EL]
and scattering in from other polariton states via acoustic
phonons. (Bp;/Bt), „, includes radiative decay, out scatter-
ing by acoustic phonons, and trapping by impurities. The
material parameters used in the calculation are those of CdS
and can be found in Ref. 4. The computed time-dependent
polariton populations are plotted on a semilogarithmic scale
in Fig. 5 for three different temperatures. There are no ad-
justable parameters other than the impurity trapping rate
which has been fixed at 3 x 10 sec ' to correspond to the
maximum 7,„of —3 nsec observed by HW.

We note that at T =0 K [Fig. S(a)] the polariton popula-
tions decay exponentially in time. From these decay curves
we determine the polariton lifetime as a function of energy.
These are plotted as triangles in Fig. 6(a). For comparison
we also compute the reciprocal of the polariton decay rates,

, and plot these as the solid line. It is interesting that
' indicates a bottleneck at 20588 cm ' while the theoret-

ical polariton lifetime shows a plateau as observed by HW at
1.6 K. The two results are actually consistent with each oth-
er. The explanation is that when several polariton states are
coupled together, as they are in this case by phonon scatter-
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understand the meaning of ~~ and ~2. Immediately after ex-
citation the population of polaritons with E EL builds up.
They then relax via emission of acoustic phonons. The fast
decay time r2 is associated with the relaxation time of' these
nonequi librium polari ton populations. The same relaxation
processes start to populate the bottleneck region whose pop-
ulation shows a rise time of several nanoseconds. As polari-
tons accumulate in the bottleneck, they begin to scatter back
up into the higher energy states by absorption of acoustic
phonons. This "feedback" of polaritons from the
bottleneck region slows down the decay of polaritons with
energy E ) ET. If the polariton lifetime at the bottleneck is
long compared with the phonon scattering time, eventually
the entire polariton population will reach a quasithermal
equilibrium and will decay with the same time constant 7. ~.

Thus v~ represents the lifetime of the poiariton population after
attaining quasithermal equilibrium. Such biexponential time
decays have also recently been observed in Cu20 due to

thermalization between the orthoexcitons and paraexci-
tons. " With this picture it is clear that the T = 0 K decay
curves cannot have a 7 ~ since there cannot be quasithermal
equilibrium without phonon absorption. On the other hand,
for T & 25 K, v2 becomes so short that quasithermal equili-
brium among polaritons is almost instantaneous.

In conclusion, we have computed the time-dependent po-
lariton population of CdS as a function of energy and tem-
perature. These results are in good agreement with experi-
mental time-resolved polariton luminescence data.
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