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Although the self-interaction terms in the Coulomb and exchange potentials exactly cancel each
other in the Hartree-Fock one-electron Hamiltonian, the cancellation is incomplete when the ex-
change interaction is treated by the density-functional approximation. The residual self-interaction
pushes the orbital energy levels upward. This effect is especially serious for valence states of insula-
tors with localized charge distribution and causes an underestimation of the energy band gap. We
have corrected for this incomplete cancellation of self-interaction in the density-functional formal-
ism of energy-band theory of crystalline solids. The self-interaction correction (SIC) to the total en-
ergy of the N-electron system is expressed in terms of the Wannier functions, and periodic SIC po-
tentials for the Bloch-state wave functions are derived variationally from the energy functional.
The resulting SIC one-electron Hamiltonians are state dependent, but a unified Hamiltonian has
been devised so that energies of all levels of the same kK from different bands are obtained by di-
agonalizing the same matrix. We have applied this SIC method to calculate the energy band struc-
ture of the argon and LiCl crystals. Using the Kohn-Sham exchange along with the correlation po-
tential of von Barth and Hedin, we obtain band gaps in excellent agreement with experiment,
whereas without SIC the calculated band gaps are more than 35% below the experimental values.
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I. INTRODUCTION

In the Hartree-Fock (HF) theory of many-electron sys-
tems, an individual one-electron orbital is governed by the
interaction of that electron with the nuclei and with all
other electrons. The latter is usually divided into a
Coulomb potential and an exchange potential. It is cus-
tomary to include in both the Coulomb and exchange po-
tentials a term corresponding to the interaction of the
electron with itself.! Since the self-Coulomb and self-
exchange interaction exactly cancel each other, inclusion
of these physically unrealistic terms does not alter the
self-consistent-field (SCF) equations, but has the advan-
tage of making the Coulomb potential and exchange po-
tential reflect separately the symmetry of the system.
However, when the exchange potential is treated by the
local-density-functional (LDF) approximation,? the can-
cellation of the self-interaction terms is no longer exact.
A consequence of this deficiency is that the atomic energy
levels (relative to the ionization limit) calculated by the
LDF approximation are too high. The problem of this in-
complete cancellation of self-interaction has long been
recognized and methods for correcting it have been sug-
gested in numerous papers.3~!! Of the more recent works
our attention is drawn particularly to the formulation of
self-interaction correction (SIC) by Lindgren* and by Per-
dew® which have been applied to atoms (including nega-
tive ions) very successfully.

For SCF energy-band calculations of crystals, it is
known that application of the LDF theory to ionic crys-
tals leads to a band gap typically 40% below the experi-
mental value.>'>!® This discrepancy can be attributed, at
least partially, to the residual self-interaction which tends
to push the energy levels upward. The valence states have
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a more localized charge distribution than do the conduc-
tion states and thus a larger self-interaction error, result-
ing in a smaller band gap. However, incorporation of SIC
into the SCF equations for the Bloch-type wave functions
of crystals is much more difficult than the case of free
atoms, and relatively few papers dealing with the SIC for
crystal band-structure calculations have appeared in the
literature.5°—!!

In Ref. 14 we presented a brief outline of a formulation
of the SIC for the energy-band theory of crystals with ap-
plication to the specific case of LiCl. Our treatment
differs from the ones cited above in that we derive a
periodic SIC potential for the Bloch-type wave functions
variationally in the LDF framework rather than focusing
primarily on the SIC for localized orbitals in the solid. In
the present paper a full account of the theoretical founda-
tion of our treatment of the SIC is given, and applications
to the LiCl and Ar crystals are made. Computational
techniques for handling the SIC terms are also prescribed.
In Sec. IV an approximation appropriate to large-gap in-
sulators is introduced so that the inclusion of SIC entails
only a minor increase of the computational work in the
band-structure calculation.

II. PRELIMINARY CONSIDERATION

Let us denote an orbital electron density by p;,(T) with
o being the spin index (1 or |), the total electron density
by p(T), and the spin density by p,(T). Following
Perdew’s work® we write the energy functional as the sum
of the kinetic energy, external interaction, Coulomb ener-
gy, exchange correlation, and the SIC term,
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E/=T+Ve+Uc+E+Usc (1
Uclpl=1 [ p(¥)p(F") | T—T"| ~ldTdT", 2)
E.(prp))= fp(F)exc[pnm]d?, 3)
Usic=— 3, (Uclpioc]l+Ex[pis0] , “4)

Lo
where €,.[p;,p,] is the exchange-correlation energy of an
electron gas with uniform spin densities p, and p,. The
SCF equations for the electron orbitals are then derived
from the energy functional. The one-electron Hamiltoni-
an is found to have the form

Hig=—3V+Vo+ Vi<, (5)

in which Vj is the sum of the electron-nucleus, electron-
electron, and exchange-correlation potentials as in the
local-spin-density (LSD) theory, and

io{T")
vicm=— [ L= ar
=2
a -
- ap {pia(r)exc[piwo]} . (6)
io

With the exchange-only formula of Kohn and Sham,? Eq.
(6) reduces to

VaC®=— [ pioT) | T—T"| 1T +[(6/m)p;o( )]/ .
¥)

The SIC potential for free atoms can be readily evaluated
from Eq. (6) and inclusion of this term leads to a remark-
able improvement of the energy levels.*~7 For electrons
in a crystal, the wave functions are normally written in
the form of a Bloch wave which extends over the entire
crystal. Such a completely delocalized electron density
gives zero V5IC from Eq. (6). This may seem to suggest
that no SIC is needed for solids. However, for crystals
with no incompletely filled bands, it is possible to express
the electronic wave function in the localized Wannier
form. When the orbital density is taken as the absolute
square of the Wannier function, the SIC is clearly not
equal to zero. Thus the magnitude of the SIC term de-
pends on the choice of representation. The question then
arises as to which representation is the appropriate one for
SIC. To address this point let us consider a simple exam-
ple as follows. Imagine two atoms separated by a large
distance R. Each atom has one electron, and for this
analysis no reference to electron spin will be made expli-
citly. We denote the two atoms by 4 and B and the two
electrons by 1 and 2. In a localized representation the
one-electron orbitals are simply the free-atom wave func-
tion, w,(7;) and wg(T,), where the subscript 4 refers to
the wave function of an electron at atom A. The Coulomb
energy Uy is calculated by using Eq. (2) with

p(F)= | wy(F) | 24 |wp(F) | 2. (8)

Dividing the Coulomb energy into a self-interaction term
and an interelectron term as

Uc=US+U¢, e
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we have, from Egs. (2) and (8),

Ud= [ |wy(®)|?|wa(F)|2|T—T'| ~'dFdT’,  (10)
Ub= [ |wa(®)|?|wp(F)|?|F—F'| ~ldFdT’ .  (11)

For large R, Ul is much smaller than UZ. A similar par-
tition is introduced for the exchange energy so that

B
Ux=—%5 3 [ w(®w(F)|F—7"|""

i,j=A
Xw; (T w,(F)dTdT' =Uz + Uy ,
(12)
Ug=— [ |wa(®)|?|wy(F) |?| T~7"| ~ldTdT’, (13)
Ug=— [ wa(Phwp(F) | F—F" | ~huy (F o (F)ATdT" .
(14)

We see that Uj is just the negative of US. In the HF
method these two terms cancel each other and the in-
terelectron terms are small at large R so that the total
Uc+ Uy is small. When the standard local-density ap-
proximation (LDA) is applied to the full Uy, the incom-
plete cancellation of the self-interaction may result in a
gross overestimation of the absolute magnitude of
Uc+ Uy. With SIC the large self-interaction is removed
at the outset and only the small interelectron exchange is
treated by approximation. One can then expect good ac-
curacy by the SIC-LSD approximation.

Let us now turn to the delocalized molecular-orbital
representation where the wave functions for the two elec-
trons are

$+(TP)=[w4 (D) twp(T)]1/V2 . (15)

We recalculate the Coulomb and exchange energies in this
representation, designated as W and Wy. Their self-
interaction and interelectron components are Wg, W;Yg,
Wé, and W,{n It is easily shown that

wi=1 3 [ 16:(®)?|¢(F)|?| T—T'| ~'dTdT"
i=+4,—
~1UZ, (16)

where the “approximately equals” sign applies for the case
of large R. The self-interaction Coulomb energy in the
delocalized representation amounts to only one-half of the
corresponding term in the localized representation. The
other half of U2 turns into a mutual interaction in the
delocalized representation as

W= [ 16,(D)|*|¢_(F)|?|F—F'| ~'dTdT'~FUS .
(17)

Similarly we find
Wi=—We~+U3g, (18)
Wi~+Uy . (19)
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In going from the localized to the delocalized representa-
tion we transfer half of the self-interaction into mutual in-
teraction. Application of the SIC in the delocalized repre-
sentation removes only the W5 terms, i.e., only half of the
“true” self-interaction. Moreover, Wé and W)I( (much
larger than U} and Uj) should almost cancel each other
completely in the HF theory, but with the LSD approxi-
mation for W} the incomplete cancellation may result in a
serious error.

The above example shows that the self-interaction ener-
gy may partially transfer into mutual-interaction energy
upon changing from one representation to another so that
the distinction between self-interaction and mutual in-
teraction is not always clearcut. One can, of course, apply
the SIC using any representation to seek an improvement
over the uncorrected LSD work. However, in some repre-
sentations, such as the molecular-orbital representation re-
ferred to earlier, the SIC is not completely effective. This
occurs when the inter-Coulomb and the interexchange
terms should largely cancel each other but the use of the
density-functional approximation spoils this cancellation.
The SIC works better in a representation where the in-
terelectron exchange is small and self-interaction is large.
The magnitude of the self-energy is closely related to the
concept of localized orbitals and is sometimes taken as a
quantitative measure of the degree of localization of the
orbitals.!® In the case of crystalline solids when the orbi-
tals are written in the Bloch form, the self-interaction
disappears as it is entirely transformed into interelectron
terms. Application of the SIC, therefore, must be made in
a localized representation in order to realistically remove
the self-interaction energy.

III. FORMULATION

A. Simple bands and composite bands

In the standard LSD theory the non-SIC Hamiltonian
(with spin-polarization option) for a monatomic crystal is

Hoo=—+V*— 3 Z|7—R,| !
v
+ fp(?l) 1 ?—'?' | _ld?l_*'ch,o[pt’pl] > (20)

where R, refers to a lattice site and the last term is the
exchange-correlation potential. Incorporation of the SIC
into the LSD theory for solids; as we have seen in the last
section, requires realistic local orbital densities. In this
paper we shall not attempt a systematic search for the op-
timal choice of the local orbitals (see discussion in Sec.
VI). For the purpose of this work it is sufficient to
demand that any orbital basis employed to define the SIC
potential must be localized, be obtainable from a variation
of the total-energy functional, and possess enough varia-
tional freedom to modify its localization in accordance
with the variation of total energy. These criteria are satis-
fied by the Wannier functions (WF’s) which have the fol-
lowing favorable characteristics. (1) WF’s are related to
the Bloch-state functions through a simple transforma-
tion, (2) WF’s reduce to atomic orbitals in the tight-
binding limit of deep core states, (3) WF’s conform to the
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bonding nature of the atoms in the crystal, and (4) WF’s
are at least exponentially localized for a proper and fixed
choice of phase for the Bloch-state functions, e.g., for sim-
ple bands ¥ .(r =0) being real and positive.'®

We shall consider first the case of a monatomic crystal
with only simple bands. Furthermore, we confine our at-
tention to crystals where all bands are either completely
filled or empty. To construct the SIC part of the energy
functional, we write the orbital density in the Wannier
form

Pio ) =puo(T—R,)= | w,(F—R,) |2, 1)

where w,,(T'— R,) is the WF at the R, site, and n is the
band index. Equation (4) then leads to

Usic=— 3, { Uclpno{T—R,)]

nov

+E[pno(F—R,),01} . (22)

Upon expressing the total-energy functional in terms of
the WF at all sites and minimizing the former with
respect to the latter, we obtain an effective site-dependent
one-electron Hamiltonian,

H,py=Ho+ Vo (F—R,), 23)
VSIC(F—R,)=— [ puo(¥'—R,) | F—T"| ~ldF"
+VreolpnolT—R,),01 , (24)

and a set of SCF Schrodinger equations for the WF,
H, 5w, ( f"_iiv):: 2 en’g,nvwn’o( ?—ﬁg) ’ (25)
n',§

where €, ,, is a Lagrange multiplier. We delete the o in-
dex in H|, since it is not needed for fully occupied bands.

The effective SIC potential (V3o) for the WF has essen-
tially the same form as the atomic SIC potential if we
compare Egs. (24) and (20) with Eq. (7). In fact, it is in-
teresting to note that H,,, in Eq. (23) is the intuitive form
one might choose upon naively placing the atomic system
in a periodic crystal field. Another interesting feature of
Egs. (23)—(25) is the site dependence of the Hamiltonian;
given the periodic form of Ugc required by the periodic
crystal symmetry, it is not entirely clear why the SIC po-
tential should possess a site dependence and whether that
site dependence “breaks” the crystal periodicity. Howev-
er, one notes that the solution w, ,(r'— ﬁ,,) is the same for
all ﬁ,, sites, thus the periodicity of the charge density is
ensured. The periodicity of the SIC Hamiltonian can be
brought out more directly upon expressing the WF in
terms of the Bloch waves through

Y AD=N"F e T, F-R,). (26)
v

Equations (23)—(25) are converted into a set of SCF equa-
tions for the Bloch-state wave functions with a k-depen-
dent, one-electron Hamiltonian (see Appendix A),
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SIC [ —»
H o=Ho+AV 5.(1), 27)
SIC — SIC, > =T
AVna =26n0‘f(r'—Rv)Vno’C( —Rv)y (28)
v
o i TR, -

enai’(r—Rv)zN 1/2ex wno'(r Rv)/t/] aT(’(r) 9

(29)
H oY (7= nEen,i.’"?;bn,aﬁ(r) , (30)

where € — is a Lagrange multiplier. The nondiagonai

n'K,n
multipliers cannot be eliminated by the usual transforma-
tion since the energy functional depends on the individual
orbital densities. Equations (27)—(30) can also be derived
by expressing Ugyc in terms of the Bloch-state wave func-

tions and varying E, with respect to all the d} B We

use the symbol AVSIC to designate the SIC potentlal for
the Bloch states in order to distinguish it from VS€ which
is the SIC potential for the localized orbitals. It is easy to
show that AVSIC is periodic, thus the space-group symme-
try of the crystal is not broken. Apparently the SIC po-
tential for the Bloch states is a lattice summation of the
SIC potential for the localized orbitals multiplied by a

modulating prefactor 6 _.( ¥—R,). The effect of this

prefactor can be understood by realizing that it possesses
the property
;enar{“—Rv’:l . (31

_ iK(K ,—XK )
NS fe Wiy (F—R, (T —
T;,y,v
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This interesting result suggests a simple interpretation of

GMT(.. If we regard gbw? as a delocalized state having a

weighting factor corresponding to the probability of ori-
ginating from each site, then at some point g,

6 To—R,) is the weighting factor of ¥ 4 being asso-

ciated with site ﬁv. The validity of this model becomes
self-evident for a deep core state. Here the Bloch wave
function is delocalized, yet a deep core state intuitively
cannot be expected to differ substantially from the free-
ion solution in terms of ionization energies and local-
orbital charge density (aside from a Madelung-type shift).
Thus the delocalization of the Bloch wave function in this
case results from the probability of originating from dif-
ferent sites and does not represent a true spreading of the
charge density around each site. The factor OWT; ensures

that the self-interaction energy corresponds to that of only
one electron. As a further demonstration of the relation
between the two forms of SIC potentials we take the SIC
energy for each Bloch state, sum it over the entire band,
and divide by the number of atoms, i.e.,

N7y, CIAVSS(@) |y, o) (32)
¥

This should be equivalent to the average SIC energy per
atom. Substitution of Egs. (26), (28), and (29) reduces the
above expression into

ROVIC(F—R,)dT

—

=N""136,, [ wi, (F—BOVI(F R, )w,o(F—R,)dT
w,v

= [ wr,(F—R)VSC(F—R,)w,,(F—R,)dT, (33)

which is just the SIC energy for each site in the Wannier representation.
The two versions of SIC one-electron Hamiltonian for the Bloch states and for the WF’s, as given in Egs. (23) and
(27), may be brought to a common form by introducing the projection operator P,,,,

Pronf (F)= (W, F—R,) | f(F))w,o(F—R,)
and defining

H=H,+ 3 V< —R Py -
pon

(34)

(35)

Because of the site orthogonality of the Wannier functions, we have

Huw, (T—R,)=[Ho+ VS (F—R,)Jw,o(F—R,) ,

(36)

so that H may be regarded as a common Hamiltonian for the WF at all sites. Unlike the Hamiltonian H,,,, for the indi-
vidual WF [Eq. (23)], H exhibits the periodicity of the crystal. Let us now operate H on a Bloch wave function,

H—l'b 0¢ _'+z VSIC I'—R )<wna(r_R )Il)b “‘>wna r—

= |Ho+ 3 VSC(F—R N 172" "
v

w"”( r— iiV)/"l,nai(ﬂ) Il’na

—

R,)

p=[Ho+AVIS(DY, - (37)



5996

Thus the common H operator applies to the WF’s for all
sites as well as the Bloch wave functions.

Since the Bloch functions are more convenient for actu-
al computation, we shall seek a solution using the Bloch
form and compute the necessary WF’s directly from that
solution. In Sec. IV we introduce approximate forms of
the WF’s which are less taxing to compute.

For composite bands the general approach is to
transform the occupied subbands (index s) at a K point
into a set of symmetrized subbands, labeled by local sym-
metry index m, which can be individually summed over
the Brillouin zone (BZ) to generate the WF,!®i.e.,

—- -
—ik-R,

wnma( ?—ﬁv)zNﬁl/z 2 e
¥

(38)

The symmetry constraints which specify both the irredu-
cible representation for which w,,,, is a partner and the
local bonding sites, R,, have been established elsewhere.!”
In contrast to the simple-band case described previously,
in general, the w,,,,’s are not spherical but conform to the
local bonding character. The SIC functional still has the
form of Eq. (22) provided we replace the local-orbital den-

—

sity ppo(T—R,) by
ana(?—ﬁv)= | Whm ol ?—ﬁv) | 2 (39)

and include the index m in the summation. Likewise the
SIC potential for the WF, V5IC (¥—R,), is given by Eq.
(24) upon replacing p,, by ppmo- The SIC-SCF equations
for the Bloch states of a composite band are

SIC [ = - N
[H0+AVMU¥(r)]¢ma¥(r): %,en's’?,nsywn’s'af(r) ’
(40)
where
7 = T \pSIC [
AVIC. (D=3 O AFT—R,)Vaumo(F—R,), 41)
g IRV - S
moep(T—RY=N 172! Womo! T —R,,)
XUSm(K) /(D) . 42)

The nondiagonal Lagrange multiplier € T T vanishes
if the ns and n's’ states are orthogonal by symmetry.

B. SIC for conduction bands

The theory developed in the preceding section applies to
occupied bands of nonmetals. To address the question of
SIC for conduction bands (CB), one must first specify the
theoretical model used to describe the CB states. If the
CB’s are defined as the eigenstates of an extra electron
added to the ground-state crystal of N electrons to form
an (N +1)-electron system, as often done in the litera-
ture,'® then there is no SIC for the CB since the extra elec-
tron sees all N electrons in the crystal. The bottom of the
CB as defined by this (N + 1)-electron model is identified
with the electron affinity. However, in the context of op-
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tical experiments, the CB are generally associated with ex-
citation of an electron from the valence band (VB). This
model differs from the earlier one as the excited electron
now sees N —1 electrons. In the conventional energy-
band theory the Coulomb potential for the excited electron
is taken as that due to all N electrons of the unexcited
crystal rather than the N — 1 unexcited electrons of the ex-
cited crystal. The appropriate correction in this case is
the Coulomb and exchange potential of the hole in the
VB. Thus a knowledge of the hole density is needed to
determine AVSIC for the CB states. It is customary to re-
gard the manifold of excited levels as a set of exciton-type
discrete levels plus a continuum. If we accept the com-
mon assertion that a continuum excited state is one of
complete delocalization which allocates 1/N of a hole to
each atom,!® then AVSIC can be set to zero. This is analo-
gous to the case of uncorrelated electron-hole behavior.
However, the case of a partially localized hole (or elec-
tron)?® must be considered in a more complete treatment.
To make the appropriate correction for the case of partial
localization, one would have to determine the density of
the hole left behind by the excited electron. This entails a
description beyond the one-electron band picture. The
SIC for a partially localized CB might not be zero but
should be much smaller than the SIC for the localized VB.
Thus in this paper we adopt the approximation of com-
plete delocalization and take AVSIC as zero for CB. This
approximation can be justified for large-gap ionic crystals
because the VB states are so localized that the SIC for the
energy-band gap is chiefly due to the SIC shift of the VB.
For the case of semiconductors the validity of this approx-
imation is not clear. Further studies of the SIC for CB
states are in progress.

C. Unified Hamiltonian for all states

One complication introduced by the SIC is that the
Hamiltonian is orbital dependent. For a given K different
Hamiltonians must be solved for the core, VB, and CB
states. Nevertheless, it is possible to obtain solutions for
all states of a given kK by diagonalizing a unified Hamil-
tonian with an operator technique similar to that em-
ployed in HF theory.?! We define

Pg={¢; |8 , (43)
651—§P,, (44)

where the summation covers only the occupied orbitals of
the ground state and the subscript i/ covers the K, band,
and spin indices. For the excited states AVSIC is zero so
that their Hamiltonian is no longer orbital dependent and
is denoted by H,. which is the same as the non-SIC LSD
Hamiltonian. It has been shown?? that the SIC-SCF equa-
tions given in Egs. (30) and (40) for both the occupied and
unoccupied states are identical to the eigenvalue equation

H,y=Ey (45)

of the unified Hamiltonian,

oce N P ~ P
Hu:2(P,'HiP,'+0HiP,'+P,'H,'0)—+—OHeXC0 > (46)
i



28 SELF-INTERACTION CORRECTION FOR DENSITY-. ..

with E corresponding to the diagonal Lagrange multi-
pliers. This enables us to obtain the core, VB, and CB
wave functions by diagonalizing the same Hamiltonian.

In the conventional LSD approximation the Koopmans
theorem is not satisfied and the orbital energies no longer
approximate the ionization energies well. However, it has
been shown that the Koopmans theorem is approximately
restored by the SIC, namely, the diagonal Lagrange multi-
pliers €; are much closer to the ionization energies than in
the case of non-SIC LSD theory.? In this paper we adopt
the diagonal Lagrange multipliers as the one-electron en-
ergies.

The nondiagonal multipliers can be determined from
the appropriate wave functions as (4; | H; |¢;). When
the “spherical approximation” of Sec. IV is used, nondiag-
onal multipliers arise only between levels from two bands
that are separated by a forbidden gap, and are very small
on account of theismall overlap between the two wave
functions involved. If the nondiagonal Lagrange multi-
pliers are neglected, it can be shown that a simpler unified
Hamiltonian

H,=Ho+5 3 (P,AVIC+AV°P) @7
J

will suffice. Although our earlier work!* was based on

Eq. (47), in this paper we use the more exact form of Eq.

(46). The VB energies of LiCl obtained by Eq. (46) and by

Eq. (47) differ by typically 0.002 eV.

D. Matrix elements in LCAO representations

Although the unified Hamiltonian in Eq. (46) looks
somewhat formidable, it turns out that with a linear com-
bination of atomiclike orbitals (LCAO) basis set the ma-

}

—ik-K

(ba |AVSP, |bg) =S e (¢a(T—R,) | 3 Vono

where n,s,a,E are four indices covered by the single index
i. The right-hand side (rhs) contains no lattice sum over
VSIC as opposed to the matrix elements of H, which in-
cludes a lattice sum of localized potentials. A similar
reduction applies to the matrix elements of P;AVSC if we
replace AVSIC (a real potential) by its complex conjugate.
Matrix elements for other terms in H, can be written as
simple linear combinations of these primary elements.

IV. APPROXIMATE WANNIER FUNCTIONS
AND THE SPHERICAL APPROXIMATION

The present SIC-LSD theory is based on the use of the
WEF’s as the localized orbitals. However, direct calcula-
tion of the WF’s from the Bloch orbitals is difficult be-
cause of the slow convergence of the kK summation over
N~ 2exp( —ii-ﬁv)z/zwr. In this section we describe ap-
proximate versions of the WF’s which will be used later in
this work.

For large-gap insulators the ground-state charge density
is localized and the WF’s are atomiclike aside from a

?)Ustn(i)wnma(?»(d’i |bﬂ> ’
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trix elements associated with the SIC part of the Hamil-
tonian are no more difficult to evaluate than the non-SIC
counterpart. Inclusions of SIC do not significantly in-
crease the computational work. An outline of the
methods for reducing the SIC matrix elements is described
here.

If we take H.,.=H| as suggested in Sec. III B, Eq. (46)
can be decomposed into

oce oce
H,=Ho— 3 PHoP;+ 3 (P,AVP,+ OAVFCP,

i '

+P,AVCO) . (48)

Evaluation of LCAO matrix elements for H, has been
discussed extensively in the literature and will not be de-
tailed here.!> The SIC potentials appear in the form of
AVCP;, P,AVS, P,AV°P;, and P,AVICP;. To deter-
mine the SIC band structure by the LCAO method, we
need matrix elements of the SIC terms between two
Bloch-sum basis functions b, which are linear combina-
tions of atomiclike functions ¢, over all sites,

bo(K,F)=N"123 '  Fvp (+_R,). (49)

It is convenient to write P; as | ;) {(4; | so that
(ba | AVIIP; | bg) = (ba | AV |4} | bg) . (50)

As shown in Egs. (41) and (42), AV'C contains 1f; in the
denominator. This just cancels the i; in the right-hand
index of (b, | AVSC| ;). Substitution of Eq. (49) leads
to

small residual amplitude at the neighboring atoms to
maintain site orthogonality. The simplest approximation
is to replace the WF’s by the atomic orbitals. This ap-
proximation is undoubtedly very good for core states. As
it turns out, it works satisfactorily even for the VB of
LiCl (see Sec. VII).

A more refined approximation was used in Ref. 14. We
expand ¥ by Bloch-sum functions b; [Eq. (49)] as

Y, _o(F)=3 Ci (K)b;(K,T)

=N-123 R S i (K)gi(F—R) | . (52)
v i
The last equation suggests a E-dependent localized func-
tion,
u (F—R,)=3 Cl,(K)$;(F—R,) .
i

nok

(53)

The total density is the sum of all orbital densities in ei-
ther the localized or delocalized representation, and thus,



5998

for the case of a simple band,

3 lwn TR |*= 2 19, (D)
4 I’
i iEE, -
:;N 172¢ u (T—R,)
k,v
* —
XY w (D)
= > Np(FT—R,) (54)

We notice a certain similarity between the Wannier charge
density and the “n local density” defined by

.oz _ iK-R
nna(r—Rv)zN l/ZEe Yu

(55)

In Appendix B we show that for a narrow band the Wan-
nier charge density and the 1 local density are approxi-
mately equivalent and that each encloses one unit of
charge. In calculating the WF’s directly from

exp(—i ﬁ-Rv)z/zw—k», a very large number of K terms are

needed in order to convert the delocalized :/zw

into a localized one. On the other hand, each term on the
rhs of Eq. (55) is localized because of the u o factor;

e functions

thus the k summation converges rapidly, making 7,,
much easier to calculate than the WF. Hence we approxi-
mate the Wannier charge density p,, in Eq. (22) by 7,,.
As shown in Appendix C, minimization of the total-
energy functional leads to

VSIC(F—R)=— [ 7.0(T'—R,) | T—F'| ~ldT"
+ch,a[77na(F'—ﬁv)’o] > (56)
SIC __ ar—1/2 iK-K, o=
AVna?_N ze unaf(r_Rv)
v

XV (T=R)/, (D). (57)

This is equivalent to replacing p,, by 7,, in Eq. (24) and
replacing w,, by u o in Eq. (29).
]

—»

A VSIC —» Y=N

This leads to the simplification

(ba'AVviSICPi|bB)=ze—ik~ v<¢ i? —>

)| 7SS (Eu
ns
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For a composite band with a subband Bloch wave
Y o we form u o and N, following the steps of Egs.

(53) and (55). Through the matrix U(K) defined in Eq.
(38), we transform wnma? into symmetry-adapted Bloch

— and then in — an i
waves ¢nmak and then determine U o d 1,ms Which

are to approximate the corresponding WF and Wannier
charge density. One problem is that for an arbitrary K
point the U (X) matrix is rather difficult to compute. By
adopting an averaging procedure similar to that used in
atomic structure theory, we are able to bypass the calcula-
tion of the U(K) matrix in the following way. For an
atom with an open shell of /50, the Coulomb potential, in
general, is not spherically symmetrical and may depend on
the magnetic quantum numbers of the orbital. It is cus-
tomary to average the potential over the magnetic quan-
tum number. This results in a common spherically sym-
metric potential for all magnetic sublevels and is usually
referred to as the spherical approximation. In our present
problem this spherical approximation consists in summing
Nume Over all m and dividing by the number of subbands
ng,

nma k nmo k
k m
—p—ly—172 iKE, = By E -
ng N7 3 e o e T RIYL2(T)
X,s
(58)
The last step follows from the fact that u ¢ and ¢

nmo k nmo'k

are related, respectively, to R and ¢mak through the

same unitary transformation U(K). The spherical ap-
proximation enables us to use, for all subbands of a given
composite band, a common 7%,, which is determined
directly from ",}mai’ without transforming to LS

Under the spherical approximation the local SIC potential
for a composite band is an m-independent average one,
V3XC(¥—R,), obtained by inserting 7,, in Eq. (56), and
the periodic AVSIC for the composite band is

N-172 2 e u (PR )Wno (F—R)/Y__o(T). (59)

TNy | bg) . (60)

For the Ar and LiCl crystals a measure of the error of the spherical approximation may be taken as the difference be-

tween the matrix elements (@, () | V3 (T

difference for Ar and 5% for LiCl.

V. APPLICATION TO ARGON
A. Non-SIC energy-band calculation

The Ar crystal is a face-centered-cubic (fcc) structure
with a lattice constant @ =10.05 a.u. and has inversion

) | 3px (1)) and (h3px(T) | VSE(T) | 3 (T)). Our calculation shows a 1.5%

r
symmetry about an Ar site. Placing the origin on an Ar
site, we write a Bloch-sum basis function as
T a—172
b_,(k,r)—N AJEe
v

g (r-R,), (61)
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where
Aj=exp( %inﬂr) , (62)

with n 5 being 0, 1, and 2 for the s-, p-, and d-type orbitals,
respectively. The choice of the phase factor A; ensures
that the matrix elements are real. The atomiclike func-
tions ¢; are atomic orbitals expanded in Gaussian-type or-
bitals (GTO’s), e.g.,

g2
¢=2a,~e Bir s
i

etc., or single Gaussians. We include in the basis set ¢ the
wave functions for all occupied orbitals of the free Ar
atom calculated using a SCF atomic program modified to
include SIC and expanded in the Gaussian form with
B;=4027.3, 1144.96, 376.954, 138.07, 54.954, 18.6119,
7.43692, 3.08857, 1.10267, 0.650663, 0.414763,
0.145 449, and 0.053. These exponents were selected most-
ly from those of Veillard?® to accurately reproduce the
free-atom wave functions. For the remainder of the basis
set a sufficient number of single-Gaussian Bloch sums are
utilized to maintain a high degree of variational freedom.
The use of three additional s-type GTO’s (3.08857,
0.650663, and 0.053) and p-type GTO’s (1.10267,
0.414763, and 0.053) lead to good convergence of all the
occupied bands. For the CB an extended basis set is re-
quired; in addition to the basis functions cited earlier two
more s-type GTO’s (0.414763 and 0.145 449), two p-type
GTO’s (0.650663 and 0.145 449), an atomic 3d wave func-
tion, and two d-type GTO’s (0.650 663 and 0.145 449) are
employed.

To begin the SCF energy-band calculation, the zeroth-
order approximation to the crystal charge density is made
from the overlapping atomic charge (OAC)

3 p.(F—R,), (64)

—B.r2
> a;xe Bir , (63)
i

(0) =
pcrystal( r)=

where p, is the atomic charge density For the non-SIC
problem we drop the spin index o since there is no spin
polarization. The zeroth-order Coulomb potential V&’
is generated by directly integrating the rhs of Eq. (64).
The LDF exchange potential (spin-unpolarized) is

Vy=[(6/m)po()]'*=[(3/7)perystar( 111"/ . (65)

In order to cast the crystal potential V ., (which is
Ve+Vy) 1n a form suitable for energy calculation, we
compute Vcrysm, at 212 nonequivalent points in a unit cell
and then least-squares-fit the result to a lattice superposi-
tion of localized functions, e.g.,

V(=3 f(F—R,) . (66)

As a functional form of f, we choose a multipole expan-
sion in terms of spherical harmonics Y}, and retain all
terms up to / =4. For local cubic symmetry the terms
with / =1-—3 are excluded and f has the form

@ =wr) +(x*+y*+z*—3r*/5w'(r) (67)

where w(r)
exp(

and w'(r) are expressed as series of
—w;r?) and r’exp(—wjr?) through curve fitting.
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Since Ar is a crystal of weakly bound atoms, throughout
the SCF procedure the / =4 component makes a minimal
contribution, but is retained to ensure convergence of the
multipole expansion and to guard against any unexpected-
ly large charge distortion due to inclusion of SIC. With
the use of this Gaussian representation of V(C?y)stal, we com-
pute all the overlap and non-SIC Hamiltonian matrix ele-
ments with the Bloch-sum basis functions using analytic
Gaussian techniques described in the literature.!»?* The
secular equations are solved at four high-symmetry K
points (', X,L, W).

In Eq. (64) the local decomposition for the zeroth-
iteration crystal charge density was established by the
atomic charge distribution. For the first iteration the lo-
cal decomposition may be established by the Wannier
charge densities, i.e.,

p(c}'))'stal( r)=2 2 | wnm(?—ﬁv) ] 2. (68)

n,m,v

Alternatively, the eigenfunctions resulting from the solu-

tion of the secular equations at four k points are used to

generate the crystal charge density at 212 nonequivalent

points and least-squares fit into a lattice superposition of
localized functions

)= 3 g(f—R,), (69)
v

(1) =
Pcrystal( r

g(M)=h(r+x*+y*4z*=3r/5)n'(r), (70)

where A(r) and h’(r) are expressed as mixtures of ex-
ponential functions exp(—pu;7) and r2exp( —ujr). In fit-
ting Eq. (69) we have found it advantageous to place the
following constraint. If we Fourier-analyze the crystal
potential

Verystal (F) = 2 V(K,)cos(K, T), (71)

where K are the reciprocal-lattice vectors, the Fourier
component for K =0 is related to the WF as

—?5"% [ W (D)

where () is the volume of a Wigner-Seitz (WS) cell. In our
case the integral is evaluated directly from the 7 localized
densities (determined from 1),

S, [ G.(D)rkT. (73)

V(K,=0)= |2r%dT, (72)

V(K,=0)=— 2

We require that this value be reproduced in fitting the
charge density, i.e.,

V(K,=0)= fg( r2dT . (74)
Here the multiplicative factor is reduced to 27 /3Q be-
cause of the factor of 2 which appears in Eq. (68) but not
in Eq. (69). With pc,ystal in the form of either Eq. (68) or
(69), we are able to repeat the iteration cycle and reach
self-consistency. A partial listing of the non-SIC band
structures is given in Table I, and curves for the VB and
CB are shown in Fig. 1.
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TABLE 1. Band gap, VB width, and core levels of solid ar-
gon calculated by LSD and by SIC-LSD. Core-level energies are
referenced to the centroid of the VB. Experimental values (see
second paragraph, Sec. V C) are included for comparison. All
energies are in units of eV.

LSD*  SIC-LSD? Expt.® SIC-LSD®
Band gap 7.89 13.9 14.2 13.5
VB width 1.36 1.23 1.3—1.7 1.21
E(1s) —3080 —3200 —3201
E(2s) —282 —300 —300
E(2p) —218 —241 —234 —241
E(3s)? —13.4 —142 ~-—13 —14.2

aUsing the p'/? exchange.

bSee the second paragraph in Sec. V C.

°Using the p'/* exchange and the correlation potential of Ref.
38.

9Energy refers to the centroid of the 3s core band.

B. SIC calculation

For a given K point one must determine the SIC poten-
tial for each occupied band in order to construct the uni-
fied Hamiltonian. Our procedure is to use the SCF non-
SIC crystal wave functions from the preceding subsection
as the starting point for calculating the approximate Wan-
nier charge densities nng(f’—l_i,,) from which we deter-
mine Verl(¥F— R,) and then the matrix elements of H, as
explained in Sec. IIID. The solutions of H, are then
iterated to self-consistency. Typically this requires only
two or three cycles.

Applying the spherical approximation to the p bands,
we determine 715, 725, 72p»> M3s» and 73, as described in
Egs. (55) and (58). Here the spin index is deleted since the
same function applies to both spins. We find 7, 7,, and
My to be virtually identical to the respective atomic
charge densities as may be expected of deep core-state
bands. The numerical values of the 77, functions are com-
puted at 100 points for the deep core states and 600 points
for the remainder of bands so as to fit these functions to a
sum of exponential terms exp(—ar) and r?exp(—ar). Be-

180

N

L]
o
—TTTTT
w
N
o,

140
< 2
Bi2ol|
= [
S ool
Ui |
=
Z 8ol
) 1
101l 3 15
0o b=
-10 ﬁ-«—//

L r X

FIG. 1. VB’s and CB’s of the Ar crystal calculated by LSD
(without SIC). Centroid of the VB is set to zero energy.
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sides demanding each fit to enclose one unit of charge, an
additional constraint is imposed on each fit to preserve the
value of (r2) which is calculated analytically from Egs.
(55) and (58). The V,'“(¥—R,) for each band is tabulated
at the same points as before and refitted to the following
Gaussian form:

a;r?

2
- _
C ZA}rZe i
J

a

Vi =r e — 1+ S e
i

(75)

The first term reproduces the correct » ~! dependence at
large distances. A good fit is obtained using only single-
center functions. The matrix elements of the SIC part of
the unified Hamiltonian of Eq. (48) are exemplified by Eq.
(60). Since u o ) are simply related through Eq. (53)

to the atomiclike orbitals ¢; which are in Gaussian form,
the use of Eq. (75) allows us to decompose

(o T—R,) | 73 (ru_ (7))

nso k
into a series of two-center Gaussian integrals which can be
computed easily. Diagonalization of H, yields a new set
of ¢’s with which we recompute the SIC matrix elements
to complete the iteration cycle and reach self-consistency.
The SIC band structure is shown in Fig. 2.

C. Results

In the first two columns of Table I we list the energy-
band gap, VB width, and the core levels (relative to the
centroid of the VB) of the argon crystal obtained by the
SIC-LSD and LSD (no SIC) calculations. For comparison
the experimental values are also included.?~?° The im-
provement in band gap by the SIC is evident; it increases
the uncorrected LSD value of 7.9 to 13.9 eV in good
agreement with the experimental value of 14.2 eV. The
effect of SIC on the VB width, however, is much smaller.
Comparison of Fig. 1 with Fig. 2 also indicates that the
VB structure is not greatly altered by the SIC. The calcu-
lated density of states (DOS) of the VB for the LSD-SIC
results is shown in Fig. 3 and is in good agreement with
experimental data.?® The centroid of the VB is 0.57 eV
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FIG. 2. VB’s and CB’s of the Ar crystal calculated by SIC-
LSD. Centroid of the VB is set to zero energy.
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Density of States
(arbitrary units)

Energy(eV)

FIG. 3. DOS for the VB of the Ar crystal (solid curve) and
experimental photoelectron spectrum (dashed curve) of Ref. 26.
Zero of the energy scale is arbitrary.

below the upper edge.

The core levels are also lowered by the SIC. The calcu-
lated core energies in Table I are referenced to the VB cen-
troid, thus the change in core levels from LSD to SIC-
LSD reflects the difference in SIC shifts between the cores
and the VB. The experimental core levels for argon in
Table I were taken from the results of soft-x-ray analysis
of the core region.?>2”=2° The interband edge was placed
3.0 eV from the Ly jj; soft-x-ray threshold based on a re-
cent detailed calculation®® of the localized excitonic struc-
ture. Therefore the experimental energy of the 2p core
level can be accurately placed 234 eV below the VB cen-
troid. This compares to a somewhat deeper SIC-LSD
value of —241 eV. For the free Ar atom the absolute
value of the SIC-LSD 2p orbital energy is 5.5 eV larger
than the measured ionization energy. When this is taken
into account, the agreement is excellent. The interband
edge for the 3s core transitions is placed at the soft-x-ray
threshold since a theoretical analysis of the excitonic char-
acter is unavailable. For the 3s level which is a shallow
core state, the maximum excitonic binding energy associ-
ated with a localized transition to the CB is likely smaller
than the value associated with the deeper core states.
Therefore the experimental uncertainty is estimated as
about 2 eV (the maximum excitonic binding energy associ-
ated with the VB photoabsorption). The SIC-LSD orbital
3s energy lies at —14.2 eV and is within experimental un-
certainty of the experimental value of —13.2 eV.

Several band-structure calculations for solid argon em-
ploying the HF approximation have been reported in the
literature. Lipari and Fowler®! (LF) determined the band
structure using the orthogonalized-plane-wave (OPW)
method. They presented the HF results and an important
analysis of how correlation applies to HF crystal calcula-
tions. Lipari®? (L) later repeated the HF calculation using
a mixed basis set. Dagens and Perrot®3 (DP) presented the
findings of an application of the augmented-plane-wave
(APW) method in which they made effective use of a
muffin-tin approximation. Another treatment based on a
tight-binding formalism was offered by Kunz and Mick-
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ish (KM).3* More recently Baroni, Grosso, and Pastori
Parravicini®® (BGPP) used the OPW method with a limit-
ed Gaussian basis set in a calculation where all the matrix
elements were calculated in an analytic form. Briefly the
results compare as follows: LF, L, DP, KM, and BGPP
reported 17.0, 16.4, 18.5, 18.5, and 17.9 eV, respectively,
for a HF band gap and 2.3, 2.6, 1.2, 1.3, and 1.9 eV,
respectively, for a HF VB width. Furthermore, correla-
tion has been included in the works of LF and KM in a
semiempirical manner. LF reported a lowering of the
band gap to 13.7 eV and KM found a similar shift in the
bandgap to 15.2 eV and a slight narrowing of the VB
width to 1.2 eV. These results compare to our predicted
band gap of 13.9 eV and VB width of 1.23 eV. It is in-
teresting to note that our results compare best with the
correlated HF results. In addition to the CB edge and VB
structure, considerable interest exists as to the position of
the d-state continuum in the CB. The I'3s5.-I'j, and I'yy.-
I'y. spacings (the subscript ¢ for CB) reported by LF, L,
and KM are 10.4 and 12.9 €V, 9.85 and 12.7 eV, and 10.1
and 12.9 eV, respectively. Somewhat smaller separations
are given in Refs. 33 and 35; i.e,, 8.3 and 11.3 eV by DP
and 8.6 and 12.1 eV by BGPP. Our calculated I'js.-T';,
and I'|,.-T";, separations of 7.44 and 9.90 eV are in better
agreement with the latter group which included the more
recent HF calculation of BGPP. The smaller I'js.-T'j,
and T',.-T";, spacings from our calculation as compared
to BGPP are consistent with a general trend across the CB
structure in which our results are slightly compressed rela-
tive to the HF calculation.

The question of self-interaction has been addressed by
Kunz et al. in Ref. 11. They give the self-interaction
through the WF as

JwXF—RywH&'—Ry) | T—F'| ~ldrdr’  (76)

and add, to the Hartree potential of an n-electron system,
the following term

— =
|T—1"|

r

"i}‘ﬁi) f drdr’ |{¢;] ,

i=1
(77)

where ¢; is a one-electron orbital. Consequently, the ener-
gies of the orbitals associated with the Wannier function
w; are shifted downward by the amount given in (76). The
local exchange potential of Kohn and Sham and the
screening potential of Robinson et al.’® were initially
adopted. (See Ref. 11 for more details of the treatment.)
If we read the graph labeled as “Hartree and exchange
correlation” in Fig. 2 of Ref. 11 to get the band gap,’” we
find a value of 15.2 eV which is slightly higher than our
SIC-LSD value of 13.9 eV.

In our LSD-SIC work reported above, the Kohn-Sham
“exchange-only” form was wused as the exchange-
correlation potential. The SIC formulation presented in
this paper is not restricted to the p!”? exchange and other
versions of the exchange-correlation density functional
may be used. As an illustration we add to the p'/? ex-
change the correlation potential of von Barth and Hedin?®
and the resulting band structure of Ar is shown in the last
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column of Table I. The band gap decreases by 0.4 eV as
compared to the exchange-only calculation. Other forms
of exchange-correlation potential have been used in the
literature.*® A comprehensive study of the effects of the
various correlation functionals on the energy-band struc-
ture is deferred to a later paper.

VI. APPLICATION TO LITHIUM CHLORIDE

A. Non-SIC energy-band calculation

The crystal structure of LiCl consists of two inter-
penetrating fcc lattices with lattice constant ¢=9.7132
a.u. separated by a nonprimitive translation t =%a(100).
Placing the origin on an anion site, we write the Bloch-
sum basis functions associated with the Cl and Li sites as

iK-R

bk, P)=N"12A;Fe' " " HFUT-R,), (78)

Lo _ iX«R o+ O iy 3 =
bk, T)=N""2A;Te TR, — 1),
v

(79)

where A; is given in Eq. (62). The local basis set of ¢
and ¢ contains atomic wave functions of all the occupied
states of the free ions as well as single Gaussians. The
atomic wave functions are expanded in Gaussian form
with exponents [3; =1010.62, 453.179, 150.796, 64.6268,
22.1381, 9.34746, 2.60863, 0.997212, 0.444620,
0.140 120, and 0.050 791 for Li, and j3; =105 747, 15 855.3,
3615.32, 1030.03, 504.978, 132.121, 47.1522, 18.7012,
6.53287, 2.61988, 0.950083, 0.448205, 0.159272, and
0.075 000 for Cl, taken from those of Harrison and Lin*
to accurately reproduce the atomic wave functions ob-
tained by a SCF-SIC-LSD calculation. We use four s-type
(2.608 63, 0.997212, 0.444 62, and 0.14012) and four p-
type (9.34746, 0.997212, 0.44462, and 0.14012) single
Gaussians for Li along with three s-type and three p-type
(0.448205, 0.159272, and 0.075) single Gaussians for Cl
in order to ensure convergence of the occupied bands. To
obtain an accurate solution for the lower part of the CB
we introduce three extra d-type (0.997212, 0.444 62, and
0.140 12) single Gaussians for Li and an atomic 3d orbital
plus two d-type single Gaussians (0.448 205 and 0.159272)
for Cl. As an initial approximation the crystal electron
density is taken as the OAC form

P = D[p(Cl~ | F—R,)+p(Lit |T—R,— 1)],  (80)
v

where the two p’s are the free-ion electron densities. The
zeroth-order Coulomb potential energy is

VEOUT) =V e (D) + V(D) , (81)

where V,,.(T) is due to the fixed nuclei and V,, is due to
electron-electron Coulomb potential of pcrysa1. Because of
the ionic nature of the crystal, each site has a net charge
of +1. Thus V¢ contains a superposition of long-range
r ~! tails from all sites, making the SCF calculation very
tedious. To circumvent this problem we define Vi, as the
Coulomb potential energy due to a positive charge at each
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Li site and a negative charge at each Cl site,

Vi P)=3(|F—R,| '— [T=R,—t | 7", (82

v

and rewrite Eq. (81) as
V(D) =Ve(T)+ Vien(T) (83)

VelT)= Ve (T) 4 Ve (T) — Vign (T) . (84)

V¢ is now devoid of the troublesome »~! tails and is

reconstructed each iteration from the new crystal charge
density. The Vj,, term does not involve the electron den-
sity, thus its matrix elements are computed one time using
an Ewald-type procedure*' and added to the matrix ele-
ments of V. each iteration.

The LDF exchange potential is computed at 243 non-
equivalent points in the unit cell and added to the
Coulomb potential. The total potential is then curve-
fitted to a lattice superposition

VO = DLf(Cl| F—R,)+f(Li| F—R,— )] . (85)

The local site symmetry for both Cl and Li is cubic and
f(T) is chosen to have the same functional form given in
Eq. (67). The /=4 component is found to make a
minimal contribution. Throughout the SCF procedure the
local aspherical character is small. The secular equations
are solved at four high-symmetry k points (I',X,L, W) to
generate a new charge density. The SCF iteration pro-
cedure is similar to that described in Sec. V A.

B. SIC calculation

The SIC formulation presented in Sec. III is for mon-
atomic crystals. A slight modification must be made to
extend it to diatomic crystals. Since the crystal wave
function is expanded by Bloch sums of Li-centered orbi-
tals and of Cl-centered orbitals [Egs. (78) and (79)], each
subband wave function can be cast in the form

!ﬁm?(f)):N_l/z

iK-K

X e

V[vm?(CI |T—R,)

> -
t

+eiks v p(Li| —R,— t)],

(86)

where the v’s are localized functions centered at the ap-
propriate site and can be determined directly from the
LCAO solution of tpm?. For SIC work we seek to express

Y,z 2

—

¥ AD=N"Fe" T (F-R,). (87)

ns¥
Letting t;, t,..., tg be +a(+100), 1a(0+10),
+a(00 +1), we see that it is possible to bring Eq. (86) to
the form of Eq. (87) by setting
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6
— — 1
Wp(T)=v, o(Cl| r)+;i§1e

iX-
u

for Cl bands, and
— . 1 & i
u o(T)=v (Li| r)+;i§1e

o (ClF— ;)

(89)

for Li bands. This form of u o ensures the correct local

symmetry for the 7 local densities determined from Egs.
(88) and (89). For the deep core states the 1’s are found to
be virtually identical to their atomic counterparts. The
numerical values of the 7’s are fitted with a sum of ex-
ponential functions like exp(—ar) and r2exp(—ar) at typ-
ically 100 points for the deep core states and 600 points
for the remaining bands. For the VB and the Cl 3s band,
the contributions from the v _.(Li | '— t;) terms in Eq.

(88) to the 7 local densities are so small that a good fit for
the latter is achieved using only single-center terms. Dual
constraints are imposed on the fit by demanding the fit to
enclose one unit of charge and to preserve the value of
(r?) calculated directly using Egs. (55) and (58). The
VSIC for each band is tabulated at the same points used
previously and refitted to the Gaussian form of Eq. (75).
The required matrix elements are computed and H, is
constructed. This procedure is repeated and the SIC po-
tential and the non-SIC crystal potential matrix elements
are computed each iteration until self-consistency is
reached.

C. Results

The band gap, VB width, and core levels calculated
with and without SIC are presented in the first two
columns of Table II along with the experimental
values.*?=>! The last column gives the values calculated
with the p!/? exchange and the correlation potential of
von Barth and Hedin.>®® Again the SIC improves the band
gap remarkably but has much smaller effects on the VB

TABLE II. Band gap, VB width, and core levels of the LiCl
crystal calculated by LSD and by SIC-LSD. Core-level energies
are referenced to the centroid of the VB. Experimental values
(see second paragraph, Sec. VIC) are included for comparison.
All energies are in units of eV.

LSD*  SIC-LSD® Expt.® SIC-LSD®
Band gap 5.81 10.9 9.4-9.9 10.1
VB width 3.07 293 ~36 2.87
E(Li 1s) —40.7 —546  —517 —54.7
E(Cl1 1s) —2714 —2829 —2829
EC1 2s)  —239 —256 —256
EC12p)  —181 —201 —194 —202
EC1 35)°  —11.1 —123  —120 —123

2Using the p!/3 exchange.

bSee the second paragraph in Sec. VIC.

“Using the p'/® exchange and the correlation potential of
Ref. 38.

9Energy refers to the centroid of the 3s core band.
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width. With the p!/® exchange the calculated band gap is
about 1 eV above the experimental value, but inclusion of
correlation brings the calculated band gap to within a few
tenths of an eV of the experimental value. Figures 4 and
5 show, respectively, the LSD and SIC-LSD energy-band
diagrams. The VB structure is not significantly altered by
the SIC. The VB DOS of the SIC-LSD band structure is
shown in Fig. 6 and agrees with the photoelectron spec-
tra.** The centroid of the VB is 1.4 eV below the upper
edge.

The core-level energies are significantly improved by
the SIC as is evident in Table II. The experimental posi-
tion of the Cl 3s level has been measured by x-ray pho-
toelectron spectroscopy (XPS).*” This places the 3s level
12.0 eV below the VB centroid in very good agreement
with our SIC-LSD result of 12.3 eV. Another XPS exper-
iment places the 3s level at —10.5 eV, but the authors re-
gard their LiCl data as unreliable because of surface con-
tamination by water.’® For the Cl 2p level we take the C1—
Ly, yp1 soft-x-ray threshold and estimate the interband edge
to be 3 eV above it based on the results of an excitonic cal-
culation®® of the Ar Ly, referred to in Sec. VC. This
analysis places the Cl 2p core level 194 eV below the VB
centroid with an uncertainty of +1 e¢V. The SIC-LSD
prediction is —201 eV. The discrepancy of 7 eV is con-
sistent with the 6-eV difference between the SIC free-atom
2p level and experiment. As to the Li 1s band our SIC-
LSD calculation gives —54.6 eV (relative to the VB cen-
troid) as compared to —51.7 eV from experiment.’! The
discrepancy of 3 eV cannot be explained in a simple free-
atom argument, as the SIC-LSD atomic orbital energy
differs by only 0.3 eV from the observed ionization ener-
gy. One possible explanation might be an unusually large
orbital relaxation occurring around the hole left in the Li
1s band due to the poor screening of the hole by the Li*
ion.

Only a limited number of calculations employing the
HF method have been published for the LiCl crystal.
Kunz has reported HF results and also HF calculations
with correlation.”>~5* In Ref. 54 a HF band gap of 16.8
eV is given, but correlation reduces the band gap to 9.7
eV. The VB width (with correlation) is 3.6 eV. Perrot>
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FIG. 4. VB’s and CB’s of the LiCl crystal calculated by LSD
(without SIC). Centroid of the VB is set to zero energy.
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FIG. 5. VB’s and CB’s of the LiCl crystal calculated by LSD.
Centroid of the VB is set to zero.

also studied LiCl using the APW method with a muffin-
tin approximation and found the HF band gap to lie at
15.5 eV with a VB width of 2.64 eV. He also included
correlation effects which lowered the band gap to 8.5 eV.
These results may be compared to our predicted band gap
of 10.1 and 10.9 eV (with and without correlation) and a
VB width of 2.87 and 2.93 e¢V. For the CB, Kunz’s work
shows 8.3 eV for the I'ys-T';. spacing® and 10.6 eV for*?
I'3.-T'y., whereas smaller values (5.2 and 8.2 eV) are
found by Perrot®® in his correlated HF calculation. This
compares to our value of 5.6 eV for I'3s.-I". and 8.3 eV
for I"'j5.-I'1.- The larger values reported by Kunz are con-
sistent with the larger spacings he found for Ar. Again
we find much better agreement with correlated HF than
uncorrelated HF. In particular comparison with the re-
sults of Perrot, aside from a difference in band gap, is in
reasonable agreement considering the different treatments.
It is also interesting to note the slight compression of the
HF CB upon inclusion of correlation found by Perrot.
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FIG. 6. DOS for the VB of the LiCl crystal (solid curve) and
experimental photoelectron spectrum (dashed curve) of Ref. 45
with background baseline subtracted. Zero of the energy scale is
arbitrary.
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VII. DISCUSSION

The utility of a LDF approximation for electron ex-
change in the one-electron theory of insulators and semi-
conductors rests on its ability to produce an accurate and
complete description of the electronic energy bands. The
LDF theory has been very successful in treating ground-
state properties, but in the past it has consistently underes-
timated the band gap by 30—40 % and produced an accu-
rate description of only the valence region. This failure of
the LDF approximation is attributed to the incomplete
cancellation of the Coulomb self-interaction energy by the
LDF self-exchange energy. The residual self-interaction
has the effect of a nonuniform displacement of the occu-
pied bands upward relative to the CB edge. This makes
the LDF theory unsuitable for studying the numerous op-
tical processes which require accurate wave functions and
energies from the VB, CB, and core bands.

In this paper we have formulated a prescription for
modifying the orthodox LDF theory of electronic energy
bands from a fundamental standpoint to ensure complete
cancellation of the self-interaction energy. We have also
demonstrated its application to the LiCl and Ar crystals.
In our formulation the first step is the construction of the
self-interaction-free total-energy functional. Essential to
our SIC formulation is the use of localized one-electron
orbitals for evaluating the SIC terms in the energy func-
tional. Upon expressing the energy functional in terms of
the localized orbitals and applying the standard variation
procedure, we derive the SIC Schrodinger equations for
the localized orbitals. The atomiclike SIC potential for a
localized orbital so derived bears much resemblance to the
SIC potential for a free atom. However, for describing
electronic processes in solid as well as for ease in solving
the SCF equations, it is more convenient to express the
one-electron orbitals in the Bloch form. For this purpose
we utilize the linear relationship between the localized or-
bitals and the Bloch-state wave function and express the
total energy exclusively in terms of the Bloch functions.
Then we variationally derive the SCF Schrodinger equa-
tions for the Bloch-state wave functions. Each state-
dependent Hamiltonian is found to contain a periodic SIC
potential which at each lattice site consists of an atomic-
like SIC potential multiplied by an amplitude weighting
factor. The two sets of Schrodinger equations (for the lo-
calized orbitals and for the Bloch states) are, of course,
equivalent. In actual calculations the Bloch form is more
convenient. Furthermore the form of the periodic SIC po-
tential mentioned above ensures that the Bloch-state solu-
tions automatically reduce to the results of atomiclike
states for energy bands with localized charge distribution.
This provides a SIC potential which is applicable to both
localized and extended states bridging the SIC for Bloch
states with the atomiclike SIC potential for free atoms.

To facilitate solution of the SCF equations, a unified
Hamiltonian is introduced to replace the individual state-
dependent Hamiltonians. Based on a LCAO formulation,
the matrix elements of the SIC potential are largely two-
center integrals which can be computed easily. Inclusion
of SIC in a LCAO framework involves only minor modi-
fication of the existing computer codes. Finally applica-
tion of SIC-LSD to the LiCl and Ar crystals, in contrast
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to the observed shortcomings of the LSD solution, gen-
erates a solution to the one-electron problem which
achieves the stated goal of providing an accurate and com-
plete description of the electronic energy bands, i.e., the
band gap and core levels are in good agreement with ex-
perimental observations.

A unique feature of our formulation is the utilization of
a local basis in construction of the total crystal energy.
The breakdown of the LDF approximation occurs when,
condensation of the free-electron gas occurs. In a crystal,
particularly an ionic crystal, the periodic crystal charge
density deviates strongly from the free-electron behavior
around every atom site. The choice of a local basis allows
for the LDF approximation to be corrected when this
breakdown occurs. The role of the localized orbitals can
be viewed from the fundamental density-functional for-
malism. The energy functional in Eq. (1) consists of the
non-SIC part (T + V. + Uc+E,.) and the SIC term,
Ugic. Under an orbital transformation the non-SIC part
(for full bands) remains invariant. The SIC energy per
unit cell vanishes for the delocalized Bloch states. With
localized orbitals the Coulomb part of Ugc per unit cell is
negative whereas the exchange part is positive. For the Ar
crystal, the Coulomb and exchange parts of Ugic per unit
cell with the Wannier orbitals are —22.274 and 19.047
a.u., respectively. It is clear that localized orbitals, rather
than Bloch functions, must be used in Eq. (4) for evaluat-
ing Ugic. The preference of localized orbitals over the
Bloch states for calculating E, is a direct consequence of
the SIC. In fact one should transform the Bloch functions
into various sets of localized orbitals and the set which
gives the most negative value for Ugc would be the best
choice. In the present paper we fix the choice of localized
orbitals as the WF’s. In the future it would be desirable to
generate other sets of localized orbitals from the WF’s (or
the Bloch orbitals) to see if they may lead to even lower
E,.

Because of the complication involved in computing

6005

WPF’s, in constructing the SIC potentials we introduce the
approximation of replacing the Wannier charge density by
the 7 functions and the WF’s by the u functions (Sec. IV).
In order to assess the effect of this approximation on the
calculated energy-band structure let us consider a less so-
phisticated approximation in which we simply replace the
WPF’s for the VB of LiCl by the free-atom 3p orbitals of
Cl and the Wannier charge density by the free-atom orbi-
tal density. Application of this free-atom approximation
to the SIC band calculation (without correlation) alters the
band gap by 0.03 eV and the VB width by 0.04 eV as com-
pared to the corresponding values listed in Table II. Thus
the results are quite insensitive to the choice of the ap-
proximate version of the WF’s as may be expected of insu-
lators with localized charge distribution. For semicon-
ductors the WF’s differ very significantly from the atomic
orbitals, hence accurate WF’s are needed for SIC band cal-
culations. Efforts to develop a simple, practical procedure
for accurate determination of the WF’s are underway.

Finally, we wish to restate the fact that in the calcula-
tions presented in Secs. V and VI we neglect the SIC po-
tential for the CB states. Discussion of this point has
been given in Sec. IIIC, but the question of SIC for the
CB states is not fully answered. For large-gap insulators
such as Ar and LiCl, the shift of the VB by the SIC is
several eV; one can well expect the improvement in the
energy-band gap to come mainly from the SIC shift of the
VB. The SIC shift to the CB energies, however, may be-
come much more important for semiconductors as a shift
of CB by even a few tenths of an eV may significantly
alter the band gap. Work is currently in progress to study
the SIC of the CB states.
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APPENDIX A

For a simple band the WF’s satisfy Eq. (25). From the site orthogonality of the WF’s we have

En'é‘,nvzfw:’a(?*ﬁg)HnaWno(?"ﬁv)d?-

It follows from Eq. (25) that

iR iR

ana'vN_l/ze vwno(?__ﬁv)zzN—l/Ze
v v

With the use of Eq. (26) we convert the left-hand side (lhs) of Eq. (A2) into

iK-X,

S [Ho+VEC(F—R,)IN "%
v

=H
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Wno T — ﬁv)=H0¢er{( )+ 3N
v

(A1)
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—12g Ry (F—ROVSIS(F—R,)
o™ (A3)

where Hmf is given by Egs. (27)—(29). It is easily shown that HM? is periodic in l_i,,. The rhs of Eq. (A2) can be

rewritten, by means of Egs. (A1), (A3), and (26), as
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Combining this with Egs. (A2) and (A3) we get 1 . TR
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APPENDIX B v (3£0)

The 7 local density is given by Eq. (55), and
uwr( r—R,), defined in Eq. (53), is related to ¢ as

-l KK, - R
¥ o(D)=N :%_:e u, o(r—R,). (B1)
The amount of charged enclosed by 7 is
[ Mo DVT=N """
K¢
* —
f X fur (F—Ry
{ o=
Xu ai»(r-—Rv)dr=1 . (B2)

The u, - functions are akin to the WF’s because of the

similarity of Eﬂ. (B1) to Eq. (26). However, unlike the
WF’s, u o is k dependent and not site orthogonal. For a

narrow-band crystal with small overlap between the atom-
ic orbitals, the WF’s can be well approximated by averag-

ing umi.( ?—ﬁv) over k and imposing orthogonality to
the first order, i.e.,

w"”( ?)2f”0'( r)— % 2 (fnao Ifnav)fna( r— ﬁv) , (B3)
v (5£0)
where
fna(?):AN_lzu"aE»( T) (B4)
X
and A is a normalization constant,
2
A= [fao D=1 3 (Faoo| Fronfuo T—R,) | dT .
v (#£0)
(B5)

Equating the rhs’s of Eq. (26) and Eq. (B1), we utilize Eq.
(B3) to group functions exclusively on the same site,

Application of Egs. (B1) and (B6) to Eq. (55) converts 7
into a summation over v and k which, upon performing
the k summation, reduces to

Mo D) =nol VP = S Fno0 | Frov)fuol ) nl T—R,) .

v (5£0)
(B7)
The Wannier charge density, according to Eq. (B3), is

| Wao(T) | 222 | frolT) |2

- 2 (fnoo l fnav)fna( f'.)fna( r— Rv)

v (5£0)
4 (B8)

ki

where the ellipsis includes terms of the form
(fno0 | frnov)(fnoo | frog). Hence in the case of small over-
lap 7(T) and |w(T) |2 are equivalent.

APPENDIX C

If we approximate the Wannier charge density by the
local density, the SIC energy defined in Eq. (4) becomes

Usic=2X,Usic » (Cl)
v

UEIC = "'2{ Uc[nna( ?_ﬁv)]"’“Exc[nno(F- I_iv)’o]} .

(c2)
With the use of the new version of Ugjc, the SIC potential
AV:;% for each Bloch wave function ¢MT{ is derived

from part of a norm-conserving variation of the total en-
ergy E, with respect to l/J:UT(» and is given by

8[]gIC anna(?’"ﬁv)
M,.(F—R,) S -
AV (1= 5 2ok (€3)
na'—l?

Performing the required variations yields Egs. (57) and
(56).
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