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Neutron scattering studies have been performed on amorphous (Fel „Mn )75Pl6B6A13 alloys for
several concentrations x bracketing the spin-glass-ferromagnetic multicritical point found from

0

magnetization measurements. The amorphous structure factor has been measured to 4.0 A ', and

changes considerably for x near the multicritical concentration. For the most Mn-rich sample
(x=0.35), the small-angle scattering is well described by a single Lorentzian. The corresponding in-

0

verse ferromagnetic correlation length ~ remains nonzero (less than 0.04 A ') at all temperatures.
For x=0.32, the Lorentzian scattering profile persists. As T is reduced, v decreases to a value in-

distinguishable from zero and subsequently increases, as it should for a ferromagnet which evolves

into a reentrant spin-glass. For progressively smaller x, the scattering function at low temperatures
shows increasing deviations from the Lorentzian form, and instead is consistent with a power law

Q with 2 & ct & 3. These results are very similar to those found in other alloy series which display
both ferromagnetic and spin-glass behavior. We argue that this power-law form of the spin correla-
tions in the reentrant phase provides an important clue to the nature of the ferromagnet —spin-glass
transition and the reentrant state itself. This leads us to a detailed heuristic model for the phase di-

agram and phase-transition behavior, including the reentrant phenomenon. The model is based on a
decomposition, via the frustration mechanism, of spin systems with exchange interactions of ran-
dom sign, into spin-glass-like and ferromagnetic networks. Many of the experimental results are ex-
plained in terms of random-field effects which arise when the ferromagnetic and spin-glass order
parameters are coupled together.

I. INTRODUCTION

In 1975, Sherrington and Kirkpatrick' calculated the
magnetic phase diagram for an Ising spin system with in-
finite range interactions selected from a Gaussian distribu-
tion with mean Jo and standard deviation J. Not surpris-
ingly, they found a paramagnetic (PM) to ferromagnetic
(FM) transition for large values of Jo/J. For small Jo/J,
they found a paramagnetic to spin-glass (SG) transition of
the type described by Edwards and Anderson. Finally,
for Jo/J of order unity, they discovered that with decreas-
ing temperature, the system underwent a PM-FM order-
ing transition followed by an FM-SG "disordering" tran-
sition. After this calculation was published, experimental-
ists identified several magnetic alloys which seemed to ex-
hibit such "reentrant" spin-glass (RSG) behavior. Initial-
ly, many of the alloys in question were nonmagnetic met-
als with moderately dilute magnetic impurities, and conse-
quently SG and RSG phenomena were thought to be
unique to systems, such as (Pdt «Fe» ) t „Mn, with
strong Ruderman-Kittel-Kasuya- Yodisa (RKKY) interac-

tions between distant spins. More recently, SG and RSG
behavior has been observed in concentrated spin systems,
including the dilute magnetic semiconductors
Eu Sr& S, the polycrystalline metals Fe3A1&, and
the amorphous alloys (Fe& „Mn„)75P&686A13. These
are systems where randomness in the sign of the exchange
interactions is brought about by random alloying, al-
though not necessarily with nonmagnetic impurities, of
exchange-coupled ferromagnets. Other systems exhibiting
FM-RSG-SG behavior are metallic ferromagnets diluted
with nonmagnetic or weakly magnetic atoms to a concen-
tration near the FM nearest-neighbor percolation thresh-
old. ' . This class includes Fe& „Cr„, Fe~ Au, and
(Fe& +Ni„)75Pt686A13. Thus SG and RSG phenomena are
not peculiar to dilute systems of spins coupled via long-
range RKKY interactions, but are common to a wide
range of random alloys with competing interactions be-
tween spins.

To date, magnetization measurements have provided
most of the evidence for the existence of RSG phases.
However, because they must be performed in finite ap-
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plied fields, such measurements do not necessarily prove
that a well-defined FM-RSG phase transition can occur.
Furthermore, they yield little microscopic information,
especially about the spin-spin correlations in the RSG
phase. While neutron scattering experiments do not share
the sensitivity of bulk measurements, they can be per-
formed in zero applied field and give microscopic infor-
mation. Consequently, we have carried out a detailed neu-
tron scattering study of a concentrated spin system, name-
ly amorphous (Fe, „Mn„)75P]6B6A13, near its FM-SG
crossover.

%'e chose to study this particular alloy series for several
reasons. Firstly, Yeshurun et al. have characterized it
extensively by magnetization measurements, which they
analyzed assuming a scaling hypothesis where the transi-
tion temperatures as well as the associated critical ex-
ponents were treated as free parameters. The resulting
phase diagram, which features a FM-SG-PM multicritical
point at x =xm, =0.35 and T= T~, =42 K., is reproduced
in Fig. 1. The ac susceptibility measurements of Geohe-
gan and Bhagat give the same FM-PM phase boundary,
but indicate that the SG-FM line is displaced upwards by
-20 K with respect to the corresponding line found by
Yeshurun et al. Secondly, because the amorphous
(Fe& „Mn„)75P]686A13 alloys are formed by rapid quench-
ing from the melt, structural properties vary smoothly
over the entire composition range and metallurgical clus-
tering is unlikely. Finally, both the temperature and Fe
concentration at the SG-FM multicritical point are rela-
tively high, which suggests that the spin-density and ex-
change interactions are large enough to make inelastic
neutron scattering studies fairly straightforward.

The principal evidence that (Fe& „Mn„)75P]686A13 is
characterized by competing exchange interactions is the
phase diagram (Fig. 1) itself. The pure-iron system with
x =0 is a ferromagnet with T, =630 K. If the Mn-Fe and
Mn-Mn interactions were ferromagnetic, then the fer-
romagnetic state would persist for all x. If the interac-
tions were either zero or very weak, we would expect T, to
decrease gradually with x, going to zero at x=0.8. In-
stead, T, drops precipitously as x is increased, with the
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FICi. 1. Magnetic phase diagram of (Fel „Mn )75+]6B6A13
from Ref. 6. Solid points represent our measured Curie tem-
peratures; open circles, the lower temperatures at which the

Q =0.02 A ' SANS intensity peaks (see Fig. 4).

ferromagnetism vanishing for x ~0.35. This can only be
understood in terms of antiferromagnetic Mn-Fe and,
presumably, Mn-Mn interactions.

In this and a planned future publication, " we present
our quasielastic and inelastic neutron scattering experi-
ments on (Fe& „Mn~)75P, 686A13. The current paper de-
scribes the quasielastic measurements performed for four
manganese concentrations x near x, . In a preliminary
report on our work, we proposed a model for the FM-
RSG transition. This model involves random-field ef-
fects, and is based on concepts borrowed from percolation
theory. It accounts for features of both our data on
(Fe~ „Mn„)75P~686A13, and similar results for other ran-
dom magnetic alloys with competing interactions. The
aim of this paper is not only to give a complete descrip-
tion of our experimental data, but also to discuss, in more
detail, our model for the FM-RSG crossover.

We turn now to the organization of this paper. Section
II describes the experimental procedure, while Sec. III is
concerned with the measured structure factors of the
amorphous (Fe~ „Mn„)7&P,686A13 samples. In Sec. IV,
we present our data on the magnetic scattering near the
forward direction. We note that Rainford and collabora-
tors have collected data identical in many, but not all
respects, for a very similar material, amorphous
(Fe, „Mn„)soP&6C4. Section V contains a discussion of
the random-field model for the FM-RSG crossover. In
Sec. VI, we show how this model accounts for the experi-
mental features of (Fe~ Mn„)75P~686A13 and other sys-
tems. Finally, Sec. VII summarizes our findings and indi-
cates directions for future research.

II. EXPERIMENTAL

A. Samples

The amorphous (Fe& «Mn„)75P~686A13 ribbons used in
our experiments were prepared by centrifugal quenching.
Apart from the substitution of "8 for the strongly ab-
sorbing isotope ' 8, these samples differ in no respect
from those extensively characterized by ac susceptibility
and dc magnetization measurements. Approximately 5 g
of the ribbon material were packed into a 1-cm-diam
cylindrical aluminum sample holder, which in turn was
mounted in a Displex cryostat (or flow Dewar for
x =0.65) whose temperature could be regulated to better
than 0.5 K between 9 and 359 K. Table I lists the samples
studied, their transition temperatures, and the neutron
scattering measurements performed on them. The alloy
compositions cited are the concentrations of the melts
from which the ribbons were formed. Therefore, they are
to be regarded only as nominal compositions. Indeed,
there are discrepancies of order 0.05 between these nomi-
nal values for x and the values obtained from electron mi-
croprobe measurements on (Fe& „Mn„)75PJ686A13 films.
Fortunately, the Curie temperatures of these alloys depend
strongly on x (see Fig. 1), and consequently serve to
identify —with little uncertainty —samples on the fer-
romagnetic sid.e of the phase diagram.
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TABLE I. Properties of (Fe& „Mn„)75P&686A13 alloys used for our neutron scattering study. The last three columns indicate the
types of neutron scattering measurements that we have performed.

Neutron scattering
measurements

0.40
0.35g

0.32
0.30
0.25
0.20

bulk

42+2
100+2
107+2

293+4

bulk'

none
104
114

280

SANS
(Q=0.02 A ')

88+3
143+2
221+1
340+ 5"

bulkb

42
32+2
31+2

bulk'

42
63
54

34

SANS
(Q=0.02 A ')

42+ 10
50+3
20+3

SANSd

X
X
X
X

IENS'

X
X
X

ASF~

X
X

X
X

'Nominal concentrations, given by ratios between starting materials.
Yeshurun et al. (see Ref. 6).

'Geohegan and Bhagat (see Ref. 6).
Small angle neutron scattering {reported in this paper).

'Inelastic neutron scattering (to be described in a future paper).
Amorphous structure factor (reported in this paper).

gBulk measurements were reported for x =0.34.
"Measured on conventional triple-axis spectrometer for Q =0.03 A

B. Neutron scattering technique

The experiments were carried out at the Brookhaven
National Laboratory High Flux Beam Reactor (HFBR).
We measured the amorphous structure factors using con-
ventional triple-axis spectrometers. Pyrolytic graphite
crystals, set for the (002) reflection, functioned as mono-
chromators and analyzers. The spectrometers were
operated in the elastic mode, with neutron energies
E =14.7 or 48 meV.

By definition, no scattering function for an amorphous
system, such as (Fe& „Mn„)75P]686A13, is periodic in re-
ciprocal space. Consequently, long-wavelength spin fluc-
tuations must be probed near the forward direction. Be-
cause of their relatively poor vertical resolution, and com-
plications due to the direct, unscattered beam, triple-axis
spectrometers are not ideal for measurements of quasielas-
tic scattering at small angles (20(3 ). For our investiga-
tion of magnetic scattering, we have used a more suitable
apparatus, namely the small-angle neutron scattering
(SANS) spectrometer of the Brookhaven National Labora-
tory Biology Department. This instrument consists of a
monochromator followed by a collimating tube with cir-
cular apertures at either end, and an 18&(18-cm wire
chamber detector placed two meters beyond the sample.
For the x=0.25 and 0.35 samples, we used a pyrolytic
graphite monochromator. The incident neutron energy
was 14.7 meV (A, =2.36 A), and the resolution, measured
from the direct-beam profile, was 0.006 A ' [halfwidth at
half maximum (HWHM)]. For the x=0.68 and 0.70
samples, the spectrometer was installed at the cold neu-
tron facility of the HFBR, and the incident beam was
monochromated by an Fe-Mn multilayer with a d spacing
of 73 A and an uncertainty b,did =0.08 (HWHM). The
neutron energy selected was 3.3 meV (A, =5 A, and the Q
resolution of the spectrometer was 0.003 A ' (HWHM) at

2t9=0. The data reported below are averages of the ob-
served intensities taken over rings concentric with the
beam incident on the detector. A cylindrical beamstop
protected the detector from the direct beam and fixed the
lower limit (0.012—0.025 A ') on the range of momentum
transfers over which useful data could be collected. Be-
cause this cutoff was always considerably higher than the
resolution, resolution effects could be ignored in our
analysis. Note that the combination of the circular colli-
mator and the position-sensitive detector allowed us to
avoid the difficulties caused by the substantial vertical
divergence of ordinary triple- or double-axis spectrome-
ters. Inelastic scattering measurements, performed on
triple-axis spectrometers and to be described in a future
paper, " justify the quasielastic approximation in the
SANS studies of all four samples. This means that we are
measuring the Fourier transform of the instantaneous
spin-correlation function. Thus, the observed magnetic
scattering is proportional to

a2„"„=f,„', d~-y(Si S.)exp[t'Q'(rl r )].
BQ Bco

In Eq. (1) the spins SI are located at the sites r~ and Q is
the scattering vector.

III. AMORPHOUS STRUCTURE FACTOR

Figure 2 displays the measured structure factors for
three samples. Two of these (x =0.40 and 0.35) are on the
spin-glass side of the phase diagram (see Fig. 1 and Table
I), while the last (x =0.20) is the most iron-rich sample
that we have studied and is on the ferromagnetic side. No
Bragg peaks can be seen in Fig. 2, which confirms that
our samples are truly amorphous. A large maximum
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in a crystalline substance, p(Q) consists of a set of 5 func-
tions centered at reciprocal-lattice points. On the other
hand, in amorphous solids such as (Fe~ „Mn„)75P~6B6Als,
p(Q) is a smooth function with its first maximum at
2m. /a, where a is a suitably defined mean interatomic
spacing.
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FIG. 2. Amorphous structure factor measured for
(Fe~ „Mn„)75P)6B6A~3.

0

occurs at a wave vector Q=3. 1 A close to that of the
lowest-order reflection (110) of crystalline (bcc) iron.
With increasing x, a maximum also develops at Q=1.7
A . One possible cause is short-range antiferromagnetic
order; note that the spectrum for x =0.40 [Fig. 2(a)],
where the maximum is most pronounced, was collected at
10 K. Upon warming to 200 K, the maximum is reduced
by less than 15%, and spin-polarized neutron scattering
measurements' show that the spectra at room tempera-
ture are almost entirely accounted for by processes not in-
volving a neutron spin flip. Therefore, the maximum at
Q=1.7 A is due primarily to positional correlations be-
tween the Fe and Mn atoms in the amorphous solid. The
neutron scattering technique is particularly sensitive to
such correlations because the scattering lengths of Fe and
Mn are of opposite sign: b F, ——0.96 and
bM„———0.37)&10' cm. ' In contrast, Fe and Mn have
nearly identical x-ray scattering lengths because they are
neighbors in the Periodic Table.

Figure 2(c) shows spectra taken at temperatures T above
(350 K) and below (250 K) the measured Curie point
T, =325 K for x=0.20. As T is reduced through T,
there are two important changes in the spectra: (a) The
scattering near the forward direction (Q ~0.5 A ') de-
creases, and (b) the maximum at Q=3. 1 A ' grows. (a)
corresponds to the reduction in spin fluctuations as fer-
romagnetic order sets in. (b) is due to ferromagnetic-
order-parameter scattering, which, quite generally, is pro-
portional to the Fourier transform p(Q) of the pair-
correlation function for the magnetic species. Recall that

A. Constant-Q temperature scans

Figure 3 shows the temperature dependence of the scat-
tered neutron intensity at momentum transfers Q=0.02
and 0.03 A '. For the most Mn-rich [x=0.35, see Fig.
3(a)] compound, there is little change as a function of tem-
perature, and the principal feature of the data is a broad
maximum centered near 40 K, which is approximately
where the phase diagram of Yeshurun et al. (Fig. 1)
would place the SG transition. As x is decreased to 0.32
[Fig. 3(b)] the data evolve much more dramatically with
changing T. In addition to a broad maximum which
occurs at consistently lower temperatures as Q is in-
creased, there is now an anomaly, barely visible in Fig.
3(b), for all values of Q at T=88+3 K. The data for
x =0.30 [Fig. 3(c)] are qualitatively similar; here the
upper anomaly has developed into a well-defined peak at
T=143+2 K, awhile the lower maximum is more intense
and has moved to lower temperatures. Finally, for
x =0.25 [Fig. 3(d)], we see a sharp maximum at
T=221+ 1 K, and a dramatic increase in the scattered in-
tensity at temperatures below 80 K.

In Table I the characteristic temperatures given by in-
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FIG. 3. Temperature dependence of SANS intensity for
Q=0.02 and 0.03 A '. No background corrections have been
made.



5164 AEPPLI, SHAPIRO, BIRGENEAU, AND CHEN 28

spection of our SANS data are compared to the bulk tran-
sition temperatures. The high-temperature anomalies for
the samples with x (0.32 represent the critical scattering
associated with PM to FM transitions in these materials.
Indeed, the corresponding temperatures T„ indicated by
the filled circles in Fig. 1, fall near the PM-FM phase
boundary deduced from the earlier scaling analysis of the
magnetization measurements.

Because the positions Tt(Q) of the low T maxima in
Fig. 4 change with Q, we cannot with certainty extract
lower critical temperatures T) =Tt (Q=0) to compare
with the RSG transition temperatures found by other
techniques. However, assuming that T~(Q) continues to
increase with decreasing Q, we can use our Q =0.02 A
data (Fig. 3) to place lower limits of 50 and 20 K on TI
for x =0.32 and 0.30, respectively. These bounds are indi-
cated by open circles in Fig. 1. For x =0.32, T(Q =0.02)
A ' falls between the values of Tg obtained directly from
the susceptibility measurements of Geohegan and Bhagat,
and those extracted in the scaling analysis of Yeshurun
et al. , while for x =0.30, it is below the results of both
bulk experiments.

B. Q dependence of the scattered intensity

We emphasize that the data of Fig. 3 are raw in the
sense that no attempt has been made to correct for non-
magnetic background scattering. To estimate the Q
dependence of the magnetic scattering, such correction is
essential and we have followed the standard procedure of
subtracting as background the highest temperature spectra

I- Mn „)7 5 P 16 B6 A13
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collected at each x. Figures 4 and 5 show the resulting in-
verse intensities I '(Q) plotted vs Q at various tempera-
tures. On such plots, Lorentzian scattering profiles
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FIG. 5. Inverse intensity I ' vs Q' for (a) x =0.30 and (b)
x =0.32, the two samples studied using cold neutrons (E; =3.3
meV). Background spectra were taken at T=330 and 250 K for
x =0.30 and 0.32, respectively.
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FIG. 6. Temperature dependence of inverse correlation
length ~ and Lorentzian amplitude A for x =0.35 (open circles)
and x =0.32 (closed circles).
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—K . For x =0.35, Eq. (2) always gives an excellent
description of the data. Figure 6 shows the temperature
dependence of the amplitude A and the FM inverse corre-
lation length ~=) ', obtained from least-squares fits of
Eq. (2) to the data. These results should not be considered
quantitatively exact because the background was collected
at a relatively low temperature (200 K). Even so, it is
clear that g remains finite for all T and reaches a max-
imum of -25 A near T=50K.

As is evident from Fig. 5(b), the Lorentzian form Eq.
(2) also describes the low-Q (Q&0.04 A ') data for
x=0.32. However, ~ and A undergo very different T-
dependent evolutions (see Fig. 6) compared with that for
x=0.35. Notably, as T is lowered, a first decreases to
0.01 A ' at T, =88 K, the temperature at which the
upper anomalies in the constant-Q scans [Fig. 3(b)] occur.
Only subsequently, for 45 & T & 60 K, does ~ seem to van-
ish, as it should in a normal Heisenberg ferromagnet
below its Curie point T, . With further decreases in T, ~
Encreases monotonically so that at 10 K, the FM correla-
tion length (& 50 A. The temperature dependence of the
amplitude A is equally peculiar. For T & 60 K, A remains
constant as in a norma1 ferromagnet aboue T, . ' There is
a substantial increase in A near 50 K followed by a gradu-
al increase at the lowest temperatures. As we shall discuss
later in this paper, the fact that ~ does not appear to go to
zero at T, may be an artifact due to a distribution of T, 's
in the sample; however, we believe that all of the other ob-
served phenomena are intrinsic features of FM-RSG sys-
tems.

Figure 5(a) shows typical spectra for x=0.30, while
Fig. 7 displays the temperature dependence of the

(FeI x Mn„P B Al

Lorentzian fitting parameters. At high temperatures,
these data are quite similar to those for x=0.32. The
magnetic scattering is considerably more intense, but ~
still reaches a nonzero minimum at the nominal FM-PM
transition. The amplitude behaves more as in a normal
FM: A remains constant for T ~ T, while it decreases no-
ticeably for 90& T & T, . For all T &50 K, ~ is indistin-
guishable from zero (i.e., ~ &0.005 A '). Furthermore, in
this temperature range, the observed I(Q) shows clear de-
viations from the Lorentzian form Eq. (2), represented by
solid lines in Fig. 5(a). Indeed, power-law singularitiesQ, with a )2 describe these data more adequately, as
indicated by the dashed lines in Fig. S(a). Figure 8 shows
the temperature dependence of the exponent a where a
was varied freely in fits to the data. Note that the devia-
tions from the standard Q form are most severe not at
the lowest temperatures, but at T=30 K.

For x =0.25, the high-temperature (T& 160 K) data
again obey Eq. (2) [see Figs. 4(b) and 7]. In this case,
however, ~ does become indistinguishable from zero at T, .
Below T„~ increases slightly with decreasing T, while for
T & 160 K, it remains zero to within experimental error.
Consistent with the notion that this material is a fer-
romagnet below T, =221+ 1 K, the amplitude A ( T) de-
creases below T, . However, A (T) always remains larger
than Asw(T)= —', A(T, )T/T, where Asw(T) is the
standard spin-wave —dominated fluctuation amplitude as-
sociated with Heisenberg ferromagnets. '" Indeed, for
T &90 K, A increases again, and the scattering profile
shows even greater deviations from the 1/Q law than for
x =0.30: At the lowest temperatures, the data are well
represented by a power law Q

~ where a=2.5. Unlike
the behavior for x =0.30, the fitted exponent a, indicated
by the solid circles in Fig. 8, increases monotonically with
decreasing temperature for x =0.25.

I
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Q +w

x=0.30
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V. DISCUSSION: RANDOM FIELDS
AND THE FM-RSG CROSSOVER

A. Introduction

O.OS To begin, we summarize our experimental findings and
compare them to the results of measurements on other
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FIG. 7. Temperature dependence of inverse correlation
length ~ and Lorentzian amplitude A for x =0.30 (open circles)
and x =0.25 (closed circles).
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FIG. 8. Temperature dependence of exponent a in power-law
fit to the data for x =0.30 and 0.25.
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random magnetic systems. Firstly, there is an anomaly in
the critical scattering at the ferromagnetic transition, but
the inverse correlation length a does not appear to go to
zero. This behavior is commonly observed in random al-
loys ' and in most cases is believed to originate simply
from a spread on T, 's. This does not, of course, rule out
mechanisms intrinsic to FM-SG-RSG systems. Secondly,
deviations from the Lorentzian form [Eq. (2)] for the
scattering profile are seen at low temperatures, and the de-
viations are larger for the more ferromagnetic samples.
SANS measurements on Eu„Sr& S, '" Fe Cr& „,' and
PdFeMn (Ref. 16) yield similar results. Thirdly, for the
FM sample (x =0.32), where the Lorentzian form holds
at all T, the inverse FM correlation length ~ is indistin-
guishable from zero for intermediate T and increases
monotically as T is reduced below a certain temperature.
Rainford et al. have not observed this in
(Fe& Mn )spP~6C4 but a recent neutron scattering study
has revealed analogous behavior in Euo 52Sro 4.&S.

As we have just described, the neutron scattering results
for (Fe& „Mn„)75P]6B6A13 are very similar to those for
other random magnetic alloys, some of which are neither
amorphous nor metallic. The same is true of the available
bulk susceptibility data. The remarkable universality of
the empirical results for RSG alloys suggests that the ex-
planation for these results must be quite general and rely
on the feature common to all RSG alloys, namely magnet-
ic interactions which are random in sign. Many calcula-
tions of RSG behavior invoke infinite-range interactions
to facilitate computations. This approach is adequate
for model systems, but in our view, is highly unlikely to
describe real concentrated spin systems like
(Fe~ „Mn„)7~P2686A13 and Eu„Sr~ „S, where the short-
range interactions are both large and random in sign. In
particular, we believe that local geometric effects are an
essential feature of the RSG phenomenon and an infinite-
range model cannot possibly contain such effects. In two
previous papers ' we gave brief descriptions of a model
which takes competing short-range interactions into ac-
count. For RSG behavior to occur within this model, a
true SG phase —in the Edwards-Anderson sense —need
not exist. The only stipulation is that the relaxation rates
for certain spins must become anomalously small as the
temperature is reduced. This requirement can be met be-
cause both experiments on real materials and computer
simulations' of short-range spin glasses show that the SG
"phase" is characterized by hysteresis effects and long re-
laxation times.

In this section, we present our mode1 and its experimen-
tal consequences in greater detail. The discussion is or-
ganized as follows. Borrowing concepts from magnetic
percolation theory, we first review how frustration al-
lows a decomposition of the spin system into FM and SG
networks. ' ' In the following sections, the consequences
of the coupling between the two networks are explored.

B. Decomposition of spin system
into FM and SCx parts

some nonmagnetic host. ' If these ions are coupled only
via short-range interactions, there will be a percolation
threshold p, & 0 such that for p &p„ the ions will exist in
finite clusters, isolated magnetically from each other (Fig.
9). Thus, the range of spin correlations is also finite, and
the system can never display a net magnetic moment. On
the other hand, if p &p„an infinite connected network of
spins does exist, and consequently a macroscopic moment
can develop at low temperatures. Even so, finite spin
clusters, decoupled from the infinite network by interven-
ing nonmagnetic ions, persist if p&1. As p approaches p,
from above, the fraction of spins in such clusters ap-
proaches unity, that is, all the spins are in decoupled clus-
ters and the long-range order disappears.

In systems with competing exchange interactions, it is
also possible to isolate clusters of spins from each other.
The decoupling mechanism is frustration, illustrated in
Fig. 10, which is not as simple as bond percolation. We
start with an ordered, square ferromagnet and replace a
small number of positive exchange bonds with negative
bonds of equal magnitude. Figure 10(a) shows a particu-
larly simple bond configuration which can result. The
spin in the center is frustrated —no direction is favored—
because it has zero net coupling to its ferromagnetic envi-
ronment. Figures 10(b) and 10(c) show how larger clusters
of spins can be similarly decoupled from ferromagnetic
surroundings. The classical ground states of these clus-
ters, when considered by themselves, are ferromagnetic. It
is also possible to consider decoupled clusters which in-
clude negative exchange bonds and consequently have
nonferromagnetic ground states [Fig. 10(d)]. En general,
we state that a spin cluster is decoupled from its FM envi-
ronment if the interfacial energy is invariant with respect
to global (uniform) rotations of a ground state of the clus-
ter. This means that an equal number of positive and neg-
ative bonds must join the cluster spins to the FM spins. A

Ci () C

0 G

DECOUPLED CLUSTERS
(PERCOLATION PROBLEM)

O MAGNETIC ION

NONMAGNETIC ION

Let us review briefly the percolation problem, where
magnetic ions occupy a random fraction p of the sites in

FIG. 9. Magnetically decoupled clusters in the percolation
problem with nearest-neighbor exchange.
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(b)

o

o

also show that in finite systems (20&&20) there are extend-
ed boundaries where the net interaction is weak but nega-
tive, causing the spin direction to change sign across the
boundary. Maynard and Rammal ' argue that these anti-
phase boundaries may generate a stable "random anti-
phase state" at low temperatures. We believe that this
state will be difficult to distinguish from SG and RSG
states, especially when one incorporates the random-field
effects discussed below.

C. Coupling between SG and FM networks

(c) 1—- ——0

o ~o

o o —0 0
I

(e)

We now consider the case where x is between xsG and
xFM. Here there are two infinite connected networks:
The first contains spina S; coupled ferromagnetically
while the second only has finite connected FM subnet-
works containing spins oj. The corresponding Hamil-
tonians are

FICx. 10. Spins frustrated with respect to FM environment:

single spin (a), multispin clusters with FM ground state [(b), (c),
and (e)], cluster with nonferromagnetic ground state (d). Dashed
lines correspond to antiferromagnetic couplings; all other
nearest-neighbor pairs are coupled ferromagnetically. Note that
the bond configurations in (c) and (e) are the same.

HF —g J——iS;.S

with J~i ) a d

as ———gl, ,o, o, . (4)

stronger form of decoupling entails invariance of the in-
terfacial energy with respect to local (position-dependent)
rotations of the spins inside the cluster. Clusters (a), (b),
and (d) differ from (c) in that they are decoupled in this
local sense. Such local rotations generate excited states of
the clusters.

With frustration decoupling in mind, we define four
thresholds, analogous to p, in the percolation problem,
that can be crossed by the concentration x of negative ex-
change bonds introduced into an otherwise ferromagnetic
system. The first, xsG. , will correspond to the percolation
threshold for spins o.; belonging to "decoupled" clusters,
and the second, x FM, to the concentration beyond which it
becomes impossible to define an infinite FM network of
unfrustrated spins Sj The third and fourth are merely the
antiferromagnetic analogs of xFM and xso. In certain real
RSG alloys, such as Eu Sr& „S, the ratio of positive to
negative bonds is changed by introducing nonmagnetic
constituents into a ferromagnet. This means that these al-
loys will display no crossover from spin glass to antifer-
romagnetic behavior. Instead, the spin-glass region of the
phase diagram will be bounded by the ordinary magnetic
percolation threshold xz. In crystalline Eu„Sr& S, the
onset of SG behavior occurs at x =0.14, which indeed is
the next-nearest-neighbor percolation threshold for an fcc
lattice. '

As we discussed previously, the above concept of frus-
tration decoupling was motivated by the computer simula-
tions of Binder et al. More recently Barahona et al. '

have studied in some detail the ground states of frustrated
2D Ising models as a function of the negative bond con-
centration. Their results show clearly the generation of
decoupled clusters by the frustration mechanism. They

HF, taken by itself, is the Hamiltonian for a ferromagnet
with Curie temperature T, . Similarly, Hq describes a spin
glass which undergoes freezing near a temperature Ts.
Figure 11 sho~s schematically how Tg and T, might vary
with (a) the concentration of negative exchange bonds ran-
domly substituted for positive bonds of equal magnitude,
and (b) a nonmagnetic ion concentration in a real alloy
such as Eu„Sr& „S. The T=O thresholds xFM, xso,
xAsG, xAFM, and x& are as defined in Sec. V B above. We
note parenthetically that the decomposition of a system
with exchange bonds of random sign into SG and FM net-
works is not necessarily unique. Figures 10(c) and 10(e),
which show two ways of apportioning spins to an FM net-
work and a "decoupled" cluster, illustrate this point.
However, it is probable, but unproven, that the tempera-
tures T, (x) and T~(x) do not depend upon the particular
decomposition chosen. We take this view primarily be-
cause of the recent work of Maynard and Rammal on
two- and three-dimensional Ising models with exchange
interactions of random sign. ' Also, the computer simula-
tions of Binder et al. on Eu„Sr, „Sgive T, (x) and xFM
in excellent agreement with bulk measurements, where
random-field effects are suppressed by applied fields.

In the percolation problem, the spin clusters are decou-
pled from each other by virtue of physical separation, and
so the net Hamiltonian is merely the sum of the Hamil-
tonians for the decoupled clusters —both finite and
infinite —in the system. The problem of mixed exchange
interactions is different, because here the net Hamiltonian
0& includes bonds joining the FM network to the frus-
trated clusters of spins o.J. Therefore, there must be a
coupling term,

~c ——g X,, o. .s, ,
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FM

SG FM AFM ASG

still occur in the presence of Hc. This should also be true
where the effective field from H& is nonzero, but much
less than kTg. However, because Hc may break the de-
generacy between I cr; I and other SG ground states not re-
lated to Ic7; I by some uniform rotation, the freezing tran-
sition here will typically have different properties than
when the o.; are isolated from the FM network. Notably,
the characteristic temperature will be shifted from Tz to
Tg; it seems likely that due to the decreased ground-state
entropy brought about by Hc, Tz ~ Tz.

We now turn to the opposite limit where an SG transi-
tion has taken place and the spins o.; are frozen. The cou-
pling H& can be rewritten as

Hc= g S.h, ,

FM

XSG

h;= g(o, )K,,
J

In other words, Hc acts to impose a random field on the
FM network. Recent theory and experiments indi-
cate that the presence of a random-field term is equivalent
to a reduction in the spatial dimensionality of the system
by two. In particular, an infinitesimally small random
field will destroy long-range FM order in a three-
dimensional short-range-coupled Heisenberg magnet. To
understand the effects of a random field on the spin-
correlation function and its Fourier transform S(Q), re-
call first that for an ordered Heisenberg system,

X

FIG. 11. Schematic phase diagram for RSG alloy. In (a) x is
the concentration of negative exchange bonds, in (b), x is a non-

magnetic ion concentration. Dashed and solid curves represent
transition temperatures for spin-glass and antiferromagnetic net-
works, respectively.

in the decomposition

H+ —HF +Hs +HQ

It should be emphasized that in the percolationlike alloy
systems such as Fe& „Cr and (Fei „Ni„)P7586A15 there
will be long-range RKKY interactions both between the
"isolated" clusters and between the clusters and the
infinite network. In the percolating insulator
KMn Zn~ „F4,' dipolar interactions couple the clusters
to each other and the infinite network. Thus Hc is non-
vanishing in spin systems which exhibit RSG behavior
near their ordinary percolation thresholds.

We now consider the effect of H& in the limits where
either the spins S; are ferromagnetically ordered or the SG
spins o.; are frozen. In the first case,

Hc=M' g i7JKij (7)
L,J

where M = (S; ) T is the net magnetization.
By the definition of our decoupling scheme, Hc is in-

variant with respect to uniform rotations of an SG ground
state jo.; I. Thus, collective freezing among the o; can

S(Q)=»(Q)+-, S,(Q)+ 3S~~(Q) . (10)

In Eq. (10) the coefficient A is directly proportional to the
square of the order parameter (e.g. , the magnetization for
a ferromagnet). The transverse f'luctuations are spin
waves, and accordingly, Sj(Q)-Q . Finally, S~~ ac-
counts for the longitudinal spin fluctuations. Ordinarily,

S~I is well described by a Lorentzian of width ~I, ~I grows
from zero as T is reduced below T, . One may write the Q
dependence explicitly:

S(Q)=»(Q)+, +
Q Q +~i

SI(Q) A A +B
(Q'+ ~'" Q'+ ~' Q'+ ~&

' (12)

The relationship between aI and ~ is not known at present.
From the perspective of ordinary critical phenomena,
where scattering functions take the form Q

' "' with 7)

small but positive, the most unusual feature of Eq. (12) is
the presence of the Lorentzian squared "order-parameter"
term. Not so surprising is the Lorentzian "spin-wave"
term 8'(Q +v ) ', since over lengths short compared to

', the system still appears ferromagnetic. We include a
mathematically redundant coefficient 2" to emphasize

Based on heuristic arguments as well as experimental re-
sults for Ising systems, imposition of a random field
on a system with spatial dimensionality d (4 converts

S(Q) in Eq. (10) to
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that the random field converts the 6-function order-
parameter scattering of Eq. (10) into the sum of a
Lorentzian and its square. A simple domain-wall argu-
ment shows that the random-field-induced inverse corre-
lation length,

If we require the Lorentzian squared term in Eq. (12) to
become the 5-function term in Eq. (11) as h; —+ 0, we find
that

A'- ~M~ (14)

where M is the magnetization for h; = 0. This has been
confirmed experimentally in both Rb2Co„Mg& F4 and
Co Zn~ „F2. To interpret data, it is useful to know
that for fixed Q and A', and varying Ir, the Lorentzian
squared term in Eq. (12) has a maximum when 1~=Q/v 3.

D. Phase diagram and FM-SG crossover

In the previous section, we discussed the consequences
of the coupling Hc between FM and SG networks in the
limits of frozen FM and SG order. The important con-
clusions were that SG order can destroy FM order, while
FM order can change the nature of the SG transition.
Consequently, for general spatial dimensionality d, it
makes sense to speak of renormalized (by Hc) critical
temperatures T~ and T,' corresponding to T& and T, . We
now describe what happens in the x-T plane for d =3 in
terms of these characteristic temperatures Tg and T,',
which can be defined at each x.

In general, if T & Tg the SG will impose on the FM net-
work an effective random field with mean-square ampli-
tude directly proportional to the Edwards-Anderson order
parameter qFA.

(ih; )-(zJ) ( i; i
)-(zJ) qEA. (15)

The quantity z measures the fraction of spins S; coupled
to the SG network via (positive and negative) exchange
bonds of average magnitude J. As x~ xFM, the FM net-
work contains vanishingly few spins and z~ 1. There are
two cases to consider.

(I) T, & Ts. Because of the random-field effects, there
cannot be any FM transition at any temperature, and so
T,' is undefined. The experimental behavior will be the
same as that expected when a random field is applied to a
pure FM above its Curie point. The scattering profile will
be predominantly Lorentzian and, with decreasing T, the
inverse correlation length v will decrease towards a
minimum at some To where To &T~; depending on the
explicit concentration, ~ may actually increase again for
T & To as the random fields increase in strength.

(2) T,' & Tg FM order ca.n develop for T,' & T&Tg,
while for T& Tg, it will be destroyed and ~ will grow
from zero according to a formula like Eq. (13). Close to
the multicritical point defined by T,' =Tg, the scattering
should be predominantly Lorentzian, as when T,' &Tg.
However, as T,' —Tg becomes larger, the Bragg scattering
at low temperatures should include a correspondingly
larger Lorentzian-squared component. Furthermore, the

coupling zJ in Eq. (15) between the SG and FM networks
will be weaker, and so the random-field-induced width ~
will become immeasurably small. The resulting SANS
spectra will have the form

a b&'(Q) = +
(Q 2+F2)2 Q2+~2

which over a relatively wide range of Q & A. is difficult to
distinguish from

S'(Q) =AQ

with 2&a &4. Indeed in the two-dimensional and three-
dimensional random-field Ising systems all of the data for
Q & 2A. are well represented by Eq. (17), with a varying be-
tween about 2.3 and 3.5, depending on the relative ampli-
tudes of the Lorentzian and Lorentzian-squared terms.
In Heisenberg systems, the weight of the Lorentzian is
enhanced because of spin waves. Interpretation of the
neutron scattering profiles for RSG alloys is further com-
plicated by large but finite FM clusters embedded in the
SG network. However, it seems reasonable to assume that
5'(Q) for small Q is dominated by the FM network for
x «xFM, and by the large finite clusters for x)xFM.
This is in agreement with work on the magnetic percola-
tion problem,

' and is also justified by the relatively low
SANS intensities observed for samples on the SG side of
FM-SG-PM multicritical points. '

There is another important issue related to the decom-
position into FM and SG networks. In the magnetic per-
colation problem, clusters of ions are decoupled by virtue
of intervening nonmagnetic ions, independent of the mag-
netic order within the clusters. The frustration decoupling
scheme described above is different in that the SG spins
o.; are decoupled from the FM network only when the
latter is fully ordered. This means that when random-
field effects set in, decoupling can be accomplished only
on length scales less than the FM correlation length. Note
that if we change the definition of the FM network to al-
low for the spin correlations within it to decay over a fin-
ite distance g, the fraction f(g) of spins in the "FM" net-
work would increase. This may cause the anomalous rise
at low temperatures in the Lorentzian amplitude 2 [see
Eq. (2)] for several RSG alloys, including Eu„Sr& „S
(Ref. 4) and (Fe~ „Mn„)75P]6B6A15 near their FM-SG-
PM multicritical points.

We have concentrated on the zero-field properties of
RSG systems because the neutron scattering technique
gives convenient access to these properties. Bulk measure-
ments, however, are performed in applied dc and ac
fields. ' ' Here we make the simple observation that a
field comparable in magnitude to the terms
&;=g &,z. (oz) in Hc [see Eq. (8)] will supress the
random-field effects described above. An important result
is that in the presence of an external field H, the spin sys-
tem will behave as if the effective Curie temperature T,'
were higher, and its effective spin-glass temperature Tg
lower. For temperatures near Ts,

~
h;

~

is small, with the
result that small, nonzero H can lead to qualitative
changes in magnetic behavior. Sensitivity of the apparent
phase diagram to small H is a feature common to many
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RSG alloys, including Fe„Cr& „, Eu Sr& S, and
(Fei „Mn„)75Pi686A13. Rosenbaum et a/. have pointed
out that with increasing applied field, SG and RSG sys-
tems might exhibit behavior analogous to that associated
with the depinning of charge-density waves.

Until now, we have referred to a finite Edwards-
Anderson order parameter qEA below a well-defined SG
transition temperature. However, the FM order will be
unstable with respect to the random field induced by the
cr; as long as the SG relaxation time z exceeds the
domain-formation time for the FM network. This has
important consequences for the FM-RSG crossover,
which occurs as r grows with decreasing temperature.
Namely, the crossover should take place at a temperature
higher than the SG transition temperature Tg, defined by
r~ oo. How far above Tg this happens can only be deter-
mined from a detailed theory. In any case, it is interesting
that one real alloy, namely Fe3A1~, apparently exhibits
a reentrant (paramagnetic) transition before undergoing an
SG transition, marked by the usual cusp in the ac suscepti-
bility. In addition, the SANS spectra deviate from
Lorentzian behavior at temperatures near the so-called in-
verse Curie temperature. Of course, reentrant behavior
can occur even in the absence, at all temperatures, of a
true SG phase.

vr. DrscUssrow: APPLrcATroN OF RANDOM-FIELD
MODEL TO (Fe( „Mn„)75P]686A13

In the previous section we have given a detailed discus-
sion of a heuristic model for the FM-SG crossover. Our
objective here is to describe how this model accounts
for many features of the SANS data for
(Fe) „Mn„)75Pi686A13.

For the sample with the lowest Fe content (x =0.35)
the scattering profile is Lorentzian at all temperatures. In
addition, the inverse correlation length ~ passes through a
smooth minimum near the SG transition temperature es-
tablished by bulk measurements (see Table I). These re-
sults are easily understood in terms of our random-field
model, if we say that the transition temperature Tg for the
decoupled SG network is higher than the Curie point T,
for the FM network. As discussed previously, a separa-
tion between the two networks is no longer possible.
Furthermore, as the temperature is lowered through Tg,
the growing effective random field breaks up the finite
correlated FM regions and thus leads to an increase in ~.
Clearly, this is only a consistency argument showing that
the data can be reconciled with our model.

Our most Mn-rich alloy (x =0.32) on the ferromagnetic
side of the phase diagram displays much more complicat-
ed behavior. The inverse correlation length appears to
vanish below the nominal Curie temperature T,' =88 K,
and then increases again for T ~ Tg -50 K. The latter is,
of course, exactly what should happen in the presence of a
growing effective random field. Many spins belong to the
SG network in this sample, and Tg and T,' are not very
different. Also, the FM order is not well developed for
T ) Tg, with the result that the SANS profiles are
predominantly Lorentzian at all temperatures. The rise in
the scattering amplitude 3 for low T is caused by the in-

corporation of SG spins o.; in correlated FM regions as
the FM network is fractured by random-field effects. We
note again, however, that finite FM clusters embedded in
the SG network can complicate this scenario, and in par-
ticular, enhance the Lorentzian nature of the SANS pro-
files.

We now turn to the behavior near T,'. The simplest
cause of the nonzero ~ at T,' is a spread in T,' due to mac-
roscopic inhomogeneities in the Mn concentration x.
Specifically, if T is set at the inedian T,' then regions of
the sample with T & ( T,' ) and T & ( T,' ) will both exhibit
critical scattering with a finite ~. This leads to SANS
with a nonzero ~ throughout the smearing region. The
subsequent rise in ~ then is due to the longitudinal fluc-
tuation terms in Eq. (11). Finally, at lower temperatures
the spin-wave term will dominate over the unusually large
longitudinal critical scattering term c/(I~i+Q ), and the
SANS ~ will therefore appear to go to zero. Concentra-
tion nonuniformities of order 0.25% are sufficient to ac-
count for the value of ~ at T, . This is also true for the
x =0.30 sample. Surprisingly, for x =0.25, ~ does be-
come indistinguishable from zero at T„which means ei-
ther that the Mn concentration is more uniform in this
sample, or that the observed behavior near T, is due to
subtle random-field effects.

We emphasize that our experiment, where the FM order
parameter is not measured, is also consistent with the ab-
sence of an FM transition to true long-range order for
x=0.32. Instead, the state could be characterized by a
power-law singularity. As in Euo 52Sro q8S, which displays
very similar spin fluctuations but no 6-function magnetic
Bragg scattering, a small applied dc field would be suffi-
cient to eliminate the random-field effects above Tg and
cause this alloy to behave as if it were truly ferromagnetic.

For x =0.30, the behavior is similar to that for
x =0.32, although there are some important differences in
detail (see Figs. 3, 7, and 8). A larger percentage of spins
resides in the FM network, so that the RSG transition
occurs at a lower temperature T,' )20. Also, the FM or-
der is correspondingly more developed for Tg & T
& T,' = 143, and the random-field strength lower for
T & Tz, which leads to deviations from simple Lorentzian
behavior for T ~ Tg.

Finally, for x =0.25 the scattering is dominated by the
FM network, both pseudo-Bragg and diffuse. In this case
the SANS intensities for Q=0.02 and 0.03 A rise con-
tinuously with decreasing T. This implies that the
random-field-induced x is of order 0.01 A ' or less.
Indeed, a power-law form AQ with a increasing sub-
stantially as T is reduced, fits the SANS spectra very well.

Figure 12 shows the lowest-temperature (9.5 K) data
collected for x =0.25. The solid line represents the power
law Q which best fits these data, while the dashed
line corresponds to the random-field form (16) with
a =0.015 A ' and ~ b/a =0.13. Note that for
Q & 0.006 A, the two functions describe the data
equally well. Over the entire range of momentum
transfers, the power-law fit appears to be somewhat better.
Both of these results have also been found in the neutron
scattering work on the random-field problem. The
discrepancy at larger Q between Eq. (16) and the data
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power-law singularity Q with a & 2.
We have given a detailed discussion of a model which

accounts for many of the anomalous features of not only
our own data on (Fe& „Mn„)75P$686A13, but similar re-
sults in a wide variety of other systems including
Eu„Sr& „S,Fe& „Cr„,and KMn„Zn& „F4. Among these
results are non-Lorentzian scattering profiles and finite
correlation lengths at low T. We emphasize that within
our model, RSG behavior can occur even in the absence of
a true SG transition in the Edwards-Anderson sense; the
principal requirement is an imbalance in the relaxation
times for different spin clusters in the system.

In conclusion, we stress that our model is primarily
phenomenological. Indeed, it is based on heuristic notions
about the statistical geometry of frustrated spins and
random-field effects in Heisenberg systems. Our simple
two-component factorization will require further elabora-
tion. In addition, further progress on the random-field
problem is clearly a prerequisite for a more quantitative
understanding of RSCx systems.

0.0060.004 0.008
2

( $ 2

FIG. 12. Comparison of power law (+=2.54) and random-
field forms (~=0.015 A ', a b/a =0.13) which best fit the
low-temperature data for x =0.25.

0.002

could well be due to the harmonic approximation used in
deriving Eq. (16).

VII. SUMMARY AND CONCLUSIONS

We have performed quasielastic neutron scattering mea-
surements on amorphous (Fe& „Mn„)75P]6B6A13 for con-
centrations x near the crossover from ferromagnetism to
spin-glass behavior. As x is decreased from 0.35, the
magnetic scattering intensity near the forward direction
increases dramatically, and its profile at low temperatures
evolves from a Lorentzian (Q +~ )

' with ~&0 to a
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