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The structure of the Ag[001[-c(2X2)C1 surface has been studied with He-atom diffraction. Two
proposed Cl binding geometries have been considered as structural alternatives: the fourfold-hollow

simple overlayer model and a mixed layer of coplanar Ag and Cl. We have calculated the repulsive

He potential, based on self-consistent charge densities of the target, for both configurations. The
two geometries are easily distinguished. The charge densities for the overlayer structure yield a cor-
rugation which is in good agreement with the scattering data and lead to an unambiguous selection
between the two structural models. We have further examined the possibility that the Cl overlayer
undergoes a structural phase transition or irreversibly disorders at elevated temperatures. We find
no change in the structure for temperatures up to 650 K, at which point Cl leaves the surface.

I. INTRODUCTION (a) FOURFOLD-HOLLOW SITE —CX LAYER

We present a He diffraction study of the binding
geometry of adsorbed Cl on the Ag[001I surface which
forms a c(2X2) periodic array. Cl adsorption on this sur-
face was the subject of a low-energy electron diffraction
(LEED) structural investigation in which it was conclud-
ed that the Cl occupies the fourfold-hollow sites above the
Ag surface. This simple overlayer model (SOM) is illus-
trated in Fig. 1(a). An alternative geometry considered in
the LEED investigation is the mixed layer model (MLM),
which consists of the Cl atom occupying substitutional po-
sitions on the silver surface suggesting a monolayer of ep-
itaxial silver chloride, Fig. 1(b). In the LEED study the
MLM yielded comparable agreement to the SOM for a
large number of diffracted beams. However, on the basis
of selected key features in the intensity-voltage (I V) spec--
tra for four particular beams the SOM was preferred. For
the SOM the LEED study indicated a vertical distance of
the Cl nucleus above the Ag{001I plane, 1,=1.57 —1.75
A. Subsequent to the LEED work, the c(2X2)CI system
was studied with ultraviolet photoemission spectroscopy
and changes in the electron binding-energy spectra associ-
ated with the Cl adsorption were identified. This stimu-
lated a theoretical investigation of the Ag —Cl bonding on
this surface based on self-consistent electronic structure
calculations. Comparing the Cl local density of states
(LDOS) with the photoemission difference spectra showed
qualitative discrepancies. Calculations for both the MLM
and SOM geometries demonstrated that the key features
of the photoemission difference spectra were considerably
closer to the LDOS calculated for the MLM than the
SOM. With consideration of the nearly comparable level
of agreement with LEED data for both models, the sug-
gestion was made that the MLM might indeed be the
favored structure.

There are also the possibilities that two different or-
dered structures of the same symmetry can be formed or
that the ordered c(2)&2) undergoes a disordering transi-
tion (reaction) at elevated temperatures. A surface phase
transition was recently suggested by Kitson and Lambert
based on the observation of a strong increase in the

I.44 A

(b) Cf+ Ag MIXED LAYER

FICi. l. (a) Model of the simple overlayer of Cl on Ag[001[.
(b) Model of the mixed layer of Cl and Ag, with mixed layer Ag
"ions" drawn smaller than surface Ag atoms.
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electron-stimulated desorption (ESD) cross section accom-
panied by an irreversible deterioration of the c(2X2)
LEED pattern at temperatures above 500 K.

A. He diffraction and surface charge densities

Recent developments in the description of the He-
surface potential, based on the electron charge densities of
the target, and in the theory and computation of He
diffraction patterns, have made possible a direct and
nearly first-principles connection between He diffraction
and the nuclear positions of surface atoms. It has been
demonstrated that the He-surface potential retains consid-
erable sensitivity to nuclear positions if a substantial cor-
rugation in the surface charge density extends out to the
He distance of closest approach. The relation between
the He-surface repulsive potential and the surface electron
density is based on calculating the energy of embedding
He in a uniform electron gas, and neglecting the variation
of the actual surface charge density across the very small
volume of the He atom. In the energy range of interest,
this yields a linear relationship, VH, (x) =Ap(x). For V in
eV and p in atomic units, 3 =750 or 670, depending on
the method of calculation. ' The He energies used in
these experiments range from 25 to 63 meV, so the classi-
cal turning points occur at densities between approximate-
ly 3.5X 10 and 9& 10 a.u. These extremely low den-
sities will typically occur 3 to 4 A outside the surface-
atom plane.

The most accurate method to find the electron charge
density of a surface is to carry out a self-consistent calcu-

lation of the electron states. This can be done for an ex-
tended surface using the local-density-functional formal-
ism to treat the exchange and correlation potential.
While this is the only necessary physical approximation,
various mathematical approximations are made in imple-
menting such a calculation. The first study of the elec-
tronic structure of the Ag[001]c(2X2)Cl system used a
linear combination of atomic orbitals (LCAO) method to
represent the wave functions. This formulation does not
give the charge density in the far-surface region probed by
the He with sufficient accuracy to permit the use of these
results. These calculations were repeated using the surface
linear augmented-plane-wave (SLAPW) method, and the
results for the electronic densities of states were in excel-
lent agreement with the LCAO results. The SLAP%'
method uses numerical wave functions in the surface re-
gion, ' and is capable of more accurate charge densities.
Charge densities based on similar calculations have been
successfully compared with He diffraction results for
GaAs[110J and Ni[ lloyd-(2X1)H.

Charge densities based on the SLAPW calculations re-
ported in Ref. 9 are shown in Fig. 2 for the SOM and the
MLM. These figures show contours of constant charge
density in a plane normal to the surface and passing verti-
cally through the second-neighbor surface Cl in Fig. 1(a),
or the Cl and Ag in Fig. 1(b). The Ag atoms at the bot-
tom of the plots are in the second bulk layer. The Ag
atoms in the last complete Ag layer in Fig. 1 lie out of the
plotting plane. The contours at 4.6& 10 and 10 can
be regarded as, in effect, the "corrugated hard walls'* for
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FKj'. 2. (a) Valence-charge-density contours for the SOM based on SLAPS calculations. Units are electrons per a.u. ', and the con-
tour progression is 1,2.2,4.6. (b) Valence-charge-density contours for the MLM based on SLAP& calculations.
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h (x,y) =gd „exp[2mi(mx+ ny)/a], (2)

where a is the lattice constant of the substrate surface net.
The exponential form is not exact, so the height coeffi-
cients d~„will vary slowly with the charge-density value
we choose to fit. Fitting at p=6&&10, we find 1=0.65,
di~2 i~2 ——0.26, dii ———0.05 for the SOM, and I =0.68,
di/2 ig2

——0.012, d]p ——0.036 for the MI-M. I and d are in
a.u. , with phases based on an origin at the surface Cl,
symmetry-equivalent d's have the same value, and other
coefficients are in the noise.

II. EXPERIMENTAL

A. Apparatus

The apparatus used in these experiments has been
slightly modified from that described previously. " It con-
sists of a He nozzle source of orifice d~ ——SX10 cm,
which is operated at room temperature or T~ —100 K
with a driving pressure typically Pp ——5&(10 Torr. The
He beam passes through a skimmer of 1.8&& 10 crn diam
into a second differentially pumped chamber where it is
square-wave chopped at -200 Hz. It is then collimated
to -0.2 (in the scattering plane) by a rectangular aperture
(0.064 X0.2 crn} before entering the ultrahigh-vacuum
(UHV) scattering chamber and impinging on the crystal
sample. The nozzle-to-crystal distance is 36 cm. The
quadrupole mass spectrometer detector (12.5 cm from the
sample) is differentially pumped and double collimated.
The collirnating aperture nearest the sample (d& ——4 cm)
has a diameter of 0.037 cm, which determines the circular
area on the sample viewed from the ionizer with an angu-
lar width of 0.3'. The collirnator nearer the ionizer
(d2 ——10 cm) determines the in-plane acceptance angle for
a point source on the sample, which is also 0.3'. The la-
teral spread of the incident beam for this configuration,
however, results in an apparent angular width of —1

which sets the limit to which we can determine scattered
beam widths.

25- and 63-rneV He atoms. The plotting plane has been
chosen to show the maximum corrugation amplitude for
the SOM, which is 2 a.u. (1 A) peak to peak. The contrast
posed by the MLM is extreme, with 0.1-A corrugations.
This is not an obvious result. The mixed layer Ag is par-
tially ionized, and might have been much less effective in
"filling the hole" in the SQM charge density. The MLM
geometry used here assumed coplanar Cl and Ag. Varia-
tions of the geometry away from coplanarity could induce
some additional corrugation in the outer contours, but it is
clear that no reasonable MLM geometry can fail to be
easily distinguishable from the SOM in its He diffraction
potential.

A good approximation to the repulsive He potential in
the region of interest is the corrugated exponential wall
model,

V(x) = VoexpI [z —h (x,y)]/l I,
where I is a decay length and Vp is an energy which de-
pends on the z origin and is hence irrelevant in terms of
the scattering power of the potential. The periodic height
function h has the Fourier series expansion

The He signal was collected in analog form using a
lock-in amplifier set at the phase of the elastic scattering
signal. The incident and scattered angles were determined
by the settings of the detector for the straight-through
beam and the specular beam. These were set to 0.1' with
an accuracy of 0.2'. The sample was aligned approximate-
ly in plane using the specular beam and then refined by
tuning the azimuth angje hand sample tilts to maximize the
in-plane diffraction beams far from specular. Strong
bound-state resonances rendered the use of just the specu-
lar beam insufficient for adequate alignment.

The He-beam wavelengths were A, =0.57 A (T~ ——300
K), A, =0.80 A (Ttv = 130 K), and A, =0.94 A (T~= 110
K). The full width at half maximum (FWHM) wave-
length distribution values were (Ak/A, )-8% (0.57 A) and
3% (0.8 A and 0.9 A). Some of the data were taken after
the collimating apertures were changed to what we will
term low resolution. Pertinent parameters for these obser-
vations were the following: The incident beam divergence
was 0.43', the nominal detector angular resolution was
1.4', and the chopping frequency was 800 Hz. With al-
lowance for the change in resolution, these later results
reproduced those found earlier. Data taken with this con-
figuration will be explicitly denoted in the text.

B. Ag[001] sample

1. Sample preparation

The square AgI001I sample with dimensions (mm )

11)&11&1 was cut from a single-crystal boule of 99.999%
purity. The surface was oriented within 0.5' of the (001)
plane and polished with alumina grit of successively
smaller sizes, ending with 0.3 pm. It was then electropol-
ished in the solution KCN:Na2CO3. H2O in a ratio of
1:1:22using a Ta cathode at about 5 V and 1.5 A for 15
sec. This removes mechanical strains but leaves a nonuni-
form visual appearance which for our crystals persisted
through extensive sputtering 3nd annealing. Approxi-
mately 40 h of sputtering with Ar+ at room temperature
at 1 kV and 5 pA, with interspersed anneals at 600 K were

required to produce a surface showing only Ag in the
Auger electron spectroscopy (AES) spectrum. A weak
broad peak consistently appearing near 510 eV was attri-
buted to silver rather than to oxygen. For a newly sput-
tered and annealed surface, the AES ratio
[C+Ag(265)/Ag(304)] was 0.43+0.02. From the con-
sistency of this ratio after extensive sputtering, and the
lack of apparent broadening of the peak near 265 eV, we
conclude that the surface carbon contamination was negli-
gible. '

The sample was held against the end of a Ta cylinder by
spot-welded Ag wires. It could be heated from the rear by
radiation from a tungsten filament or cooled to —130 K
by conduction from a flexible copper strap connected to a
liquid-nitrogen reservoir. A chromel-alurnel therrnocouple
was spot welded to the edge of the sample.

2. S mrna/ suerIace characterization

The structure of the AgI 001) surface was examined us-
ing He-atom diffraction and LEED. Two areas of the
surface were identified which produced different widths of
the He scattered beams. Both produced visually sharp
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LEED patterns with low background. We worked with
the smaller area of the sample which produced a specular
He beam narrower than our detector angular resolution
(FWHM=1'). Over the rest of the sample (major por-
tion), the He specular beam width was 1.6 indicating a
lower degree of long-range order. For the small area at
T, =300 K, the in-plane integrated specular intensity at
8; =60 amounted to 25% of the incident beam indicating
a smooth surface at the atomic level.

C. Chlorination

The corrosive properties of chlorine require a procedure
which minimizes the chlorine exposure of the system. In
early experiments, chlorine gas was fed directly into the
nozzle directed at the sample. The sample chamber pres-
sure did not exceed 2X 10 Torr. This procedure worked
satisfactorily and the c(2X2) pattern was produced with
the sample at temperatures in the range 270—500 K. Sub-
sequently a glass capillary-array doser was introduced into
the UHV scattering chamber at a distance of 20 cm from
the sample. The array, which is 8 mm in diameter, pro-
duced a beam at the sample distance with a FWHM of 5',
so that the effective C12 pressure at the sample face was
about 4 times that due to the rise in the ambient C12 pres-
sure. In a typical exposure, the C12 pressure behind the ar-
ray was raised to 1X10 Torr, and the C12 pressure in
the sample chamber was increased to 3 & 10 Torr for a
period of 3 min corresponding to a dose of 270 L
(1 L= 1 langmuir=10 Torrsec). The LEED spectra for
the surface structure AgI001I-c(2X2)Cl thus produced
showed no qualitative dependence on the method of
preparation or sample temperature in the range 130—400
K.

This procedure for generating the c (2 X 2)C1 structure is
similar to that used in the photoemission experiments by
Weeks and Rowe. In the LEED study the Cl structure
was generated by decomposition of C2H4C12 at the Ag sur-
face at elevated temperature (T, &400 K). We show
below, however, that the c (2 X 2)C1 structure we observe is
the same as that in the LEED experiment and that it is
not sensitive to preparation conditions. Thus we can con-
clude that the different chlorination procedures are not the
source of the apparent disagreement between the photo-
emission and LEED results.

D. Structure characterization

The c(2X2)Cl structure was characterized by AES,
LEED, and He-atom diffraction. The Cl-to-Ag AES peak
ratio [Cl(181 K) to Ag(356 K)] was 0.33+0.03. The
LEED pattern showed the c(2&&2) symmetry, with quali-
tatively. sharp spots and)ow background. A visual scan of
the LEED beams (I-V spectra) at normal incidence was
compared to the published curves of Zanazzi et a/. ' Par-
ticular attention was paid to the spectral regions where the
calculated LEED spectra for the SOM and MLM struc-
tures showed significant disagreement. Good agreement
was found with the earlier LEED data except for a uni-
form displacement of all features by about 5 V. As in the
previous study, the extrema we observed in the I-V spectra
compared more favorably with the calculation for the
SOM than the MLM structure in two regions we could
identify at normal incidence. We conclude that we had
the same structure as that previously studied with LEED.

The present LEED I-V spectra were observed to remain
qualitatively the same for periods of days and did not de-
pend on sample temperature during or after preparation in
the range 150—425 K.

Observations with He-atom diffraction, AES, and
LEED also support the conclusion that this c(2X2)CI
surface structure was a stable and unique ordered surface.
Details of He diffraction patterns were reproduced after
many cycles of sputtering, annealing, and reexposure to
C12. The specular He peak from the c(2X2) structure was
found to have the same amplitude within 5% for greatly
increased times of C12 exposure. Stability as a function of
temperature was checked by heating and monitoring the
AES spectrum, LEED, and He diffraction patterns (see
below). Although heating to 820 K for -4 min removed
the Cl peak in the AES spectrum, heating at 620 K for
several minutes did not. During this lower heating the
c(2X2) LEED pattern was maintained with the same
visual I-V extrema positions, but with smaller amplitudes
and an increase in the diffuse background. At room tem-
perature and at 1/10 Torr, no changes in the visual
LEED pattern could be detected over a period of 10 days.
During this same period, AES peak ratios changed by at
most 10%. For a freshly prepared overlayer, the atom
diffraction intensities remained essentially constant for a
period greater than an hour, and none of the beams de-
creased by more than 10% in 24 h.

If the sample was held below —180 K, a rapid decrease
in He diffraction peak amplitudes with time (10—15 min)
was observed. The intensities could be restored by heat&ng
briefly above 180 K. We assume this is due to the reversi-
ble adsorption of a background gas. Most of the diffrac-
tion data we report have been taken with the sample held
at 205 K, at which temperature the surface was stable
with time. We did not examine surface structures
prepared with C12 exposures less than several langmuirs.

Kitson and Lambert reported that the c (2X2)C1 struc-
ture, prepared at 300 K, undergoes an irreversible transi-
tion upon heating to T, &430 K for 5 min. They charac-
terized this transition by noting the onset of a relatively
high ESD cross section and a deterioration in the sharp-
ness of the LEED pattern which they describe in terms of
a Debye-Wailer factor. We have looked for changes in the
He diffraction pattern after heating the surface to tera-
peratures as high as 650 K, as shown in Fig. 3. At this
temperature a large fraction of the adsorbed Cl leaves the
surface within 5 min. We discuss the structural implica-
tions of these results in a later section. At this point it is
sufficient to note that the angular distribution of diffract-
ed intensities is directly rdated to the structure within the
unit mesh. We do not find any changes in the angular dis-
tribution of the diffracted beams indicating that a
structural change has occurred. Even after heating to 650
K and substantially reducing the surface C1 coverage, the
He diffraction pattern retains approximately the same rel-
ative angular distribution but with reduced intensities.
This indicates that the remaining Cl at lower coverage is
still maintaining some c(2&&2) order and with no change
in st'ructure within the unit mesh.

E. Diffraction scans

Plots of the reduced scattered beam intensity as a func-
tion of scattering angle in the plane of incidence are



28M. J. CARDILLG e~ al.

)t, = 0.8IA
I I

8; = 63
I I I

(e) TH = 650K

@=0
I

R = 0.24

Ts = 205K
36

t

X ~ 0.57A k & 0.94A

—55
118

—30

- 25

127
81 ~ 70. 5'

I

p ~ I

6 (d) lp 74
I I

TH = 600K R= 0.34

—15
2

I

LI
(c)

I

l6

—10
I

R =0.34
I I I I

I I9
TH = 5OOK 5

I

C3
1 1

o I
~ 80

'0

58

1 1 r

8' ~ 61.8I50
—10

0 I I I I I I I I I

(b) TH = 500K R = 0.33
6— 0

2 ~-=
I

p I I I

(a) TH = 300K
I I

87
I I I

!
R= 033

p J I I I I I I I I I I

-30 -20 -IP 0 I 0 20 30 40 50 60 70 80 90
e„(deg)

FIG. 3. Series of diffraction scans in the time sequence (a) to
(e). Scan (a) was taken 23 h after the Ag[001l-c(2X2)CT struc-
ture was prepared at -300 K by exposure to Cl2. After the ex-
posure, the surface was examined by LEED and AES, with the
AES peak-to-peak ratio R[C1(181 K) to Ag(356 K)]=0.33.
After scan (a) was taken, the sample was held at 460 K for 5

min, and cooled again to 250 K for a diffraction scan. It was
then heated to 500 K for 5 min, and cooled to 250 K for another
diffraction scan, shown in (b). The scan after heating at 460 K
was identical with (b). The sample was then kept in the ambient
vacuum at 300 K at a pressure of 7)&10 ' Torr for 45 h. The
AES ratio R was found to be unchanged at 0.34, and scan (c)
was taken. Scans (d) and (e) were then taken in quick succession,
each after a 5-min heat at the temperature shown. Observe that
the peak in the envelope of the diffraction beams near 0,= —3'
remains fixed through the series, even when the peaks are
becoming smaller and the chlorine concentration is decreasing.

shown in Figs. 4 and 5. Diffraction peaks appear at the
angles satisfying the grating formula nk, =d(sinO, —sin8;),
where A, has been determined by time-of-flight measure-
ment and d is the appropriate lattice sparing for the given
azimuth in the c(2X2) structure, based on the bulk Ag
spacing of 4.086 A. Once reproducible conditions are es-
tablished, we fit a more precise value of A, using the posi-
tions of the diffraction beams. The widths of the peaks
increase as the order of diffraction increases except for ihe
beams nearest the specular as is consistent with the veloci-
ty spread in the incident beam and the angular acceptance
of the detector.

In order to make a quantitative comparison of the ex-
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FIG. 4. Series of diffraction scans at two wavelengths, az-

imuth 0', and several angles of incidence, for He atoms on
Ag(001I-c(2X2)C1. Sample temperature was 250 K. Diffrac-
tion peak intensities have been normalized as specified in the
text.

perimental data with theory, diffraction probabilities are
desirable. In the absence of a computer simulation of all
the broadening factors involved, these absolute probabili-
ties cannot be accurately determined. The relative diffrac-
tion probabilities, however, are quite accurate. We report
the results as

I' J IiI(0)do cos8,
Io J Io(0)dg cos8; (3)

The last term accounts for the angle dependence of the in-
cident flux on the variable area viewed by the detector. A
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resolution), taken months earlier, yielded detailed quanti-
tative agreement upon proper scaling. The azirnuths for
these scans have been set by alignment of the crystal along
symmetry directions by maximizing the intensities of dif-
fraction beams far from the specular.

The sharp oscillatory features of the data are attribut-
able to bound-state resonances associated with the attrac-
tive part of the He-surface potential. The assignment of
the bound-state energy levels based on the analysis of an
extensive set of specular scattering data is the subject of
another paper. ' For the purpose of this work we focus on
the envelope of these curves as they are characteristic of
the gross corrugated structure of the surface. In the vicin-
ity of any symmetry direction, all the scans taken showed
similar envelopes. The azirnuths we present here were
selected so as to show the common envelope features most
clearly.
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nI. ANDRI. VSIS AND DISCUSSION

smooth background has been subtracted from the diffrac-
tion scans. It has been drawn so that the net diffraction
peaks have their appropriate widths calculated from the
velocity spread and detector acceptance angle.

A. Estimate of the cornlgation

All of the He diffraction data shown in Figs. 3—7 are
consistent with a scattering potential corrugation of —1 A
as expected for the SOM. In particular we focus on Figs.
3 —S where we note that for the scans at A, =0.8 A,
8; =63', A, =0.94 A, 0; =61.8, and 0;=52, and A. =0.57
A, 0;=60, rnaxirna may be observed in the envelope of
diffracted intensities which are displaced in angle
58,b-70' from specular. These are rainbow maxima.
From either classical or semiclassical scattering theory
they can be shown to originate from impact parameters at

F. Specular intensity scans

In Figs. 6 and 7 we plot results for selected scans of the
specular intensity versus polar angle, 19;, for two wave-
lengths and two azimuthal orientations. These data were
taken under the conditions termed low angular resolution.
A. reproducibility check for A, =0.57,/=0 (high angular
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the effect of bound-state resonances on diffraction, and
Debye-Wailer and other inelastic corrections must all be
included before a detailed comparison of theoretical and
experimental diffraction intensities can be achieved.

Other characteristics of a strongly corrugated scattering
surface can also be identified in the data. A second max-
imum or supernumerary rainbow evolves out of the specu-
lar beam as the incident beam approaches the surface nor-
mal, (8; &35') for both the /=0 and /=45 directions,
and interference oscillations are observed in the envelope
of the specular intensity scans as in Figs. 6 and 7. These
two phenomena are closely related and result from the
path-length differences upon scattering within a single
unit mesh. The specular beam is dominated by the hor-
izontal parts of the unit mesh potential. Qualitatively the
oscillations may be considered as resulting from Bragg-
type interference in kz ——{2m/A, )cosO; with maxima locat-
ed according to the relation

2dzcosl9; =n A. ,

where di can be identified with g. A similar result comes
from the eikonal scattered-wave approximation' for
which the specular beam intensity is given by i J&&(c)

~

The argutnent of the Bessel function Jo is c =gk cos8. A
tabulation of the maxima in

~
Jo

~

gives specular interfer-
ence extrema located almost identically to Eq. (11).

These simple analyses of the interference envelopes in
the specular intensity can provide useful information
about the corrugation of the scattering potential as recent-
ly shown for the semiconductor surfaces. ' To illustrate
the significance of these envelopes in terms of the corru-
gation, we have listed in Table I a series of angles by
which we approximately locate interference maxima in the

0 s I
I I I 1 I

t'ai
I I

-90-70-50-50-IO lo 30 50 70 90
e, {degas

FIG. 8. Theoretical diffraction intensities from a corrugated
soft wall for the azimuth / =0' and A, =0.91 A.

specular scans of Figs. 6 and 7. To determine the values
of dz we have adjusted 8; and k; using the refraction for-
mulas of Eqs. (7) and (8) and assigned diffraction orders to
the maxima. The resulting values dz ——1.15, 0.50, and
0.55 A, are postulated to be the vertical spacings of the
flat regions of the surface which give rise to interference
in the specular beam. Based on the surface symmetry they
correspond to the sites (a) directly over the Cl atom, (b)
the saddle point between adatoms along /=45', and (c)
directly over the unoccupied fourfold site along /=0'.
This illustration is intended as a qualitative indication of
the corrugation. An alternative assignment can be made
based on the distances 0.9, 0.5, and 0.4 A, which similarly
accounts based for the positions of the interference
features. Regardless of the quantitative accuracy, howev-
er, we can conclude that both the diffraction scans and
specular interference spectra are characteristic of a surface
with a maximum corrugation of 1.0+0.2 A and therefore
in good agreement with the repulsive-potential corrugation
based on the charge densities for the SOM.

An important feature of all of these specular scans is
that the value of I/io attained at the diffraction minima
is nearly zero. This can only occur if the entire surface
consists of one structure, the SOM, and eliminates the
possibility of the coexistence of both the smooth MLM
along with the SOM. The presence of an appreciable frac-
tion of the MLM would keep the specular intensity from
dropping to a value near zero as there would always be a
fraction of the incident beam which scattered specularly
from the MLM except for coincidental resonance minima
for both surfaces.

TABLE I. The assignment of interference features of specu-
lar intensity scans for the two wavelengths A, employed. Listed
are the azimuth P, specular polar angle 8;, assigned order of dif-
fraction maximum n, and distance di corresponding to the
Bragg-type maximum.

A, (A) 0; n

0.91
0.91
0.91
0.91
0.91
0.91
0.57
0.57
0.57
0.57
0.57

—2.5'
—2.5'
—2.5
37.5
37.5'
37.5'
2'
2b

2'
2b

2'

40
63
78
25
50
70
22
37
47
65
80

0.50
0.60
1.20
1.20
0.55
1.15
1.15
0.65
1.10
0.50
0.65

B. Comparison with GaAs(110)

An interesting comparison can be made with certain
features of the diffraction and specular intensity scans of
the Ag {001 I -c(2 X 2)C1 surface and those of the
GaAs[110I surface' "as shown in Figs. 9 and 10. For
both the GaAs[110I potential in the long direction of the
rectangular unit mesh (l. =5.65 A) [Ref. 17(a)] and the
one-dimensional potential "slice" through the Cl's in the
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GaAsI110I surface ' ' "' constitutes strong evidence for
the qualitative validity of the one-dimensional and classi-
cal arguments employed here which clearly indicate that
the SOM, with a maximum corrugation g-1 A, is the
structure of the c (2 X2)C1 overlayer.
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FIG. 9. Diffraction scans for two systems: upper curve,
He —Ag[001)-c(2X2)C1; lower curve, He —CxaAsI110). The
angular resolution was significantly better for the lower curve.
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/=0 direction of the SOM (L =5.78 A), the peak-to-
peak corrugation is —1 A. In Fig. 9 it can be observed
that 50,b is approximately the same for both cases. The
smaller number of beams in the AgI001I-c(2X2)C1 scan
is due to the two-dimensional symmetry of this surface.

A striking similarity can also be observed in the com-
plex structure of the envelopes of the specular intensity
scans at A, =0.57 A in Fig. 10. Lower energy scans also
show similar overall envelopes characteristic of structural
interference despite the different resonance features.

C. Requirement for a quantitative fit

The approximate analysis of the previous section is suf-
ficient to unambiguously decide between the SOM and the
MLM. In order to proceed to a more quantitative discus-
sion to obtain a value for the Ag —Cl bond length, a con-
siderably greater effort must be expended. A quantitative
analysis based on full diffraction calculations must include
the attractive part of the He—Ag 001I-c(2X2)C1 poten-
tial which is of substantial depth. Preliminary calcula-
tions indicate an extreme sensitivity of the calculated dif-
fraction intensities to the details of the scattering potential
due to a large extent to the multitude of resonances which
occur. A quantitative fit to diffraction intensities for a
strongly corrugated surface, which includes the effects of
resonances, has yet to be achieved for He diffraction. If,
for the C1 overlayer structure, a fit to the data were to be
achieved, it would be of interest to consider the sensitivity
of this fit to the structure and thus the accuracy required
in order to be useful in terms of bond lengths. The peak-
to-peak corrugation of the He scattering potential of the
c(2X2)C1 SOM structure is —1.0 A, whereas the vertical
corrugation of the Cl nuclei is —I.7 A. As a first guess
we assume a linear sensitivity of this corrugation ratio to
the structural parameters which implies that the principal
Fourier coefficients of the He surface potential must be
determined to -S%%uo (-0.05 A) in order to determine the
vertical nuclear sparing to 0.1 A. Comparable accuracy
would be required in the theoretical potential based on the
nuclear positions. Note that the required accuracy is in
the Fourier coefficients describing the corrugation and not
the potential magnitude. It is clear that for useful quanti-
tative fits the He scattering potential must be accurately
modeled to include the attractive portion while maintain-
ing a comparably accurate relationship to nuclear posi-
tions. In the following paper we report on a genera1
prescription for the complete scattering potential for this
surface based on analysis of surface resonances. ' The ob-
jective of this paper, the selection between two structures
of the Cl overlayer on the Agf0011 surface, is obtained
unambiguously with consideration of just the repulsive po-
tential based on the charge densities.

IV. CONCLUSION

He-6 a As{I 1 0}
X& 0.57 A

$~ 90'

—IO

IO 20 30 40 50 60

8~ (deg)

70 80 90

FIG. 10. Plots of normalized specular intensity vs ang1e of in-
cidence.

The results of this study demonstrate that analysis of
He diffraction, based on recent developments in the theory
of the scattering potential, permits decisions between
structural mode1s, provided that the associated corruga-
tions are sufficiently different. For the case of the
c(2X2)C1 adsorption on Ag[001I the decision between
the mixed layer model and the simple overlayer model is
straightforward. The repulsive potentials, based on calcu-
lated charge densities for the two models, are very dif-
ferent. The MLM appears relatively smooth whereas the
SOM has a maximum corrugation of —1 A. The He dif-
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fraction and specular intensity scans are consistent only
with the corrugation of the simple overlayer model. A
comparison with the scattering from the GaAsI 110} sur-
face, for which the charge density shows comparable cor-
rugations, clearly confirms this conclusion. This result
confirms the LEED assignment of the Cl geometry.

The origin of the uncertainty for this structure, based
on a theoretical comparison with photoemission data,
remains unresolved at this point. The SOM is chemically
stable and is a unique c (2 X 2) surface. We do not observe
a structural change at elevated temperatures as reported by
Kitson and Lambert. It is possible that the bond length
used in the electronic structure calculations for the SOM
was too long, resulting in a distortion of the calculated Cl
local density of states. A SOM has recently been con-
firmed using surface-extended x-ray-absorption fine struc-
ture for a very similar system, CuI001}-c(2X2)C1, and
electronic structure calculations based on this experimen-
tal bond length are in excellent agreement with detailed
angle-resolved photoemission measurements. ' If these re-
sults are used to define a bonding radius for surface-
bonded Cl, a revised SOM geometry for Cl on Ag is sug-

gested with the Cl overlayer 0.38 A closer to the Ag sur-
face layer. A change of this magnitude could qualitatively
change the electronic spectrum. If such a shortening of
the Ag —Cl bond length results in a distinguishable change
in the He potential corrugation, this can be confirmed
with a quantitative fit of the He diffraction using the
complete scattering potential.

A second possibility is that Cl may react with Ag to
form disordered AgCl in regions of the surface which are
not atomically smooth. For the smooth surface we have
shown that this reaction does not occur even at elevated
temperatures. However, for a surface with a large fraction
of "rough" regions, it may be possible to activate a reac-
tion to form disordered AgC1 while maintaining some
c(2X2)C1 order in the smooth regions. This may be the
origin of the "surface transition" observed in Ref. 4 and
remains a possibility in the photoemission experiment.
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