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The relevant correlation functions for the differential mobility and the diffusion coefficient are
developed here for the far-from-equilibrium steady state appropriate to high-field transport in semi-
conductors. We present a unified analysis for the evolution of several generic correlation functions
related to this steady state. We emphasize the initial values and the temporal evolution of these

functions.

I. INTRODUCTION

High-electric-field transport has been studied for some
three decades."? In recent years it has become of much
more interest due to the advent of semiconductor devices
on the micrometer and submicrometer dimensional scale.’
Theoretically, such hot-carrier transport has been dis-
cussed primarily in terms of the Boltzmann equation."*
However, semiconductor transport in high electric fields is
a classical example of a far-from-equilibrium system.> On
the short-time scales appropriate to the submicrometer di-
mensions, the Boltzmann equation ceases to have general
validity,*” and more exact approaches have been sought.

In general, we are concerned with the evolution of the
average velocity and energy of the carrier ensemble in the
presence of the high electric field. Approaches tend to be
centered on either solving the Liouville equation®~!! or on
developing appropriate generalized Langevin equations for
the macrovariables of interest.!? In either case retarded re-
laxation integrals are encountered,'"!* and these in turn
involve kernels which lead to the evaluation of a set of
correlation functions. While these correlation functions
do not normally appear in classical mechanics, it has been
recognized for some time that parameters such as the dif-
ferential mobility and diffusion constant are related to
these functions.'* However, treatment of these correlation
functions for high-field transport has been treated only by
Green’s functions based upon the Boltzmann equation.
Since these same parameters are of considerable impor-
tance in evaluating transport and noise properties of sub-
micrometer devices, we set out here to provide a more gen-
eral derivation of these correlation functions from first
principles.

As is known for other far-from-equilibrium systems, we
show that the transport parameters of interest, differential
mobility and diffusion constant, can be readily obtained
through a unique set of Green’s functions to which we add
proper knowledge of all relevant moments of the non-
equilibrium statistical distribution (NESD) that are re-
quired. In Secs. II and III we analyze the differential mo-
bility and the diffusion constant for an ensemble of elec-
trons in the presence of a steady, high electric field. These
terms are evaluated in the high-temperature (classical) lim-
it, although the derivations are more general. In these sec-
tions we introduce the appropriate Green’s functions and
the relevant initial values of the correlation functions,

28

where the latter are intimately related to the distribution
function ny.

In Sec. IV we introduce a method to calculate the non-
equilibrium density matrix. This treatment parallels that
previously given by Zubarev,!® but differs somewhat in ap-
proach. The results are used in Sec. V to evaluate the dis-
tribution function n;. Finally, Sec. VI is devoted to the
evolution equations for the Green’s functions developed
here. These evolution equations clearly show the role of
memory effects'® and the intracollisional field effect.!%!’

Throughout the developments reported here, a second-
quantization formalism is used, even though we often take
the high-temperature classical limit in order to isolate the
thermodynamical character of the results. However, we
find this formalism provides an advantageous basis for the
future incorporation of a full electron-electron interaction
into these results. Furthermore, we restrict our treatment
to the steady-state (stationary) situation.'® The extension
of these results to the case of nonstationary transport is in
principle straightforward.

II. DIFFERENTIAL MOBILITY

We consider a low-density electron gas that remains in
contact with the lattice and is subjected to a high electric
field. The Hamiltonian of the entire system is given by

H=H,+Hpr+H, +H; , (1)

where the terms on the right-hand side are, respectively,
the complete electronic Hamiltonian, including the
electron-electron interactions, the field term (equal to
—eﬁ-i’), the electron-lattice interaction, and the Hamil-
tonian of the lattice variables. Unless otherwise noted, we
limit these latter variables to the phonon field. The Liou-
ville equation for the density matrix now becomes (we take
#i=1 throughout for simplicity)

9P _rg )
o, =Hp], 2
where the square brackets are the usual commutator. If

the strong electric field F applied to the electronic system
is static, we assume that a quasiequilibrium density matrix
p- (our NESD) exists and satisfies

[H,p,]=0. 3)

In calculating the differential mobility, we assume that
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a small ac field 8E() is added to the static field F. This in
turn perturbs the density matrix, which can then be writ-
ten as p=p, +Ap. Up to first order in 8E, the deviation
Ap is given by the solution to

ia—aAtE-+[Ap,H]=——e [2x,.,p, ]BE(t) , @
1}

where the index i runs over the electrons. The solution of
this equation is given by the usual formulation of linear-
response theory as'’

idp= [ e8E() [p,,zx,-m —t)ldu : (5)

where x;(t) is written in the Heisenberg representation us-
ing the Hamiltonian (1). It is then straightforward to
show that

(8J)=—=i f:weSE(u)Tr

Pz [gxi,J(t—-u)] }du ,

(6)
where
(84)=Tr(ApA) . @)

The Fourier transform of the differential mobility u(w) is
found by

plo)= fowe‘i”fﬁ(f)df, (8)

] ) 9)
and O(7) is the Heaviside step function.
We can write the appropriate variables of (9) in a second
quantized form as

where, from (6),

ﬁ(r)=——i1—vgn;9('r)Tr 0, [§x,.,P,(T)

P, = zkczck , (10)
k
Sxi= 3 (kilx kel e, - (11)
i ki k,
Now, with the identity
. 0
(ky | x |ky) =i=2=8(ki—k>) , (12)

ak,

and the usual calculational rules for generalized distribu-
tions, we can rewrite (9) as

t
1

Ck
~ t
#(T)=—7V_’;k,2k, o(r)k Tr \p, a—kl'(-‘klack(T)Ck(T)

(13)

Expression (13) is quite general and does not rest upon any
approximations other than the linear response used for (5).
The generalized differential mobility Zi(r) is now seen to
depend upon a generic operator function
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ackl t
¢rkl(k,'r)=9('r)( Erckl’ck(r)c"(f) >, , (14)
1

where the angular brackets denote an average over p,.

Let us now focus on the specific effects of the high elec-
tric field, neglecting the possible electron-electron interac-
tion. Then we find (in Sec. VI) that the evolution of
¥, (k,7) for >0 is dependent primarily upon the initial
condition ¥y, (k,0), a result valid for the high-temperature
or classical limit. Furthermore, it is easy to obtain this in-
itial condition as

ony,
¥ (R 0)=8(k k1)~ (15)
where
ne, =k k) (16)

is the ensemble-averaged number operator or distribution
function. Now consider the following propagator or
Green’s function:

o).

(17)

—BLH|

Z

Try (:klc;f(r)ck(f)c,:'l

G(kl,k;r)=9(7')<0

where B; (=1/kgT;) is the inverse lattice temperature
and ZL=Tr(e_ﬂLH’“) is a pseudopartition function. In
both Z; and the trace in (17), the trace is actually carried
out only over the lattice variables since the problem in-
volves a mixed representation.’?! The state |0) in (17) is
the vacuum state of the electronic Fock space.

We recognize that G(ky,k;7) is related to the generic
function Yk, (k7). In fact, these two functions obey the

same evolution equation (see Sec. VI). Furthermore, the
value of G (k,,k;7) is uniquely defined by its initial condi-
tion G (k,,k;0), which is

G(ky,k;0)=6(k —k,) .
Then from (15)—(18) we have
ony,
1/Jkl(k,‘r)=G(k1,k;T)-éF .

The Green’s function G(k,k;7) approaches a value in-
dependent of k in the limit

(18)

(19)

lim G(k,k;7)=fi (20)
with

S fi=1 @1

k

Clearly f is related to n;, and the normalization condi-
tion (21) arises from the fact that the Hamiltonian com-
mutes with the particle number.

We can now use (19) to help with the calculation of
fi(r). Using (19) in (13), we obtain after a trivial integra-
tion by parts,
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" e Gky,k;7) 1 e
y(r)=mf fdkldkknlel- D=+ [, dt(PIP.()=(P.),]). (28)
e 3 where
— & (D [ ak,Gkkymk > 22)
Nm <ak J aki P (F),=Tr(p, ) (29)

where we have interchanged variables in the last line, and
(F)= [ dkn7 23)

represents a distribution-function average.

The result (22) is quite general, even with a Poisson-
bracket formalism. It has been previously obtained in the
classical case of a Boltzmann-equation approach,?? and
emphasizes the role of G in determining {(7) in any prac-
tical case. Furthermore, since G is independent of k, for
T— o0, we clearly see from (22) that p(7)—0 in this limit.
A further point worth noting is that if n; does not corre-
spond to the equilibrium case, (22) introduces the failure
of the normal fluctuation-dissipation theorem.?

III. DIFFUSION COEFFICIENT

Now that some understanding of the general Green’s
function has been achieved, we want to turn to a con-
sideration of the diffusion coefficient. By classical con-
siderations we examine the basis of introducing a
velocity-velocity correlation function in the absence of the
electron-electron interaction. In this we introduce a gen-
eralized correlation function which once again emphasizes
the role of the generic Green’s function that appeared in
the preceding section. We return briefly to this task in
Sec. IV, where the effect of interacting electrons is dis-
cussed with regard to the diffusion coefficient.

In the classical framework, the diffusion coefficient of
an ensemble of electrons is defined by the spreading of the
packet in space. This leads to one definition as?*

_14d (N2
D= dt(;[u,(:)]) (24)

and

.

-1 dt(?AvAv,-(t)) : 25)
where Av;=v;—(v;) and (25) is valid in the stationary
case. Within this classical framework these definitions are
accurate even with the electron-electron interaction includ-
ed. On the other hand, the quantum case is more difficult
as it is not easy to introduce the velocity terms inside the
kernel of (25) when the electron-electron interaction is
present due to the indistinguishability of the electrons.
For this reason we limit the present treatment to indepen-
dent particles, for which

7\,1_2(;AU.'Av,-(t)>=(Av,Av,(t)) , (26)
where

v, (t)=—1— > vi(0) . 27

e N ;

In this case we can define the diffusion coefficient in the
quantum case as

involves an average over the NESD p,."> Here P, is the
average momentum of the ensemble of N electrons. This
definition remains valid even in the classical case as well.
In Sec. IV we extend the definition to include the role of
the chemical potential in a manner which confirms (28).

At this point, however, it is convenient to generalize the
average (29) that appears twice in (28). For this we intro-
duce the general set of correlation functions

S(AA4,AB(t))=0O(t)Tr[p,A AB(1)], (30)

where 4 and B are two arbitrary “one-particle” operators,
expressible as

A= za(k)c;ck ,
k (31)

B= S b(k)cicy .
k

In particular, functions of this form are an excellent test
of the Zubarev approach'>? to nonequilibrium thermo-
dynamics. Indeed, from (30) it is clear that at ¢t =0 the
classical noninteracting limit results in the correlation
functions (30) simply reducing to the moments of the dis-
tribution function. Note in particular that definition (30)
is not symmetrical in its arguments for the quantum case.

We remark in passing that the classical limit is one
readily calculated by, e.g., using an ensemble Monte Carlo
(EMC) approach with an electron system.??” This is par-
ticularly true as the EMC treatment of transport satisfies
a more general retarded kinetic equation rather than the
Boltzmann equation and so fits our need for improved
treatments (over the Boltzmann equation).?® Thus the
EMC approach provides an easy and direct method for
simulating the various correlation functions.

Using the set of definitions (31) for the operators, we
can now expand the generalized correlation function as

S(A4,AB(10)=0(1) 3, a(ky)b(k;)(8F; bF (1), ,

ky.k,
(32)
where F), =c,ch, so that
(8Fy 8Fy (1)), =0(0{(cf cx, — (cf ek, )2)
Xei (e (1), . (33)

The evaluation of S can now be readily carried out
through the use of the generic correlation functions that
now appear in (32). When ¢ =0, (32) reduces t0*°

(SFkISFkZ(O))z=8(k, —k2)ny, (34)
in the high-temperature limit of independent electrons.
Furthermore, in this latter limit, the general case of >0
leads to the correlation function (32) satisfying the same
differential equation as G (k,k,;?) with a similar set of in-
itial conditions (this is shown in Sec. VI). Thus we may
write
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(8Fy 8Fy (1)) =ng G (ky ki) . (35)

This last result is somewhat peculiar, as the normal
fixed point® (aFkISsz(t—’OO )»—0 is not achieved with
(34). The reason for this lies in (34) which is used in the
low-density limit. This expression breaks the normal
property (which arises from conservation of the particle
number)

3 (8F; 8F; (0)) =

ky

(36)

which is required to give the aforementioned fixed-point
limit. However, this effect is small. It only appears in the
very long-time limit of the correlation function and is den-
sity dependent. In the long-time limit, other complicated
behavior is also at work to create long-time tails on the
correlation functions (see the discussion of Ref. 24). They
have a deep thermodynamical character and should not be
mixed with our density-dependent artifact.

It appears now that the calculations of the differential
mobility and the correlation functions of interest involve a
requirement of n; in order to establish the initial condi-
tions at  =0. From this, we need only a knowledge of the
evolution of the Green’s function G (k,k,;t). We begin
by determining n; in Secs. IV and V. To achieve this, we
use a method that parallels that of McLennan*® and Zu-
barev!® in treating nonequilibrium thermodynamics. In
this approach we find that n; =(Fy ),. First, in Sec. IV
the central features of the density matrix p, are discussed.
In this treatment, the chemical potential of the electron
ensemble is introduced. Then in Sec. V, the distribution
function n; is developed.

IV. DENSITY MATRIX p,

We now turn our attention to the calculation of the den-
sity matrix p,. This function is found by solving the
Liouville equation (2), which in turn is achieved in two
steps. First, we introduce a trial quasiequilibrium density
matrix. Second, we solve the Liouville equation in terms
of deviations from this trial function. Here we take p; as

the trial operator so that we can write p, =p; +Ap. Then
(i=1)
—Aﬂ —[H,bp]= [H,pL]—t—— . 37)

The source term on the right-hand side contains all the ir-
reversibility that is involved in the evolution of p,."? Now
pr. is defined to be an operator functional of a selected set
of macrovariables, much in the sense of a “displaced
Maxwellian.” More specifically, we write p; as

pr=exp[—o()], (38

with!13
a(t)=y()+ 3, Fp(t)Py, (39)
m
Here () provides the normalization and has the proper-
ties that are entailed in a partition function. The P,, are
the set of macrovariables

{Pm } = [ﬁeanNerHLaHe—Ly- .. } ’ (40)
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where _P', is the electronic momentum, etc. The parame-
ters F,,(t) are the corresponding conjugate forces, thus
ensuring the requirement

Tr(pPpy )=Tr(py Pp,) . (41)

These are given by the set, respectively, for the set (40)

[Fm } = { _BevDrBe, _Be(p__;_mvlz))’BLyBL,- .. } ’

(42)

where B, and B; are the inverse electron and lattice tem-
peratures, Vp is the drift velocity of the electron ensemble,
and p is the chemical potential of the ensemble.

We now solve the Liouville equation. While at first ap-
pearance it may seem that a direct attack on (37) is called
for, we shall proceed otherwise. We note that if p(t) satis-
fies the Liouville equation, then any quantity S (¢) defined
through p(t)=exp[ —S(¢)] also satisfies the Liouville
equation. If we define S(#)=AS(t)+o(t), then the evolu-
tion equation for AS is just

QA—S—[H AS)=[H,0]—

(43)
Thus if we choose p(t = — )=po for the initial condition
on p(t), where p, is the density matrix in equilibrium, we
find that AS(# = — 0 )=0 is the appropriate initial condi-
tion for (43). By introducing the causal Green’s function
in (43), it is then straightforward to obtain

AS(H)= —zf dt'exp[n(t'— 1) +iH(t'—1)]
X [Hot %0 |, @)

where H is the commutator-generating super operator of
the system Hamiltonian H and 7 is the usual convergence
factor.

In the original definition of o(z) above, the time param-
eter corresponds to the time at which the thermodynamic
variables are evaluated. We may extend this definition to
the two-time function as

o(t,u)=P(t)+ 3, Fpp()Py(u) , (45)

where the time evolution of P,,(u) is given as exp(iﬁu )P,
It is then easy to write

0 ,
AS(=— [ dte™s 41,1, (46)
where
oltu)= 3ot u)+l[H0'(t u)]. 47)

With these definitions the final expression for p, is easily
found as

0 ‘.
prlti=exp [—ot0+ [_dremoutie|, @)

which is the same form obtained by Zubarev.!* Up to this
point, the result (48) for p, depends only upon formal con-
siderations. Insight is only required in the choice of the
macrovariable set (40) and the corresponding conjugate
forces (42). A “proper” selection of these ensures that the
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metric “distance” (in the Hilbert space of operators) be-
tween p, and p; is minimized so that an expansion in
terms of low powers of S (#) may readily be utilized.

We must still calculate the quantity . First, it is clear
that if H,; =0, py is a solution to the Liouville equation
with the current choice of macrovariables. In this case,
the source term o, which describes the irreversibility, must
vanish. From the definition (47) for &, we may write'»2’

5(t,00= 3 Py F(1)

— (P ) (P, (49)

(Pn
2 a<P)

where I",,,, L =i[H,..,P,]. The determination of p, is then
completed by using (49) and (39) in (48).

Let us look at the role of the chemical potential now by
examining the diffusion processes in the reference frame
traveling at v,. In this frame of reference,

BeHe +Be,u'Ne _BLHeL _BLHI:] ’
(50)

pL=exp[—¥(1)—

where H} is the lattice Hamiltonian in the moving frame.
The diffusion flux is then'®

Be

D= (51)
m?

4t (P.:P.(1) O
J, dtPapE

where n is the density of particles and the quantum corre-
lation functions are defmed through

(P,;P. t))_f du Tr[AP,e ~“°P,(t)e“’p.].  (52)

If (51) and (28) are compared for the case of independent
electrons, where du/dn =(nB,)~!, it is clear that we can
draw a correspondence between the two if the “N-electron
system” of Sec. III refers to a unit volume. Nevertheless,

differences between the two lie in the definitions of the
]

BZ
ng= (ckck )o+
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correlation functions involved. However, in the classical
limit, the correlation function (52) can be written

(P,;P,(1))=Tr[pL AP,P,(1)] . (53)

Using (41) and the fact that the two correlation functions
satisfy the same evolution equations, in the classical case
of noninteracting electrons, we find that the two formula-
tions are equivalent. Thus the general formula for D is
that of (51). If electron-electron interactions become im-
portant in the system, these will enter (51) through the
correlation function and through p.

Up to now we have not considered the role of the im-
purities which give a positive background of charge to en-
sure neutrality. If we wish to include electron-electron in-
teractions, then it will also be necessary to include the
electron-impurity interaction in p; and H in order to cov-
er the long-range Coulomb terms in the potentials. Furth-
ermore, in any diffusion experiment, the presence of an
electric field arising from the direct Coulomb interaction
leads to an additional current which is treated by the dif-
ferential mobility discussed above.

V. INITIAL VALUE OF THE CORRELATION
FUNCTIONS

At this point we now turn our attention to the evalua-
tion of ny, the distribution function needed in order to cal-
culate the initial values of the various correlation func-
tions. First, it should be recalled that

ne=Tr(p,chcr) , (54)

and that we use (48) for p,. In the calculations to follow,
we will retain the high-temperature (noninteracting) limit.
These calculations will be carried out only up to second
order in H,;, as this is the lowest order which leads to dis-
sipation. After considerable algebra, (54) may be rewritten
as

((cfexHE Yo—(ciex ) CHE o) =By f dt'e™ (cfegd)(0,6) Hoy )

0 , p0 " . . 0 . .
+5 fwdt’e"‘ f_wdt”e”' (cher1(0,6)6,(0,¢") Yo+ f_wdt'e”'(czckaz(O,t')>o+ cee (55)

where 7 is the lowest-order part of &,
01(0,t')= 3 Py (t)Fy,
m
0,(0,¢') is the second-order part of é,

— (P13

52(0,t')= 3 [P, (1) (P1),
m,l

( >

(56a)

(56b)

and angular brackets with subscript zero refer to the averages being taken with respect to pr in the absence of H,; . If we

write the interaction terms as

H,.=3 (Uqlbchl+qck +c.c.),
k,q,A

(57)

then standard decoupling procedures®! can be employed in order to rewrite (55) as
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ne=ng |1+B% 3 Noa| Upa | 2
q.A

+ndBL ); [(Be—BL)Exk_g—BLVp d]| Upa | ?
q9,

0 ,
x [ _dre™ (GG ([DF (1) +D g )]}
— 3 2 [Be—=BLEk g =BV Y | Un|®
q.A

0 0 g
X [ _dr [7_drem™ ()G ) e _g (e g (1))

X[ (bgalt b (1) Yo+ (b1 g2 (8B _ga (£) )]

(HeL "VD '—pe,L ) ~

1 ~ Be . 0 ,
+ e (Ek“<€k)0)+;<Pe,L)(k—(k>o) f_mdt'e”’nk(t')Gk(t’). (58)

While (58) is quite busy, we note that several simple and usual notations are being used, including separate electron and
phonon Green’s functions. These latter notations are defined through

GO =i0(—1){cker(1))o

G ()=i0(—1){cx(t)cf Yo,

DY A ()=i0(—1){blr(Dbgn Yo » (59)

DR gr(=i0(—1){bya (b Do ,

P =i0(—1){cfer(D)o,
with [ (£)=Iy(t), where I stands for any of the functions in (59). Further, E;+,=E(k)—E(k+tg) and
€ =E(k)—pu'—vpk. If ¢(k) is any real function of k, we define ($(k))o by N(4(k))o=3 ,$(k)n;. We note that in the
presence of a high electric field, these energies are evolving functions of time due to the intracollisional field effect.!®!7-3?
If this latter effect is ignored in the off-diagonal terms, then the diagonal terms of the various electronic Green’s func-

tions satisfy, as an example,

2N | Upp | X0 +Ey 4 g—im)
(w—i—Ek—in)G,((”(m):l—ing%,-G,‘d“f(w) o | Ugp | (0 + By yq—in

+6e) 3,

- (60)
K'—k . (@+Eg—in)—ol,

where wg) and N, are the frequency and density of the g,A mode. It is in general still a difficult task to solve (60) for
Gi"(w). On the other hand, crude approximations simplify this task. One approximation is to replace the last term by
the relaxation time approximation, in which this term becomes iG{"(@)/7x. Then one can solve (60) in the real plane by
utilizing the method of characteristics. Following this procedure yields

t
GUN O =iO(— )8k x 1 orrexp [i [ oxtthar ] : 61)
with
(" Y=Eg 4 opy +1/Tk yeFr - (62)
Equivalent forms can be obtained for the phonon Green’s functions. Thus, for example,

Nk — Nk +q
w+Ek+q—Ek—in

(04w, —in)Dy(@)=Npu+DM) 3 | U, |2 (63)
k

Finally, it should be mentioned that the first term on the right-hand side of (58) does not lead to irreversibility since n,?
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is just the classical displaced Maxwellian. This latter result arises from the quasiequilibrium nature of pr.'2®* The
second and third terms actually lead to the dissipation effects in n;, as they build the third- and higher-order moments of
the function.

VI. EVOLUTION OF G(k,,k;t)

In the preceding section we obtained the values of ny, which give the initial values of the various correlation functions.
We now turn to evaluation of the equations which provide the temporal evolution of these various functions. It is ap-
parent that the evolution equations for the Green’s function G (k,k;t), defined in (17) and for the generic functions,
defined in (14) and (32), involve a knowledge of the evolution of the operator product ck(t)ck( t). With the definition (57),
we may immediately determine that

i At (t)ex(t)

ar =—ie F"‘[Ck Jer ()] + 2 qubqk(t [ck(t)ck+q(t)_ck—q t)e(1)]

+ 2 UpbgaDcd(Der _g()—ci 4 4(Dex(D)] . (64)
It is clear from this that the evolutlon of the operator product ck(t c(2) involves the knowledge of the evolution of
higher-order products such as bq;‘(t)ck(t)ckﬂ( t). When these terms appear in correlation functions such as (14) or (33),
their evolution gives rise to higher-order terms which may be reflected back into the diagonal terms by standard decou-
pling procedures.® The only direct influence of these off-diagonal operator products lies in their initial values, which in
the high-temperature or random-phase limits may be taken as zero. Indeed, this result establishes the validity of expres-

sions (19) and (395).

Let us now turn to the evolution of G itself. The diagonal terms may be obtained from (64) and

oG (ky,k;t)

3G (ky,k;1) ;
i— +
o T2

3 =i8(t)§kl’k—l'eF

+ 3 UplHY (ki kk —q;0—
q.A

where H'" and H\? are defined through

—BLH

T —————
Iy ZL

HP(ky,kk+q; t)—9(t)<

Ua[HY Gy kb +g50)—

ek b (Dek (kgD

HV(ky,k —g,k;D]

HP(ky,k +¢,k;0], (65)

0) , (66)

where the upper sign is taken for i =1 (and bg; =b;;~) and the lower sign is taken for i =2 (and b;k =b,y). In writing the
evolution equations for these latter terms, we shall ignore the electronic coupling via the phonon field as this just leads to
higher-order terms. Thus by decoupling the electron and phonon fields,

BH S (ky,k,k+q;t)
! at

=(Ep1q—ExFo JH (k) kk iq;t)—ieF

OH ' (ky,k,k +q;1)
dk

+(URINALG (ky k50— Gk k+g;50)] 67

The set of equations composed of (65) and (67) is now a
closed set from which the evolution of the off-diagonal as
well as diagonal terms can be achieved. It is easy to fur-
ther obtain a Boltzmann-type equation for this evolution
if we ignore the field terms and the terms involving the
left-hand side of (67). The first of these is equivalent to
ignoring the intracollisional field effect, which has been
shown to be important in high-field transport.? Ignoring
the latter set of terms is equivalent to ignoring memory ef-
fects in the temporal evolution of the Green’s functions.
In dealing with (58) in the preceding section, we made ap-
proximations equivalent to these, but these are thought to
be justifiable in that n; invokes the Green’s functions only
in the integrands. For such cases, preliminary indications
appear to suggest that these two effects tend to partially
offset each other.

Our present purpose is to look at the evolution of the

I

Green’s function itself, so that we will retain all of the
above effects. We wish to concentrate primarily on the re-
laxation of G(k,,k;t) and shall make the explicit state-
ment that G—0 when t— . As discussed previously,
this introduces an error only in the long-time limit, but
this error is small in the low-density limit considered here.
Since we are seeking the evolution of G, we shall retain
only the diagonal terms in the collision operators of (67).
In order to solve (67), we introduce the Green’s function
associated with the complete set of streaming terms as

—iO(t —15)8(L)exp [—i L;dt’[QkO(F,t’—to)—in]
(68)

where

L=k —kog—eF(t—t,), (69)
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QkO(F’t’_tO)::Ek'tq -—‘Ek'-T-(x)q ’ (70)

and
k'=kq+eF(t'—ty) . (71)

(i) . * \t t , . t , .
HY (k,,k,ktq;t)=~z(UqA)qufodt G(kl,k—eF(t—t');t')exp[—1 f‘,dt [Q(Ft"—t—in] | .
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We note that (;(F,t)=0 is the normal long-time require-
ment of energy conservation, modified here by the field
terms. Using (68), we can now solve (67) to yield

(72)

Expression (72) clearly includes both the memory effects and the intracollisional field effect. The two terms of (72) can
now be used in (65) to yield a relaxation equation for G, which may be expressed as

3G (k, k, +eFtst)
‘al:+e —5()—R*G ,

(73)

where the convolution R * G includes the four standard collision terms of the form

t t
% | Uga | *Nga fodt’G(k,,k1+eFt';t’)exp [—ift,dt”[le(F,t”)—in] .
9

It is worth repeating at this point that while (73) is a relax-
ation equation in which both memory and field streaming
are taken into account, this is not the same equation previ-
ously given by Barker and Ferry.>* The latter equation ex-
pressed the evolution of ny(¢) which does not vanish in the
long-time limit. Rather, (73) is an approximation in
which the fluctuations in the diagonal terms have been ig-
nored as having a zero initial condition. Thus the use of
(73) is better suited to describing the major part of the ini-
tial relaxation rather than the long-time limit. If we had
not invoked these approximations, (73) would be exactly of
the type in Barker and Ferry. We add that we could have
also derived a master equation for G following the pro-
cedure of Pottier,>* in which the electric field is written in
a vector potential gauge and the projection-operator tech-
nique of Zwanzig.'®* Applying these results to
(8Fy,8F),(1)) obviously comes from an extension of the

Onsager hypothesis® to the low-density far-from-
equilibrium situation.
VII. CONCLUSIONS

In this paper we have discussed several aspects of high-
field transport in semiconductors which are related to the

(74)

f

correlation functions appropriate to the far-from-
equilibrium steady state. This discussion has detailed
several of the problems which arise when calculating the
differential mobility and the diffusion coefficient. In this,
generic correlation functions have been introduced in or-
der to calculate the above two quantities. We have given a
unified treatment of these generic functions by focusing
on the evolution of a single Green’s-function set. Initial
values are obtained from the nonequilibrium statistical
density matrix and by performing the calculations up to
second order in the electron-phonon interaction. All of
the calculations have been carried out in the high-
temperature low-density limit.
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