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A theory of melting in two dimensions via the spontaneous generation of grain boundaries

is worked out. We find that this mechanism is more favorable than the dislocation unbind-

ing mechanism and that a first-order phase transition always results. The transition goes
from strongly first order to weakly first order for a core energy Ee less than 2.84k To (To be-

ing the temperature at which the dislocations unbind), consistent with recent estimates by

Saito. The question of the hexatic phase is discussed.

I. INTRODUCTION

Melting in two dimensions has been a subject of
interest recently. Many computer simulations' for
different interparticle potentials have been done, but
the results do not fit in well with the calculations us-
ing the dislocation unbinding mechanism (DUM) by
Kosterlitz and Thouless and by Halperin and Nel-
son. All computer simulations show a dramatic in-
crease in the total number of dislocations as the sys-
tem goes into the liquid phase, whereas the DUM
predicts no change in the total number of disloca-
tions. Also, the DUM predicts a gradual increase in
the separation of some of the dislocation pairs, but
this is not seen. Some computer simulations indi-
cate a first-order phase transition, whereas the
DUM produces a continuous phase transition. The
possible effects of dislocations in melting has been
discussed in the past by Mizushima, Kuhlmann-
Wilsdorf, Nabarro, Cotterill et al. , and more recent-
ly by Edward and Warner. " An alternative mechan-
ism of melting via the spontaneous generation of
grain boundaries was discussed thirty years ago, "but
no detailed calculation was carried out. Recently
Fisher, Halperin, and Morf pointed out that the
free energy to generate a single small-angle grain
boundary goes to zero at the temperature To where
the dislocations unbind. We have studied the statist-
ical mechanics of a collection of grain boundaries on
a hexagonal lattice and find the following features:
(a) Cxrain boundaries are generated before To as the
temperature is increased; (b) when coupled either to
a finite density change or to bound dislocation pairs
a first-order phase transition always results; (c) the
transition goes from strongly first order to weakly
first order for a core energy less than 2.84TO,' (d) a
hexatic phase will not exist for T & To. Since a
grain boundary consists of an array of dislocations,
spontaneous generation of grain boundaries implies
a dramatic increase in the total number of disloca-

tions, a result more consistent with computer simu-
lations.

We have looked at three different possible config-
urations of grain boundaries illustrated in Fig. 1 and
have found that Fig. 1(b) is most favorable. Our re-
sults are summarized by the expansion for the free
energy F; of these different configurations in terms
of the density of the grain boundaries n (of one
orientation but including the two directions of the
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FIG. 1. Three possible arrangements of the grain boun-
daries. (b) is the most favorable.
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Burgers vector):

F; = —A;(T —T, )n+B;n

+C, In. +D;n'+O(n4) .

The coefficients are given in Eqs. (6) and (22). But
let us describe our results briefly here.

The coefficient of the term linear in n comes from
considerations of the free energy of an isolated grain
boundary and its interaction with bound dislocation
pairs. C&, Cz are equal to zero but C3 is positive.
Hence the configuration in Fig. 1(c) is highly un-
favorable. There are two sources that all contribute
to a negative n ternI. They come from (i) a grain-
boundary crossing energy and (ii) a density change
coupling energy. The first source applied to Fig.
1(b) only. Because of this negative n term we ex-
pect a first-order phase transition to occur near T~

(=To), the Kosterlitz-Thouless transition tempera-
ture.

Our calculation is based on linear-elasticity
theory. We first calculate the energy of the configu-
rations in Fig. 1 at zero temperature. This is dis-
cussed in Sec. II. In Sec. III we investigate finite
temperature effects by considering small deviations
from these configurations. The grain-boundary
crossing energy, the coupling to the density change,
and to bound dislocation pairs are discussed in Sec.
IV. The shear modulus of the grain-boundary net-
work is discussed in Sec. V. One difference between
grain-boundary theories of melting in two and three
dimensions is pointed out. In Sec. VI we conclude
by discussing the question of the hexatic phase. A
discussion of the physical origin of the various
terms in Eq. (1) can be found in Ref. 7. A summary
of our results can be found in Ref. 8. Both these
publications contain numerical errors which have
been corrected in this paper.

where K is a function of the elastic constants. In the
absence of an external orientational field k~ ——kz ——1.

From this, one can calculate the energy U af two
parallel arrays of dislocations (grain boundaries)
with opposite Burgers vectors a distance z apart as
[see Fig. 2(a)] U(r) = g,. V(r r—; ). If only the first
term in (2) was present from potential theory U
would be proportional to only z. Then it would be
impossible to take the two grain boundaries apart.
When the second term is included, the long-range
interactian is canceled out and one ends up with a
short-range potential of the form [see Appendix
A(1)]

U(z, IC) =— ln sinh
I. K . mz

s 4~
77z 7rz

cot

+ ln
S I. —=—U.

S

This cancellation is complete only for an infinite ar-
ray of dislocations. For this reasan finite arrays of
dislocations are ignored. Note that in the DUM, the

II. ZERO- TEMPERATURE RESULTS

In this paper we shall assume that grain boun-
daries are just arrays of dislocations with density
s ' chosen to optimize the free energy. Elastic en-
ergies of grain boundaries can be obtained by sum-
ming the contributions from individual dislocations.
The details of calculations in this section are dis-
cussed in Appendix A. The only assumptions in
this calculation are that of linear-elasticity theory.

Dislocations with Burgers vectors b, b ' interact
with each other with a potential of the form

(b)

k

b '.(r —r ')b (r —r ')

fr —r'f (2) FICi. 2. Two simple building blocks for grain-boundary
networks. s is the interdislocation spacing.
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second term in (2) is much less significant compared
with the first term, and it is much more difficult to
take the dislocations apart. Thus in the grain-
boundary mechanism there is a special correlation of
the direction of all the Burgers vectors that is built
in. In the DUM, one can only include the correla-
tions of the directions of two Burgers vectors; hence
the effective interaction still remains long ranged.

From Eq. (3) the energy at T=O of configurations
1(a) and 1(b) can be computed. A key simplification
comes from the cancellation of the average interac-
tion of nonparallel grain boundaries if the correla-
tion of the positions of the dislocations of the inter-
secting grain boundaries is ignored. This correlation
is important and is discussed in Sec. IV. As z~ oo,

U~(&/4~)ln(s /2~) .

Hence the zero-temperature energies E„E2 for con-

figurations 1(a) and l(b) are

K n sE = —ln1
8m s 2~

and

(4b)

The energy of configuration 2(c) can be computed
from the energy 8' of the pair ABCD, . . . ,
& ~A~ C~D&, . . . illustrated in Fig. 1(c) and more
clearly in Fig. 2(b) [see Appendix A(2)]. Again the
average grain-boundary crossing energy cancels.
(The calculation is facilitated by expanding
dislocation density as a Fourier series. ) We find, for
z/s ~ co that W(z) is dominated by interactions be-
tween dislocations on the "same" grain boundary
(such as ABCD, . . . ):

K ~ l 1

16~' o s' m
+cos(n m )exp[ —v 3am (nW3 —1)]

sin (arm/3)I
E I sin (~m/3)

16~ )o s m

From this we get

C3 —— 8'(0.866l ) =3 9K
l 64~ s

C2 ——C) ——0 .
(6)

I

calculated the energy of configurations with the
Burger vector not perpendicular to the grain boun-
dary and found them to be energetically unfavor-
able.

As we emphasized in Sec. I, this implies that Fig.
1(c) is highly unfavorable and it will be ignored
from now on.

In all the above calculations we have assumed that
the Burgers vectors are perpendicular to the grain
boundary (Fig. 3). In Appendix A(3) we have also

III. FINITE- TEMPERATURE RESULTS

Here we discuss finite-temperature results by con-
sidering small deviations from the zero-temperature
configurations. There are three contributions to
this: (a) that from an isolated boundary, (b) that
from interactions between parallel boundaries, and
(c) that from boundary crossings. (c) will be con-
sidered in the next section.

Let us consider (a) first. In the previous section,
we have assumed that the positions of the disloca-
tions are periodically arranged at r; . Now let
r; =r; +Sr;, and expand Eq. (2a) as

U= g V(r; rj )+ —, g (5r; 6rj )—V"—
= U(z, K)+ Y .

U(z, K) is defined in Eq. (3). I' is an energy func-
tional of distortion of the form [see Appendix A(4)]

I'= X() I ~ I+» I ~', I'

FIG. 3. Tilted grain boundaries.
Here 6r;~ is the Fourier transform of the configura-
tion of the ith grain boundary. y is given by
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=b K/Ss .

6 is significant only if the grain boundaries are close
together. For two grain boundaries at a distance z
from each other,

h=(b Kvr/4s )csch (viz/s)

for longitudinal modes. For transverse modes po-
tential (3) provides a short-range term linear in 5r~q.

When the grain boundaries are far apart so that b,
is negligible one gets by integrating the Boltzmann
factor exp( —PY) over all possible configurations
5r;q the finite-temperature contribution to the free
energy Gz of noninteracting grain boundaries [see
Appendix B(1)],viz.

Gz -=—( 3Tn /s) [2 ins + 1+ln( T/2' To ) ] . (9)

When the grain boundaries are close together part of
this free energy is lost.

Let us next discuss the interaction free energy be-
tween "parallel" grain boundaries. Because of the
thermal fiuctuation, two grain boundaries can come
close together at certain places. Whenever this hap-
pens because of the hard-core repulsion between
parallel grain boundaries, some entropy is lost. If
the elastic energy Y were proportional to q then
this "entanglement" energy is of the order of n .
Now the grain boundary is stiffer so that the
chances of entanglement and hence the loss in entro-

py is reduced. Estimates in Appendix B(2) indicate
that it is of the order of n exp( const/T—n ). For
small n this term is much smaller than the terms in
Eq. (1). Hence it is neglected.

N2N&y(s/2m) n . (12)

Here N~ L/s is the t——otal number of dislocations
on a grain boundary, %2 =Ln is the total number of
dislocations. Hence we get an energy of the order of

LznzK/32mz .

Note that this term is always less than that in (10)
for a large enough s, since the former is of the order
of lns.

This can be combined with (12) and we get a

tracted by that of another grain boundary, another
dislocation on the same boundary is also affected
through this elastic coupling. Now we first estimat-
ed the energy by ignoring this coupling. Its effect
will be estimated in the next paragraph. The calcu-
lation is reduced to that involving two essentially
free dislocations. For T=To, we get the following
contribution to the free energy [see Appendix B(3)]:

H
~

—— n—Te(s), (10)

e(s) = —,[1ns +ln(qr~3/2) ],
H2 ——3H( .

Note that for large s, e(s)~lns.
We now estimate the elastic energy expanded to

achieve the above gain. The force range between the
grain boundaries is of the order of s/~. The average
displacement 5r~q of a dislocation is thus of the or-
der of s/2m. . The average wave vector q of the
strain is of the order of n Usin. g Eq. (7) the average
strain energy is of the order of

e(s) =e(s)+ I/2~- (14)
IV. GRAIN BOUNDARY CROSSING ENERGY,

COUPLING TO A DENSITY CHANGE
AND BOUND DISLOCATION PAIRS

Here we discuss three other sources which contri-
bute to the free energy. These include (1) an energy
due to correlations of dislocations on crossing grain
boundaries, (2) an energy due to the interactions of
grain boundaries and bound dislocation pairs, and
(3) an energy due to the coupling with the density
change. We now discuss them in detail.

(1) Grain boundary crossin-g energy. First let us
say a few words about the basic physics involved.
The dislocations inside a grain boundary can move.
When two grain boundaries cross their dislocations
stay closer together (further apart) if they attract (re-
pel) each other. Even though a single grain boun-
dary crosses equal numbers of dislocations of oppo-
site Burgers vectors, because of this correlation,
there is a net energy gained.

The dislocations inside a grain boundary are,
however, coupled elastically. As a dislocation is at-

Some free energy is lost when three grain boun-
daries of different orientations are all close together.
The probability of this occurring is of the order of
(2sn /qr). In that case there is effective screening be-
tween dislocations, and it is not possible to gain the
free energy Toe(s) that we just calculated. We ex-
pect that H

&
should be modified to read

~, =II) +n ze(s) T(2sn /m. ),
II~ ——3H] .

(2) Coupling toith bound dislocation pairs. There
is always a finite density of bound dislocation pairs
present at temperatures below the Kosterlitz-
Thouless transition. When grain boundaries are
created they will interact with these dislocation
pairs. We show here that this coupling induces an
additional negative term in the free energy for the
grain boundaries. We assume the low-density limit
for both the dislocations and grain boundaries, and
consider the interaction between a dislocation pair
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and a parallel rigid grain boundary. The free energy
F is given approximately by

e ~ = r r'exp — E 4~ n r —r'

—U(r)+ U(r')+2E, ] I, (16)

where U is the interaction between a dislocation and
a grain boundary [Eq. (A13)].

In the absence of the grain boundary, the free en-

ergy Fo of the dislocation pair is given by

e = r r'exp — E 4a n r —r'

—2PE
Qe

Close to To, the change in free energy per pair is
hence given by

P(F—Fo)
e

(bp)2 1 bp n+
p 2lc p s

(19)

Here a. is the compressibility of the system, and A,

comes from anhalriionic strain effects. It is
straightforward to minimize F' with respect to
bp/p. One gets an additional negative term in n,
V1Z.

—(An/s) 1

2 K
(20)

Thus the coupling to strain is to make the transition
more first order. In some cases such as the 1/r po-
tential, a. is infinite (provided the boundary condi-
tion is right). Then this contribution vanishes.

This is evaluated approximately in Appendix C.
One obtains finally that the interaction energy be-
tween the grain boundaries and the dislocation pair
per unit area is given by (Appendix C)

AF/n =F exp( 13F—) Fo—exp( —Fo),
F Fo =-——T in[1 ns '+ns —/12

—n s (1—s )/3],
Fo 2E, —T ln[m——/(2T/TxT. —1)] .

Note that if ns is less than one then F Fo ~ns-
and we get a term linear in n.

(3) Coupling with the density change. Most melt-
ing transitions are accompanied by a finite-density
change bp. This change can easily be incorporated
phenomenologically by including in F the following
terms:

l

modulus is related to the response function of the
dislocations along the chain. More precisely, if one
can move the dislocations along the grain boundary
with zero energy barrier then the shear modulus is
equal to zero. The potential energy of the disloca-
tions consist of two parts. First, there is the elastic
energy of the foison

that we discussed in Sec. III. Second, due to the
atomistic nature of the system there is the Peierls-
type potential

H2 ——A, g cos(2~x;) .

This terna has been left out in our discussions so far.
This Peierls potential provides an activation barrier
and renders the problem less trivial. By a duality-
type transfoiiiiation, as is done in the context of the
roughening transition, the partition function

x;exp —
~ +H2

can be mapped into that of a collection of one-
dimensional (1D) Coulomb rods and hence into the
Kondo problem. (See Appendix D.)

In that case we find that the shear modulus is
zero for T) To/8 in the limit of small A, . Hence we
expect the shear modulus to be zero at melting.
This also implies that polycrystalline material may
be unstable above a finite temperature.

VI. CONCLUSION

V. THE SHEAR MODULUS

So far we have implicitly assumed that as the
grain boundaries are created, the shear modulus in
the new phase will be zero. In this section it will be
demonstrated.

The dislocations along the grain boundary are
specified by the set of coordinates Ix;). The shear

F= —A;(T —T;)n +B;n +C;/n

+D;n +O(n )+dd; . (21)

From Eqs. (20), (18), (15), (14), (10), and (4), we ob-
tain, for T close to To, the following results:

Let us summarize our findings here. The free en-
ergy F2 can be written as
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2 lns
Ai —,Ag ——3Ai,

IC 1 K 1+—E, —2.84
16m. 2 '

m ns

8 i ——0, Bz —— 3T—pe(s) ——,ir(A, n ls)

Ci ——Cz ——0, C3 &0,
2e(s)

Di ——Ts, Dz ——3D i,
7T

bFi ——~z ——3~, .

(22)

b,F' arises from the interaction between bound dislo-
cation pairs (of density cr) and grain boundaries.

Note that a negative grain-boundary crossing en-
ergy favors the configuration in Fig. 1(b). We shall
focus on this from now on. There are two contribu-
tions to the n term, both giving a negative contri-
bution. They come from a grain-boundary crossing
energy and a coupling energy with the density
change. Because of these negative n terms, we ex-
pect the transition to be first order. There may be
situations such that the coupling with the elastic
strain is absent. (For example, when the system is
incompressible, such as for the 1/r potential, 'p or
certain situations in the Gaussian core potential. ")
In the absence of the coupling to the elastic strain
the physics is quite subtle; the grain-boundary cross-
ing energy by itself may be insufficient to generate a
first-order transition. Instead, it is the combination
of this term and hF which always generates a first-
order transition. More explicitly, for i~=0, Fz can
be written as (in the limit of large s):

t'

n ns 2ns
Fp = — ' ills 6( T —Tp ) —Tp 1—

2 2 7T

+ (E, —2.84Tp) +3 b,F .

We have explicitly collected those terms proportion-
al to lns. First let us assume that b,F was absent.
Note that both n and s are adjustable parameters. If
E, —2.84Tp is less than zero then Fz becomes nega-
tive at a temperature before Tp with a finite change
of n and s. If E, —2.84Tp is positive, however, the
free energy is minimized if the lns terms dominate.
In that case we expect a transition to occur at a tem-
perature T, given by

Ti ——Tp(1 —m/96),

corresponding to ns =m. /4 (Ti represe. nts the
minimum reduction of the transition temperature
with respect to Tp, irrespective of the sign of
E, —2. 84Tp. ) In this limit only the product ns as-

sumes a finite value when the phase transition
occurs but s would like to be as large as possible and
we expect the transition to be continuous.

When ~ is incorporated then the above "ac-
cident" does not happen anymore. Note that the lns
term in Fz depends actually on (nlns)/s whereas bF
has the functional foiiri ln(1+ns ). Hence we ex-
pect the transition to be always first order. Howev-
er, the transition is much more weakly first order
for E, &2.84Tp. This is consistent with a recent
Monte Carlo simulation of the vector Coulomb gas
by Saito' who found a rapid change in the degree of
discontinuity at a core energy in between 3.28Tp and
2.3Tp. For compressible systems, as we pointed out
in Sec. IV(3), the coupling to a finite density change
induces a change in the core energy. Hence for sys-
tems interacting with a r " potential with n & 1, we
expect a more favorable situation for the above
mechanism. For r ' potentials, no such reduction
is possible. Estimates indicate that E,=4.9Tp. We
thus expect the transition to be more weakly first or-
der in that case.

Because of the linear coupling to the bound dislo-
cation pairs, we expect that as the grain boundaries
appear there will also be a discontinuous change of
the density of the bound dislocation pairs as well. It
is difficult at the moment to give a precise estimate
of the actual transition temperature. A crude guide
is given by T„which provides for a reduction of at
least 1% relative to the Kosterlitz-Thouless tem-
perature. This is certainly consistent with computer
simulations with 1/r" potentials (n=12 to n= 1)
which, with an uncertainty of about 10%, predicts a
transition temperature in agreement with the
Kosterlitz- Thouless temperature.

Let us next turn our attention to the so-called
hexatic phase. In two dimensions, even though
there is no positional long-range order, there can
still be bond-orientational long-range order. This
was first pointed out by Mermin. " Halperin and
Nelson pointed out that in the DUM after the
dislocations unbind the bond-orientational order ex-
hibit power-law decay. This phase is called the hex-
atic phase. They suggested that there exists another
transition at which this bond-orientational algebraic
order is lost. We now investigate the bond-
orientational order in the context of grain boun-
daries. In order for such a possibility to occur, it is
necessary to have power-law correlation or some
other long-range correlation for the orientational or-
der parameter e ' . The orientation of a crystal
changes as one goes from one side of a grain boun-
dary to another. The direction of rotation is related
to the "sign" of the Burgers vector of the grain
boundary. It is obvious that the mean-square fluc-
tuation of 8 is proportional to the mean-square fluc-
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tuation of the net sum of the Burgers vector of the
grain boundaries. If the grain boundaries with op-
posite Burgers vectors forum bound states, then there
is long-range correlation in 8. This is because if one
crosses a grain boundary and the orientation of the
crystal is rotated, one always encounters a grain
boundary with opposite Burgers vectors and the
orientation is restored. If bound states are not
foriried then

(()((0)$(R)) ~R

( 6ip(0)e 6ig(R) )
—Ra

where a is some constant of proportionality; the
hexatic phase will then not exist.

To determine the possibility of a bound state it is
necessary to know the effective attractive potential
between the boundaries. In addition to the potential
in Eq. (3), there is an additional term of the follow-
ing origin. Whenever z/s is small, b, in Eq. (7) for
the longitudinal modes is no longer negligible. The
entropy of the grain boundary is hence reduced.
The resultant effective potential (see Appendix E) is
the difference between Eq. (3) and the loss in entro-
py due to the gap. For small z, it is

U ff —s '
( 4To —2T)ln( 7rz /s ) +0.466 To /s

For z & s /m, U,ff approaches zero exponentially
fast. Using U, tt, one can estimate the net gain in
free energy for any part of the grain boundary that
is closer than s/~. This turned out to be

—(4TO —4T)lns +3.6TO .

Hence for lns (0.9( To T) no bou—nd state can
OfIIl.

Heiney et al. ' recently found that for xenon on
graphite the transition becomes second order for
coverages larger than 1.1 monolayers. This may be
due to a change in the core energy. While graphite
is incommensurate with xenon, it does impose an
orientational ordering field on the epitaxy. The ef-
fect of this we have not fully investigated here. An
indication of what will happen can, however, be
glimpsed by the following argument. The potential
V(r) between two dislocations of Burgers vectors
b, b' is given by

K)
V(r)= — b b 'lnr

8m
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APPENDIX A

Here the elastic energy of different configurations
of grain boundaries is calculated. We take the
model such that grain boundary is just an array of
dislocations. Dislocations with Burger vectors b, b
interact with each other with a potential of the form

V= V( —Vp,

V( —— b.b', ln~ r —r'~
4~

K b (r —r')b' (r —r')
4vr ir —r'/ ~

(A1)

K is given in terms of the Lame constants A, ,)(i, by

grain boundaries is obtained by summing over the
potential of the dislocations that make up the grain
boundary. For K( ——Kq there is a cancellation be-
tween the first and the second terna of V so that the
potential between grain boundaries become short
ranged. In the presence of an external orientational
field K(&Kz, the cancellation is incomplete, the
grain boundaries are always bound so that there is
always orientational order, a result not too unexpect-
ed since now we have an external orientational field.
However, it is not clear now whether the grain-
boundary mechanism or the dislocation-unbinding
mechanism is more important. It is conceivable that
for a sufficiently large external field, the DUM
takes over and the transition then becomes second
order again.

In this paper we have demonstrated that the
grain-boundary mechanism (GBM) is more favor-
able than the DUM. The GBM also fits in better
with computer simulation results in that a dramatic
increase in the total number of dislocations is
predicted. We have not considered the interaction
of grain boundaries with other point defects such as
interstitials or vacancies. Nor can we rule out other
possible mechanisms. There are certain predictions
of the present theory which one should be able to
compare with computer simulations. These include
the dependence of the melting temperature on the
core energy E„as well as the coupling to the density
change.

In the presence (absence) of an external orientational
field K ( &Kz (K (

——Kz). The potential between

(A2)

a here is the lattice constant and is set equal to 1 in
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this paper.
(1) Let us first consider the energy E of the con-

figuration in Fig. 2(a). This was first calculated by
Reed and Shockly. Our calculation differs slightly
from theirs in that we focus on the potential energy.
It can be easily carried out with the following
mathematical identities:

"=+ n2+u2
ln

(n~O) n
=2[in sinh(mu) —1n(mu)],

(A3)

=—coth(~a) .1

g2+a2 a

E is just given by

(A4)

FICx. 4. Displaced grain boundaries.

Using (A3) and (A4) we thus get

z z Z
ln sinh m. — —m

—coth
S S S

—inn. +1ns

Two special limits are worth recording.
(a) As z/s~co

K SE,~+ ln
4m 2m

—2nz/s

(b) As z/s~0

E ~+ (lnz —1) .K
4m

2

E, =+ g ln(z'+n's') —2 g8' Z +n S

(A5)

(A6)

(Aj)

(A8)

1+tan (m.b)=stan(mz)
tan'(~b) + tan'(~z)

ln =in[cosh(2z) —cos(2~b)](n+b) +z
(n&0) n

(A9)

—ln(z +b ) —in(2m ) .

(A10)

For z and b expressed in units of s, we obtain

(2) We record here some further results of config-
urations similar to the one under consideration. For
example, the energy E, of that illustrated in Fig. 4 is
of relevance to the consideration of the shear
modulus of the grain-boundary state. It can be com-
puted with the following mathematical identities:

00 Z2

(b+n) +zX

E~ =+ 1n[cosh(2mz) —cos(2mb)] —ln(2m )+21ns 2' — [tan (mb)+tanh (mz)]
K 2 tanh(mz) z 2

Sm 1+tan'(n. b)
(Al 1)

Note that as z~ oo,

E,' ~+(IC/4~)ln(s/2n. ) .

As Z~O,

E,'~ ln(z +b )—
8m. 4~ z'+b'

(A12)

(A13)

I

perpendicular to the grain boundary as is illustrated
in Fig. 3. This can be easily computed as follows.
Note that first of all the contribution from V& is
straightforward and one gets the same result as for
8=0. The contribution from Vz is given by

U2 ——+ N g [cos (8+8„)]
4m

For b=0 formula (A6) is recovered.
(3) One might also be interested in a configuration

in which the direction of the Burgers vector is not
—(X—1)sin 8
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The second term in the bracket comes from interactions between dislocations on the same grain boundary. U2
can be rewritten as

U2

N
=+ g (cos 0cos 0„—2sin0cos0sin0„cos0„+»n 0»n 0„)+N( —1)sin 0

4a

Noting that g„sin(20„)=0, we obtain

U2/N= cos 0+cos 0„+sin 0+ (2 —cos 0„)—sin 0 lC/4'
n n

=[(cos 0)mz/scoth(nz/s)+(2N —1)sin 0]K/4m . (A14)

This energy is smallest when 0=0.
(4) Let us next consider the elastic energy of the grain boundaries, which is useful for finite-temperature con-

siderations. A dislocation can interact with other dislocations on the same grain boundary or on another grain
boundary. Let us denote these contributions by subscripts a and b For .transverse small deviations of the
dislocations from their initial positions (see Fig. 5) we find that the change in the potential consists of contribu-
tions which are proportional to 5z and (5z), respectively The . first is short range and just gives Eq. (A6). We
get, from the logarithmic ( V& ) and the dipole (Vz ) terms, the following:

2(5z;„+ —z; )
5V,.=+

4~ n $

V,.= g g g, , (5z, „—5z, )',
8~ „„„;n2s2

(n&0)

(A15)

2(z+ns )

4z 4z 2

(z +n s ) (z +n s )
2 2 2 2 2 2 2 3 i++~ iJ~~

Here e;,eJ. ——+ I.
Note that even though the dipolar term provides a

zero contribution when 5z is zero, it is responsible
for the positive sign of 5V2, . Using the formulas

cos n s & cos cx &—$

a sinh(am )

~ ——~Ik Is+0(e ),
a—+oo CX

cosn s
(n+a) ~ 2a

cosn s
(n'+a ) a"

(A16)

= Szim = SZ2„

COS n s 7T

~0 n s S 2

With 5zik =1/~N gjexp(ikjs)5z~J, we obtain

5Vb~ — g g E;ej 5z;k5zJI,
xb' . .~Ik

I

(i 8z2p +(15ik I

'+
I 5zJI, I

'

FIG. 5. Possible fluctuations of grain boundaries for
normal model calculations.

$77—25z;k5z k)J z

(A17)
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Similarly Subtracting rows 3 and 4, we get

5V, = b g ~5zI,
~

k n.k2+ ~
(A18)

Zgk S 7T Z

i k

When the sum over i,j is performed, the last term on
the right-hand side of (A17) becomes

1

2

1

2

1 0
—1

=0.

0 1 1 —1

I
Adding —, of row 1 to row 3, we get

(A23)

It is nonzero only if the center of the positive and
negative grain boundaries are separated. We shall
assume that this is not so and ignore it from now on.

Combining the remaining terms, we get

5V, +5 Vb
—— g ~

5zgl, (4m, ' s 2

1 1

0 1

Q 0

1

1

3 —2A,

2

1

and from this

1

Q

( —, —A) =Q,

+ g 'Ej je5jzg 5z+

1

2

1

2

1

2

1

2

1

2

1

2

1

2

I

2

1

2

(A20)

In writing this down we have expressed the eigen-
value in units of m

~

k
~

/s. The factors of —, come
from the fact that g, = —, g,.&.. Adding rows 2,
3, and 4 to 1, we get

1 1 1

1

2

(A21)

(A19)

For small k, the k term is negligible. The quadrat, -

ic form (A19) can be diagonalized and we get N —1

modes of frequency y j
k

~

and one mode of frequen-
cy (2N+ l)y

~

k
~

where y=k/Ss. N here is the to-
tal number of grain boundaries. Let us illustrate
this for the case N=4, the solution for general N is
identical.

In that case, one is interested in the equation

( —, —A) ( —, —A)=0. (A24)

(65y)z .
( 2+ 2 2)3

At small distances, using Eq. (A4) we get

5Vzb ——csch (ma)/4s

(A25)

This is the gap quoted in Eq. (7). Carrying out the
same algebra as the previous calculation, we get the
same final result for large distances for the trans-
verse modes as for the longitudinal modes.

(5) Let us next discuss the elastic energy of Fig.
2(b). This is facilitated by using a Fourier series ex-
pansion for the dislocation density p. We shall only
look at the limit z/s —+ oo here. We have

p= gA exp( 2imxm/I)+——,po
. 5(z),

= (po/2~m )sin(m. m /3 ),

It is not difficult to generalize this to the case of ar-
bitrary N.

Let us next turn our attention to the longitudinal
modes. 5Vz, is of the same functional as Eq. (A15).
5 Vb is now given by

2z2
5Vb=& ~ ~ z + z

&zan

2(z +n s ) (z +n s )

1

2

1

2
0

S

0
( —, —A, ) 1

2

1

2

1

2

Adding rows 2 and 3, we get

=0 (A22)

Note that p can be written as

p= g 2A cos(2mxmll)+ —,po 5(z) .
m&0

The contribution from V& (called P&) can be comput-
ed from the equation V'

P&
——2m.p in two dimensions.

Writing P) as
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2&%Vi
$1 g 4'1m COS exp

m~0 I
2vrm fz f

1
+ o'

Collecting terms we get

we find that

2 rrm 27Tx m

m ~0
= + g sgn(z) cos

(A26)
g cos

m&0

+2A 1r fz f—

2am fz
f

/1

(A29)

Since sgn'(z) = +25(z) we get

l
2
™

P1
——2m(2A ),

A 1
(A27)

The energy of Fig. 2(b) consists of interactions from
dislocations on the same grain boundary (self-
energy) as well as that from different grain boun-
daries. The self-energy E, is given by

E1 —— P(z =O,x)p(x)dx
—L
4~

Pz
——gA exp

Similarly, we get Po ——mpoz. The contribution from
Vz (called $2) is most easily obtained by direct in-
tegration. One has

I 27Tmx, z
au e

+0
(A30)

= +2A cos
mpO

2&mx
l

—z m fzf/1+

(A28)
I

The interaction energy per grain boundary E2 1s

given by

IC W31 1
E2 —— P z=—,x p x ——dx

4m. 2
'

2

E g (2A )exp —V 3vrm
4m. 2

l
(2A ) —cos(arm )

2111

f

K g 4A cos(mm)exp W2~m-
4rr 2 2

(A31)

Combining we get for the total energy E,

E= g +cos(mm)exp[ —~3~m(mV 3 —1)]
EC 1 1 sin (~m/3)
4~ o g2 m (2am )

X sin (rr/3)
I 1 —exp[ ~3~(1r~3—1)]I

Xl
4' S

IC 1

64m s

APPENDIX 8

(1) First let us record the calculation of the free
energy of a single grain boundary. This calculation
is trivial; however, since some numerical errors were
made in a previous publication we shall write down
some details here. The total free energy of an isolat-
ed grain boundary consists of two parts. First, there

l

is the elastic energy at zero temperature. From Eq.
(A7), this is

F1 ——2T11[lns —1n(2~)]L /s .

I note that the energy in (A7) is that for a pair of
grain boundaries. Recall also that To ——K/16~.

Next, there is the contribution from finite-
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temperature entropy effects. This is determined
from the equation

exp[ —(PF2/2) ]
[8x2 ()) )]

uzexp —y q u& (82)

Note that there are contributions from both the
transverse and longitudinal modes. Hence F2/2 ap-
pears on the left-hand side of (82). y is given in Eq.
(8). The limit of q is from —ir/s to vr/s Fro. m
(82), we get

F2 ———[—21ns —1+in(2m)]T .I,
S

Combining (81) and (83) we get

Fi +F2 ———[(2T()—2T)lns —1 —ln(2~) ]
I.

(83)

L, 2.84
(To —T) —— '

lns .
s 21ns

(84)

(2) Next we discuss the entanglement energy of
grain boundaries. By this we mean the following.
At finite temperatures the grain boundaries are no
longer straight. Instead, they increase their entropy
by meandering over all space. When two parallel
grain boundaries are close together, due to their
hard-core repulsion a certain amount of entropy is
lost. If the elastic energy were proportional to q,
previous calculations using path-integral techniques
suggest that the entanglement energy is proportional
to n . This same functional dependence can also be
produced by the following physical argument.

The total entropy loss is proportional to how fre-
quently two grain boundaries are close to each other.
This is proportional to n per grain boundary and
can be estimated as follows. Suppose that two grain
boundaries are close at a point zo (see Fig. 6) and at
a further distance 1 they are close together again.
Then the frequency that we want is inversely pro-
portional to the mean value of l. As one moves
from zo the mean-square lateral fluctuation (5x) in-
creases. l is just determined by ([5x(l)] ) =n

FIG. 6. Diagram illustrating the estimate of the fluc-
tuation entropy of the grain boundaries.

[5x(l)] = f e'q dq ~ T lnl .

By the same argument as above, the frequency at
which two grain boundaries are close together is
proportional to exp( —const/Tn ). The total entro-
py lost is hence n exp( —const/Tn ).

(3) Finally let us try to make an estimate of the
grain-boundary crossing energy. The net gain in po-
tential energy ( V) is approximately given by

the mean interboundary spacing. Since [5x(l)] ~ l
we get l '~n . The total entropy lost per grain
boundary is hence n . This same argument has also
been pointed out by Coopersmith et al.

Now that the elastic energy is proportional to
~ q ~, the grain boundary is much stiffer. [5x(l)] is

given by the formula

f„(K/srr)lnreP(K'8 """rdr

f e +p(K~8n')»"r dr + e +p(K&8~))«r dr
A

f, r dr%/8m)genre'
e P(K/8w)lnr d + P—(K/8'�))nr—

A A'

(86)

Note that because the Burgers vectors are at an angle of 60' with respect to each other we have K/8~ and
not K/4' in the above expression. We have also neglected the angular terms [see Eq. (A13)] and have used the
short-range part of the potential between a dislocation and a grain boundary. Since this range is of the order of
s/m, we have approximated the. region of integration A by

~

r
~

((2/~3) /7s. r
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g' is the complement of A. The second term on the right-hand side of (86) is much smaller than the first and
hence is neglected. Carrying out the calculation, we get

( )
ln s —ln (m.~3/2) E

(87)
(1—2/3m )+2 1n(2s/m. v'3)

For ln(2s/v 3n)»0.5, we have

& V) =——[i~+in(~v'3/2)]T, /2 . (88)

APPENDIX C

The derivation of Eq. (18) from Eq. (17) will be described here. Focusing on the contribution of one bound
dislocation pair, we have from Eq. (17),

P(F F ) 1/n 1/n s/2—:(L /s) f dx f dx' f dy f dy'ax(t[ —()[(/(r) —t7(r'))[

X[(x —x') +(y —y') ] /Z,
n

—' s/2 OOZ—= (L /s) f dx f dx' f dy f dy [(x —'x')t~(y —y')t)

(Cl)

U is the potential due to a grain boundary. We have included the discrete nature of the grain boundary so that
for small r, U contains an explicit dependence on y and differs from the potential U in Eq. (3). From Fq.
(A13), U(r)~(K/8m)ln(x +y ) for nr/s &&1.

The origin of]pe coordinates in Eq. (Cl) is one of the dislocations on a grain boundary. Hence we have the
factor (L/s) f rtdy.

For large x, U(r) approaches a constant. For x,x'»s/m, the factor expI —P[U(r) —U(r')] I is then equal to
1. We thus split the region of integration in Eq. (1) into four regions as follows:

X X = X X + X X + X X + X X

(C2)

In the first two regions, we shall approximate the integral by replacing the factor expI —P[ U(r) —U(r )] I by
1. In the two remaining regions, we shall approximate U(r) by

r

I/ l. xm' SX &X Scoth + ln
S S

x &s/2m.

ic
ln(x +y ) — —, , x &s/2m. .

8~ 4m X2+y2 '
(C3)

Substituting back into (C1) we get

exp[ —P(E—Fo ) ]= (8 +C +A )/Z,
where B,C(A) comes from the first (last) two regions of integration. Z can be evaluated using the formula

y' X —X' +y —y' =~ 2 X —X'

We get (with the cutoff included so that
~

x' —x
~

) 1),

1 n——2+
2. n 1 —n

(C4)

(C5)

L (1+2n n) . —
2n (C6)

The factor 2n in the parentheses comes from the hard core. Similarly, B can be evaluated. We get
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1 ns ns/~
2 n 2m 1 n—s/m

1 nS

2 71 2&

The evaluation of A is more complicated. Using (CS) and (C3) we get

s/2m 1/2n s/2 e4& /|& +3' 1
y exp — U r'

2s (x+y) Ix x
/2 /2 4 '/('~'+X'~

m=0

where

(+3)(+3+1) (+3+m)

(C8)

(C9)

Using Eq. (C3), we find

1/n
x'exp — U r' x'

'm —2
( n 3/2~)2+mf (m)—

16(2+m)
(C 10)

where

du . 4f (m) = (sinhu ) exp( —4u)cothu .
J/2 ~ 3+m

Substituting back into (C9) we get

4 p p p
' m —2

rr '~ '~2 e " '" +~ ' ~ (ns/2rr) +
A=gC L x dx dy — f(m)—

g/2 (x 2+y2)2 s 16(2+m)

(Cl 1)

(C12)
L

The integral over y can then be done by expanding exp[4x /(x +y )] in an infinite series using the formula

OO 3'

( 2+ 2)2+&i

I (m ——, )

I (m)
(C13)

By direct numerical evaluation one finds that
1I (m ——, )

o m! I(m)
=14.299 .

Substituting back into (C13) we get
m —2

A=+ mL J2s
x dx(14 299vr). f(m) ——(ns/~) +

16(2+m)

(C14)=(dos+A i+32/s + . . )L
2s

Here Ao comes from the m=0 term; A &, the m (1 term; A2, m & 1 terms. A quick check indicates that the
coefficients of this infinite series goes down like m

For m =0, the x integration is dominated by the small x contributions and the dominant contribution comes
from the tan '(s/2x) term which we shall approximate by m/2 —2x/s. We get

Ao-= L4m f (0)— —&&28.598 .
2 3 +277

(C15)

Similarly we get
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Ai-=Ci f—(1)e = e f(1),

A2-=28. 598 C2f (2)—ln +C3 — C—)~f(1) ~—Cp f (0)—s f(3) (ns)
2 2' 4 327T2

(C16)

C can be evaluated approximately as

s/2n s/2m
d r d r —,

4 ' ' r'
~r —r'~'

4 m

= g f f —, x f Cm [eee(O —Bz)]d8,dOz
Pl

where Cm are the Gegenbauer polynomials.
The factor of ~ comes about because we have been counting only one side of the grain boundary in calculat-

ing A, C, and Z whereas both sides are counted above. The above integral provides a lower bound for C since
the region of integration in the above integral is actually smaller than the region of integration for C. It is not
difficult to evaluate this integral. One gets

8=— s +0(s )
2 o

2, 8m
(C17)

Substituting (C6)—(C8) and (C15)—(C17) into (C4) we get

14.299
exp[ —P(F—Fo)] -=1+ns — 0.75 —f (0)

2
1+ f(1)—

2 $

1 1 e f(0)+ ns
s 2n $2

e (ns)
128m

f(0) and f(1) can be evaluated numerically on the computer. We found

f (0)=0.0199,

f(1)=0.01512,

and we get

exp[ —P(F—Fo)]= 1+ns( —0.097+3.04/s) —0.001 86(ns)

APPENDIX D

In Sec. V, we discuss the energy

H =yg (q ~
~x

~

+A, icos(2m.x;),

and claim that the calculation of its free energy can be mapped into that of a gas of 1D Coulomb rods and
hence into the Kondo problem. This is done via essentially the same procedure as is carried out in the study of
the roughening transitions.

Specifically, consider

exp( —SE)= f It de;exp( (dH)—
n= g p")." f g g z exp((2xe)x))

j e. =+1J

n! ggdx, exp —Pyg (q ( (x~ )

=X, 2 f ll«)exp X&xe)x) —X(-'))'lp
I lx, I'(PX/2)"

n ' (e) j

2
~

X f II «exp X(2(xe x, Pl q I ) llx. I

')—(PA, /2) "
(2n)!
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~ (gl. /2)'" ~ f tt x
(2n)! !,! /3lq I

I /2
I2meq

I

z

4/3lq
I

PFO
—~ (Py/2) "

~(2n)! (, ) /3y,

pF, — (/3A, /2)'"=e 'g g exp —gee V(i j)
(~J) ' J

, 1/2

exp —/3Fo =11
/3y I q I

+ exp[iq(k —I)] 1 n r

Py lq I
N 2/3ys s

From Eq. (8), we get

~/(2Poys) = —,

From the literature for the Kondo problem, for a
potential of the forin g, e;ej/3Q lnr J, the phase

transition occurs when Pg =2 in the limit of small
We expect the interface to roughen and the shear

modulus will then be zero for T & To/8.

APPENDIX E

The question of the formation of the bound state
will be discussed here. We argue that when a bound
state is formed, a fraction of the two grain boun-
daries must be within a distance of s/vr from each
other. This portion of the grain boundaries gains a
certain amount of energy at the expense of losing
some entropy. For T & To, this is always unfavor-
able.

The loss in entropy comes from both the longitu-
dinal and the transverse modes. For the longitudi-
nal modes at close distances b, in Eq. (7) is now fin-
ite so that the new free energy is

L,
G) ———T—lnS Pb,

l

Comparing with Eq. (9), we get a difference b.G
&

for
the longitudinal modes given by

L m. z2 2

EG, = —T ln ——1S 2g

Combining with Eq. (A6) we get an effective short-
range potential U,fi given by

Up ff —(4To —2T)ln ( m z /s ) +0.466To

For z »s/m, U, ff is zero.
The gain in free energy bF for any portion of the

grain boundaries that are within a distance of s/n of
each other is given by

s/m
exp( —P~)= f de exp[ gUff(z)] .— ,

From this, we get

S To '7TbF= —2+ —— +1 ln —+0.466T .
L T S

Comparing this with the entropy for the transverse
modes [half of Eq. (9)] we get

—(4To 4T)lns + 3 6T—
O . .

Hence for lns (0.9/(To —T) no bound state can
rm.
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