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Relaxation at simple metal surfaces is studied via minimization of the total energy of a semi-

infinite crystal. The expression for the total energy depends explicitly on the ionic positions, and is

based on the use of pseudopotential theory and linear response. Electron screening is treated self-
consistently including exchange and correlation effects. From a systematic investigation of the ener-

getics underlying metal surface relaxation, for the low-index surfaces of bcc Na and fcc Al it is con-
cluded that to achieve quantitative surface structural predictions requires the use of the full total-

energy expression for the semi-infinite sohd. Such an expression must maintain the three-
dimensional nature of the system and account properly for the inhomogeneous surface electron den-

sity and the self-consistent response of the electron system to the ionic positions (screening).
Multilayer relaxation is shown to be essential for quantitative structural predictions and the origins
of the phenomena are discussed in detail demonstrating the relative effects of electrostatic terms and
band-structure contributions. The results exhibit damped oscillatory multilayer relaxations (the re-
laxation being particularly pronounced for the open faces) with a period equal to the bulk layer
stacking period and agree well with available structural determinations obtained via the analysis of
experimental data.

I ~ INTRODUCTION

Knowledge of the surface crystallographic structure of
metals, i.e., the location of atoms at the surface and in the
near-surface region, is of fundamental importance for in-
vestigation and elucidation of various metal surface prop-
erties and surface phenomena. This problem is of particu-
lar interest since the surface structure of metals is expect-
ed, and indeed is observed, ' to deviate (both relaxation
and reconstruction) from the truncated bulk atomic ar-
rangement due to changes in atomic coordination and
electron distribution in the surface region. Consequently,
major efforts have been devoted in recent years to the
development of experimental probes, and associated
theoretical analysis and data-reduction methods, for the
determination of structures of clean surfaces and in the
presence of adsorbed species [e.g., low-energy electron dif-
fraction (LEED),"""' ion scattering, '"' surface extended
x-ray absorption fine structure' (SEXAFS), glancing-
angle x-ray scattering, and stimulated-desorption ion an-
gular distributions (SDIAD), to name a few]. However,
the interpretation of these experiments involves analysis
models which, in addition to the structural variables, con-
tain a host of nonstructural parameters (inner potential,
energy-dependent projectile mean free path, scattering
phase shifts, dynamical response functions, vibrational
mean-square amplitudes, vibrational correlations, etc.).
The optimization of the fit between the data and the cor-
responding analysis model requires variation of both the
structural and nonstructural parameters (which may be in-
terrelated). In addition, the analysis is often complex and
time consuming due to the wide range of possible values
for the structural parameters, often hindering an exhaus-
tive search except for certain simple systems. Thus it is
both timely and important to develop surface structure
theories of predictive capability to guide data analysis.

Moreover, such theories (and their interplay with experi-
ments) provide a fundamental understanding of the micro-
scopic origins of the structure.

The development of such structure-predictive theories,
however, is hindered by difficulties in carrying out a self-
consistent energy minimization for the coupled system of
ions and conduction electrons. Semiempirical methods,
based on lattice static calculations with pair potentials de-
rived semiempirically or using bulk pseudopotential pair-
wise interaction, are known often to yield results which
contradict experiments, and their inadequacy has been dis-
cussed elsewhere. ' These observations have led recently'
to the development of a simple electrostatic model in
which structural minimization of the total energy of a
semi-infinite metal predicted, semiquantitatively, mul-
tilayer surface relaxation in both fcc and bcc materials,
dependent upon surface crystallographic orientation and
other material parameters. The existence of multilayer re-
laxation phenomena has since been verified by several
careful examinations of LEED and ion scattering experi-
ments for several systems [e.g. , Al(110), Cu(110),
V(100), Re(0101) ]. Nevertheless, the electrostatic
model, while containing certain essential ingredients (i.e.,
contributions to the force on ions in the surface layers due
to the delocalized, inhomogeneous, valence-electron distri-
bution and due to the electrostatic interaction between
ions), did not allow for self-consistency of the combined
electron-ion system. It is therefore a "frozen profile"
model in which the electronic response to variations in
ionic positions is not included. The objective of the
present study is to alleviate this problem by formulating
and implementing a theory which allows for a self-
consistent structure determination. " In the course of
development of the theory we also provide a systematic
and critical analysis of the various contributions to the en-
ergetics of surface relaxation. The theoretical model is
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described ln Sec. II and draws upon, when necessary, the
detailed discussion of the electron response model given in
the preceeding paper' (which will be referred to as Paper
I). The relaxatlon algorithm is described in Sec. III.
Analysis of various models and sample results for the
low-index faces of fcc and bcc materials (Al and Na) and
comparisons to other studies and to experimental results
are discussed in Sec. IV.

II. THEORETICAL MODEL

A prerequisite for a self-consistent energy minimization
structure determination scheme is an expression for the to-
tal energy of the system, which depends explicitly on the
ionic positions. In this study we consider surface normal
relaxation, i.e., changes in layer spacings (no reconstruc-
tion, i.e., lateral, intraplane structural modifications are
considered). Thus the position vector of the lth ion in
layer n is given by

r„;=—(R;+b,R„,z„),

choice of zo ——3m/8k~, where Ak~ is the Fermi momentum
is dictated by notational convenience in discussing the
electron response; see also Paper I).

%e begin by writing the Hamiltonian for the conduc-
tion electrons in the presence of the ions as

H =H + g gw„(
~

R—R; —ER„~,z),
neo i

where H is the Hamiltonian for the interacting electrons
in the presence of a neutrahzing positive background
charge dens1ty

ep+(z}=eQO 'e(z zo—),
with Qo 4mr, /——3 (i.e., the volume per conduction electron
in the bulk metal} and e(z) is the Heaviside step function.
The ground-state electronic energy and density of the "jel-
lium" model Hamiltonian' are E and p (z), respectively.
The second term in Eq. (2} is the potential associated with
the replacement of the neutralizing positive background
with discrete ions represented by ionic pseudopotentials

z„=zo+(n ——,'+l,„ld, n =1,2, . . . .

R; is a two-dimensional (2D) vector in the surface plane

(R;=I;a,+m;a2, where a~ and a2 are the primitive
translation vector of the 20 mesh) and AR„specifies the
origin of the 20 mesh of layer n,

w„(R,z }=Vz(R, z —z„)

nI "d'Z' Jdz'V, (
~

R—R' ~,z —z'),
Xg Ao s„-

ER„=[n (mod n~ )jKR,

where n~ is the repeat period of the layer stacking se-

quence and hR is the registry shift between adjacent
layers (see Table I). The bulk layer spacing is denoted by
d and A,„d is the deviation of the z coordinate of the nth
layer from 1ts truncated bulk pos1t1on (the superscript A. on
z„serves to emphasize this dependence on A,„). The con-
stant zo specifies the position of the "jellium edge" (our

V(Z, )z= —e'Z(Z'+z')'",

and V~(R,z) is the ionic pseudopotential. In our calcula-
tions we use the local form of the Heine-Abarenkov model
pseudopotential,

where z„+-=zo+(n ——,')d+ —,'d, N~ is the number of ions inc)
a layer (Nz ~ ao), V, is the Coulomb potential

TABLE I. Input parameters: r, is the electron density parameter, Z is the valence, r, and u, are the
pseudopotential core radius and level parameters, a is the lattice constant, Ao and d are the 2D unit-cell

area and bulk interlayer distance, b» and bq are the 2D reciprocal-lattice primitive translation vectors,

nq is the repeat period of the layer stacking sequence, and hR is the shift in the origin of the 2D lattice
of adjacent layers. For fcc Al, we have r, =2.064ao, Z =3, r, = 1.388ao, u, =0.3894, and
a =(16mZ/3)' r, . For bcc Na, we have r, =3.931ao, Z = 1, r, =2.076ao, M, =0.3079, and
a =(s~z/3)»"r, .
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ZVc(R, z), R +z &rc
V (R,z)= '

Ze uc/rc. R +z (rc
where Z is the valence of the ion and r„u, are the pseudo-
potential parameters (chosen' to fit physical bulk proper-

ties such as lattice constant, bulk modulus, phonon spec-
trum, etc.).

The total energy ET per 2D unit cell, obtained via the
coupling-constant integration method (see Paper I) can be
written as

Er(A, ),kz, . . .) =E /N„+ fd'R fdz p (z) g w„(R,z)
n&0

+ —,
' fd'R fdz g p„(R,z) g gw (

~
R —R, +ER„~,z)

n&0 m&0 j
+ —,

' g g g'[ —Z Vc( ~R, —ER„~,z„"—z )],
n&Om&0 j

where p„(R,z) is the induced (screening) electron density due to the potential w„(R,z). The last term in Eq. (6) is the
Coulomb interaction energy between the ions (the primed sum over j omits the term with RJ ——0 when n =m). The in-
duced electron density p„ is taken to be linearly related to the potential w„, as expressed by the coupled integral equations

p„(R,z)= fd2R'f dz'ao(
~

R —R' ~;z,z')[w„(R',z')+P„(R',z')],

P„(R,z)= fd R'f dz'g(
~

R —R' ~;z,z')p"„(R',z')Vc(
~

R —R' ~,z —z') .

In our calculation we use the infinite barrier response model developed in Paper I, i.e., a0 is the random-phase-
approximation (RPA) response function for electrons confined to the half-space z &0. Exchange and correlation contri-
butions are included through the function g (see Paper I, Sec. II B).

Using the expression for w„given in Eq. (3) we rewrite the total energy as
T

Er(&, ,A2, . . . )= E /N„Ao f—dz p (z)fdz'p+(z') fd R Vc(R,z —z')

+ g z g g'[ —Z'VC(
~ R,. —hR„~ ~,z„z~)]+f d—zp+(z) fd'R ZVC(R, z —z„")

n&0 m&0 j

+ y fdz[p (z) p+(z—)]fd R ZVC(R, z z„)—
n&0

+ g fdz p (z)fd R [V~(R,z z„") ZVC(R—,z z—„)]—
n&0

+ —,
' g g g fd'R f dz p„(R,z)w (

~

R—R, +DR„~,z)
n&Om&0 j

=Eo+Esr fAI+Eor fAI+EH fAl+Essf~l .

The term denoted as Eo in Eq. (8), which does not depend
on ionic positions, consists of the ground-state energy of
the jellium system, ' from which the electrostatic energy
of the interaction of the ground-state electron density p
with the positive background p+ has been subtracted. The
second term, E~ f A, j, is the Madelung energy, i.e., the elec-
trostatic energy of positive point ions in the presence of a
neutralizing negative background. The third term,
EDL fA), is the interaction of point ions with the differ-
ence p (z)—p+(z) between the jellium ground-state elec-
tron density and the step-truncated uniform bulk density.
This term will be called the "dipole layer" (DL) energy.
The fourth term, Err f A, ], is the Hartree contribution, i.e.,
the difference between the interactions of the jellium elec-
tron density p with ionic pseudopotentials V&, and with
point ions. The combined contributions from EDL and
EH constitute the first-order correction to the total energy
due to the replacement of the positive background by a

lattice of ions represented by pseudopotentials. The
second-order correction to the total energy, Ess f A. I, is the
last term in Eq. (8) and is referred to as the band-structure
(BS) energy. Note that while EDL and EH depend only on
the positions of individual layers with no dependence on
intralayer structure, EM and EBs depend on the relative
positions of layers and their registry and on intralayer
structure. In the band-structure energy E@, these depen-
dencies are due to the interaction of the induced electron
density associated with the pseudopotential at a given lat-
tice site with the pseudopotentials located at other sites.
In addition, Eqs contains contributions from the electron
density associated with a given site interacting with the
ionic pseudopotential located at that site. Owing to the
symmetry breaking in the surface normal direction, in the
surface region these on-site interactions depend on the z
coordinate of the site, and approach a constant value away
from the surface. In addition, the intersite contributions
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to EBs depend separately on the z coordinates of the ion
pairs. Thus, unlike in the bulk, E~+E~s cannot be writ-
ten as a sum over pair potentials depending only on the
relative positions of pairs of ions (see Paper I).

To find the equilibrium configuration the total energy
ET(A, ~5k, q5. . .) is minimized with respect to the layer relax-
ation parameters IA,„I. We assume that in the relaxed
configuration bulk arrangement is maintained beyond a
certain number of layers n, (i.e., A,„=O for n g n, ). The
number of layers allo~ed to relax, n„ is determined via in-
vestigation of convergence of the results versus n, . The
minimization conditions are

where the subscripts on the F 's and 4"s specify the contri-
butions obtained from the corresponding terms in the
total-energy expression, Eq. (8}.

Prior to a discussion of the relaxation algorithm we dis-
cuss in the following the evaluation of the various terms in
Eqs. (8} and (9}. Those readers who are not interested in
such details should skip to Secs. III and IV.

A. Madelung energy E~

%ith the use of the identities

and

F(I)=0 for 1=1,2, . . ,n, . (9a)
1 e

—KIsI
(g 2+z2) 1/2= pe e ei K R

2m E

g 4(l, m)5A, &0 for /=1, 2, . . ,n, , .
ill =1

where l5)L, ) are small but otherwise arbitrary and the
force F(l) is obtained from Er(A, ~,)t,z, . . .) via

where K is a 2D reciprocal-space vector, and

BET
F(1)=—:Fsr(1)+F—Dt,(I)+FH(I)+Fas(I)

BA,I where Ao is the 2D unit-cell area and G is a 2D

(9c) reciprocal-lattice vector:

8 ET
4(l, m )= —=Csr(l, m )+@Dt(l,m )

+4H(l, m }+@as(l,m ), (9d)

G =Ib 1+m 12,

where b1 and 12 are the primitive translation vectors of
the 2D reciprocal mesh, the Madelung energy E~ can be
written as

—6 ~s„—z

(Z )2 ~y5 & y (
iG ak)n —me

6'Il, ff! P

(2 )'
+(Ze) Jd E 5(K)

2 A

—K~&n —&m ~

-K ~z~ —s'~

—(Ze) Jd'K ,' gE— (l2)

where the prime on the sum over 6 omits 6=0. Using Eq. (12}in the definitions (9c) and (9d) we obtain (for details see
Ref. 10)

S

1 —24+ X(1—
5~,.)g'(&'o" }' "sgn(1 —n)exp( —Gd

I
I+4 n~n

l

—)
~o

n

—g'exp[Gd(I+At —n, )](1—e )
' g (e' ' )™h5e

@sr(l,m ) =(Ze) (5t —1)g'(e' a R )' Gd exp( —Gd
l
1+At —m —5(,

l
)

+5I ~ 2++'Gd exp[Gd(i+XI n, )](1 e" —)
' g—(e' o 'aa

)
' e

+g'g(1 —5„()(e' )' "Gd exp( —Gd
l i+At n —A,„ l

)—
a=16
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B. Dipole layer energy EDi.

Substituting the expression for EDL [third term in Eq. (8)] in the definitions (9c) and (9d) we obtain

FDi (l}=2nZe d fdz[po(z) —p+(z}]sgn(z —zi")

4Dt(l, m)=4mZe d 5i [p (zi") p—+(zi )], (16)

where p (z} is taken from the calculations of Lang and Kohn' (three-point Lagrange interpolation is used to obtain p for
the appropriate value of r, ) and the integration is performed numerically.

C. Hartree energy E~

Substituting Eqs. (4) and (5) for V, and V~ in the fourth term in Eq. (8) and performing the d R integration yields

gk, +p
FH 2nZ———e g f„dzp (z) [r, (z —z„) —] r, +—iz —z„ i

q «0 ~n "e 2~@

which, when used in Eqs. (9c) and (9d), yields

gk. +~

F&(l)=2nZe d „dzp (z) —(z —zi ) —sgn(z —zi )
~c

( e ('c
(18)

@H(I,in)= —2irZe'd'Sj, ~ 2p'(zi")+(ii, —1)[p'(zi +r, )+p (zi —r, )]— f dzp'(z)
Pc (

(19)

D. Band-structure energy EBS P~{G qx)= p~{G qz» iri =I*»
e m)

(23b)

Evaluation of the band-structure energy requires a self-
consistent solution for the induced electron density p„[see
Eqs. (7)]. In the response model developed in Paper I

p„(r,z)=0 for z&0. (20)

Thus we can specify symmetrized quantities

ui~(R, z) =iv„"(R, [ z [ ) and p~(R, z) =p„(R, [ z ~
)

(21)

and their three-dimensional {3D) Fourier transforms

w~(Q, q, ), p~(Q, q, ), where q =(Q,q, ) is a 3D reciprocal-

space vector and Q is a 2D vector in the surface
plane. p~{Q,q, ) is obtained as a function of q, for speci-
fied Q, n, and A,„as the solution of a single one-
dimensional integral equation, as discussed in detail in Pa-
per I. This symmetrization allows us to evaluate Eqs en-
tirely in reciprocal space. %'e obtain

g (&i G hR )n
—m

2fr

x fdqspas(G~qs)ms(G~qx)

where g, i~i means summations over the sequence n =I,
~ +~g, ~ +2~g, . . . , ~here n~ is the layer stacking se-
qumce period. We denote u '(G,q, ) and }s' (G,q, ) with

0 by w~(G, q, } and p (G,q, ), respectively, in Eqs.
(23}. We also define layer difference quantities

hut~(G, q, )=i'~(G, q, ) w(G, q,)—

hp~{G,q, )=p (G,q, ) p(G, q, ) . - (24b)

Since ice6,q, ) does not involve the variable A.„,
IV~(G,~, ) can be evaluated analytically, and I' (G,q, )
and dy~ are obtained from IV~(G,q, ) and hw~ in
the same manner that p~ is obtained from w by solving
the integral equation. The expressions for w~(G, q, ) and
W~(G, q, ) are derived in the Appendix.

Finally, using the above definitions in Eq. (22} we write
the band-structure energy as

(23a)

and the corresponding induced electron density

Since the sums over layers converge slowly as
~

ii —m
~

in-
creases, we define sn unrelaxed sublsttice potential

IV~(G,q, )= ic~(G,q, ), m =1,2, . . , iiit.
a ns)

+-,' g aliis(ii, )t,„;m,A,~),
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E(0)
n

(e' )" fdq, W~(G, qg)Pm(G, q, ),
0 ~ pm=1G

2m
(26a)

~as(n, A,„)= g g (e' ' )" dq, [W~(G,q, )hp (G,q, }+ha (G,q, )P (G,q, )],
m=lG

2'
1~zz(n, k„;m,Am)= g(e' ' )" fdq, [I}to~(G,q, )+m(G, q, )+I}tom(G,q, )+ (G,q, )] .

G

Using Eqs. (25) and (26) in Eqs. (9c) and (9d) we obtain

8

Fss{I)= ~a's{I,AI) —g (1—5„I) ~as(I, ki,'n, A,„)—— ~as(I, I{I,I,AI)

and

ass(l, m )=5(,hE'ss(I, Ai)+ ~ ~as(I, Ai, l, }{i) +(1—5i ) bEns(l, ii,.m, k } .
OA, I I m

Note that ~as{I,)ti,l, ii) is actually a function of only
one variable, namely A,I.

The derivatives of ~qs and LEzq are obtained numeri-
cally as follows:

(i) Evaluate these functions for judiciously chosen
values of the A, 's.

(ii) Fit with cubic or bicubic spline functions.
(iii) Obtain E~s and 48s by taking derivatives of the

spline functions.
(iv} Relax the layers (by the algorithm described in Sec.

III).
(v) Calculate the energies for additional values of A, 's

around the relaxed positions obtained in step (iv) [as neces-
sary to obtain an accurate spline fit near the A, 's deter-
mined ln (1v)].

(vi) Repeat steps (ii)—(v) until convergence is obtained.

III. RELAXATION ALGORITHM

F F(A +sgI')=0 (30)

The conditions for total-energy minimization, with
respect to the structural parameters (layer spacings for the
case of normal relaxation), are given in Eqs. (9). We de-

fine the transpose of the n, -dimensional (column) force
vector as a I xn, matrix Fr(A}=(F(1),. . ., F{n,)} and
that of the relaxation parameter vector as
Ar—:(A, &,. . .,A,„). The matrix elements of the energy

second-derivative matrix 4(A) are given as

[4(A)]i =4(l, m), where 4(l, m) is defined in Eq. (9d).
The relaxation algorithm consists of the following steps:

(i) Evaluate F(A* ) and 4(A. ) for a given value of A. .
(ii) Find the direction of steepest descent in the relaxa-

tion parameter space according to

1' =4-'(A. )F(A ) .

(iii) Minimize the total energy with respect to displace-
ments in the relaxation parameter space along the vector
A +sgt', where the scalar g) 0 is found from the re-

quirernent

and s =sgn[1' F(A )]. This ensures that the extremum is
a minimum.

(iv) Increment A according to A + i
——A +sf~I' and re-

peat (i)—(iii) until F.=0, in Eq. (29).

IV. MODELS AND RESULTS

In order to investigate systematically the energetics of
surface relaxation and to facilitate comparison with other
studies we distinguish several models which will be intro-
duced in order of increasing complexity and realism.

(a) In the most primitive model the system consists of
point ions in the presence of uniform truncated bulk elec-
tron density. This model will be referred to as the point
ion, truncated bulk (PITH) model. The total energy [see
Eq. (8}]of this model is given by

ET""[}{}=Eo+EMII} . (31)

(b) Replacing the uniform truncated bulk electron densi-

ty by the ground-state electron density of the jellium sys-
tem, p (z), yields the dipole-layer (DL) model in which the
total energy given in Eq. (31) is supplemented by the
dipole-layer contribution Eoi .

ET IA, }=Eo +EM IA, }+EDt IA, } . (32)

(c) Adding the Hartree energy EH to ET [Eq. (32)]
constitutes the dipole-layer, Hartree (DLH) model,

Er""[k}=Eo+E~[A}+EoL[k}+EH[X}. (33)

In this model the total energy is computed to first order in
the ionic pseudopotentials. This model is the electrostatic
model investigated previously, ' sometimes referred to as
the "frozen-profile" model, since it does not include the
response of the electrons to the presence of the ions.

(d) The next level of approximation is to include the
G=O contribution to the band-structure energy Ess [see
Eq. (22)]. This is equivalent to a one-dimensional treat-
ment of the electron response obtained by averaging the
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ionic potentials over the layers. We include results for this

dipole-layer, Hartree, band structure, G=O (DI.HBSO)
model since this reduction in the dimensionality of the
electron response has been employed in several previous
studies. ' ' The total energy of this model is given by

gDLHBSOI}(] EDLHIg]+E [g] (34)

(e) Finally, the model in which all contributions to
second order in the ionic pseudopotentials are included is
the DI.HBS madel. The total energy of this model is
given by Eq. (S). This model retains the full three-
dimensional nature of the system.

Prior to a discussion of our results, we specify in Table
I the material input parameters used in the calculations
along with face-dependent crystallographic information.
The parameters of the simplified Heine-Abarenkov pseu-
dopotentials [Eq. (5)] were taken after Ref. 14, where they
have been chosen to fit the material lattice parameter and
bulk modulus. We have verified that with this choice of
pseudopotential parameters the cohesive energy agrees to
within 0.3% with experimental values. In addition, they
have been used' in calculations of vacancy formation en-

ergies and volumes, yielding results in good agreement
with experiments. Results for intcrlaycr distance relaxa-
tion, 61)+i——(Ai+& —Ai)X100%, expressed in percent
change of the interlayer distance from the bulk layer spac-
ing value d, for the low-index faces of Na(bcc) and Al(fcc)

as obtained via the various models, are given in Tables
II—IV. Negative and positive values of 6&1+i correspond,
respectively, to interlayer distance contraction and expan-
sion. To demonstrate the effect of the number n, of layers
which are allowed to relax on the equilibrium structure we
include results for several n, values. In Tables II and III
the results corresponding to the larger n, value are those
for which convergence with respect to increasing n, has
be:n obtained, with the exception of the results for
Na(111), which are given in detail in Table IV. Results of
previous calculations " ' and those obtained via the
analysis of experimental data are included in Tables II and
III. In comparing to previous calculations it should be
noted that with the exception of the electrostatic model, '

all others have considered single-layer relaxation only.
Also the inclusion of multilayer relaxation in the analysis
of experimental data is a recent development. From
the inspection of the results in Tables II and III we note
the tendency for larger relaxations at the more open faces
[fcc (110) and bcc (111)]. The necessity of allowing mul-
tilayer relaxation in each system and for all the theoretical
models considered is clearly demonstrated. The multilayer
relaxation results exhibit damped oscillatory relaxations;
the period of the oscillations is equal to the period of the
layer stacklilg scqucncc Na (scc Table I).

The principal origin of the multilayer oscillatory relaxa-
tion lies in the 30 crystallinity of the system, i.e., in the
intralaycr structure and the registry shift between layers,
and in the relation between intralayer structure and inter-
layer spacing. Thus the less-open surfaces show smaller
relaxations because the ions are more densely packed

TABLE II. Summary of the surface relaxation results for the low-index surfaces of Na obtained us-
ing the PITB, DLH, DLHBSO, and DLHBS models (see text); available experimental results and the re-
sults of other calculations are given in the columns labeled Expt. and Other, respectively. The results
are presented as the percent change from the bulk value, EI I+] of the spacing between the layers num-
bered I and I +1. Negative (positive) values of 6] I+ I indicate contraction (expansion) of the layer spac-
ing. n, is the number of layers which were allowed to relax (the results of other calculations, in the last
column, are all for single-layer relaxation).

PITS DLH DLHBSO DLHBS Expt.

4

~¹s

—7.0
—10.8

4.0
—1.2

0.2

—1.9
0.7

—0.3
0.1

1.2
—0.4

1.2
0.4
0,4

[Na(100)]
—3.6
—2.7

0.7
—1.0

0.8

4]2= —2 (Ref. 18)
h» ——+1 (Ref. 15)

—0.7
—0.7

0.0
—0.0

—0.3
—0.2
—0.1

—0.0

1.0
0.1

0.2
0.8

[Na(110)]
—0.1

—0.2
0.1

0.0

4]2——0 (Ref, 18)
~]2——0 (Ref. 20) hi2 ———5 (Ref. 15)

~]2
~Z3

~3¹
~¹s

~67

—34
—63
—10

46
—30

5
3

—13
2

—32
25

—1

—11
6

—10

—32
24
0

—12
10

—20
—8

—29
23

—2
—11

8

[Na(111)]
h]2 ———12.5 (Ref. 15)
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TABLE III. Summary of the surface relaxation results for the low-index surfaces of Al. See the caption of Table II.

1

~~2

~Z3

~34

PITS

—2, 1

—2A
0.3

—0.0

DLH

0.3
OA

0.0
—0.0

DLHBSO

1.0
1.0
0.7

—0.1

DLHBS

[Al(100)]
—0.7

0.0
—0.0
—0.0

A)2 ——0 [Ref. 1(a)]
h)p ———7.5 (Ref. 15)
A]2 ———4.6 (Ref. 17)

~[2
4

1

3

~34

—11
—26

15
—7

2

04
—OA

0.0
—0.0

—12
8
4
1

0.8
0.9

—0.1

0.0

1.9
0.7

—0.1

Q. 1

[Al(110)]
—14
—10

0

[Al(111)]
1,8
1.6
0.1

0.0

h]2 ———8.4+0.8 (Ref. 2)
523 ——4.9+1 (Ref'. 2)

53&———1.6+1.1 (Ref. 2)

h)2 ——0.9+0.5 (Ref. 21)
6» ——2.5 [Ref. 1(a)]

h)g& —15 (Ref. 15)
h)p ——2.0 (Ref. 19)

5~2——1 (Ref. 15)
6,»———1.6 (Ref. 17)

within the layer, i.e., the resulting potential has less varia-
tion both parallel and perpendicular to the surface plane
since the layers are neutrally charged (iona plus negative
background slab), and because the layer spacing is larger.
These effects of crystallinity appear in the Madelung and
band-structure contributions: The Madelung force be-
tween adjacent unrelaxed (100) and (110) layers (nz ——2) is

attractive while the force between next-nearest-neighbor
layers is repulsive; for (111)surfaces (nq =3) the interlayer
forces oscillate with a period of three layers. The
Madelung contribution is larger; the band-structure terms
reduce (screen) the Madelung interactions, but since the
electron response is affected by the presence of the surface,
this screening is complicated snd gives rise to forces

TABLE IV. The effect of incrementing the number of layers allowed to relax, n„on the interlayer
spacings for Na(111). See also the caption of Table II.

1

2

~23
3

~i2

~34
~~s

6

~4s

9
~23

~s6
~6&

~7S

~89
~9iO

PITH

—34
—56

15
—49
—6
15

—56
—14

40
—17
—63
—10

46
—30

5
3

—67
—10

53
—40

6
18

—18
6
0

DL

—42
—57

10
—45
—32

30
—58
—42

65
—23
—63
—42

73
—33
—5
10

—69
—43

84
—46
—7
34

—23

2

[Na(111)]

DLH

—13
—9
—2

0
—24

13
—3

—26
23

—7
2

—32
25

—1

—11
6
3

—35
27

—0
—15

12
—1

—5
3

DLHBSO DLHBS

—20
—10
—10
—8

—26
17

—10
—25

22
—7
—8

—29
23

—2
—11

8
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TABLE V. Change in surface energy DEER (Ry/20 unit ce11) resulting from surface relaxation in the

DLHBS model. The value in parentheses is the result for single-layer relaxation.

Na
(110)

—2.7X 10 —1.3 X 10 —3.7X 10
( —2.2X 10 ) (—1.6X 10 ) (—2.5X 10 )

Al
(110)

—3.4X 10 —3.4X 10 —3.2X 10
(-6.8 X 10-') (-2.6X10-') (-3.1X10-')

which are not simply related to the interlayer distances.
Thc dipole layer and Hartree energy terms also give rise

to oscillatory forces on the layers. However, these forces
come from single-ion potentials, i.e., potentials which de-

pend on the position of an individual ion with respect to
the bulk through the interaction with the jellium electron
and positive background densities p (z) and p+(z) (see also
the discussion of single-ion potentials in Paper I). These
forces, Foi and I'0, are significant only for the topmost
layer and, although they do oscillate due to the Friedel os-
cillations in p (z), they approach zero rapidly as the z
coordinate of the layer increases. The principle effect of
the dipole layer and Hartree contributions is to limit the
displacement of the first layer with respect to the bulk.

To show the effect of incrementing n, we choose the
system of Na(111) which of all the systems studied exhib-
its the largest relaxations. Wc first note that in this sys-
tem, even with n, =9, the layer spacings in the bottom of
the surface region have not converged to the bulk value.
However, increasing n, from 6 to 9 does not substantially
change the first three (nz ——3) layer spacings. We con-
clude that if n, is a multiple of nq, then the first n, —nz
layer spacings so obtained are reasonably close to the
equilibrium values even though n, is not large enough to
obtain convergence of the deeper layer spacings to the
bulk value. For this reason, and because the inclusion of
the band-structure energy is relatively costly in computer
time, we have limited n, to 6 in the DLHBSO and DLHBS
model calculations for this Na(111) system. In addition, it
is improbable that analysis of experimental data will be
able to accurately determine the layer spacings of such
deeper layers.

Also included in Table IV are results for the DL model,
which are not included in Tables II and III. Note that the
results of the DL model, which is an electrostatic model
describing a system of point ions embedded in the Lang-
Kohn electron density p (z), qualitatively resemble the
PITS model results, while the DLH model results are
qualitatively closer to the results of the DLHBS model.
Thus it is evident that a model in which the ions are treat-
ed as point ions is a poor approximation, and that the
second-order (band-structure, Eas) effects are small com-
pared to the first-order (Hartree, EH) effects. Neverthe-
less, as will be discussed belo~, it is necessary to include
the full 3D electron response properly in order to enable
quantitative surface structure predictions to be made.

We turn now to a discussion of the results summarized
in Tables II and III. Comparison of the results obtained
via the PITS and DLH models shows that the inclusion of
the dipole-layer and Hartree energies reduces overall the
magnitude of relaxation. This reduction results from the
interaction of the ions with the .inhomogencous surface
electron density, which tends to fix the position of the first
layer with respect to the bulk. In one case, Al(111), the in-

elusion of the Hartree term results in an outward displace-
ment of the first layer and an expansion of the first inter-
layer spacing. In all other cases the Hartree force on the
(unrelaxed) first layer is toward the bulk and thus does not
oppose the Madelung force until the first layer is displaced
inward. In this context we emphasize the cooperative na-
ture of the multilayer relaxation, i.e., comparing results
(Tables II—IV) obtained with increasing numbers, n„of
layers participating in the relaxation, and it is observed
that the near-surface spacings change in response to the
movement of added deeper layers. Comparison of the re-

sults obtained through the use of the electrostatic type of
models (PITH and DLH) with those obtained via models
which include electron screening (DLHBSO and DLHBS)
demonstrates that the multilayer relaxation phenomena
predicted by the simple electrostatic models does indeed
occur when electron response is included. This observa-
tion resolves questions raised by several authors relating to
multilayer relaxation. ' '

While certain qualitative features are revealed by the
electrostatic model, from the comparison of the results ob-
tained via the various models with values extracted from
experimental data we conclude that quantitative structural
predictions require a minimization of the complete total-
energy expression [Eq. (8)] which retains the full 3D na-

ture of the system, i.e., the DLHBS model. In particular,
employment of the one-dimensional 1(D) electron
response, DLHBSO, model does not yield adequate results.

Further support for our conclusions regarding the im-

portance of multilayer relaxation at metal surfaces is pro-
vided in Table V by the relaxation energies calculated us-

ing the DLHBS model for single (in parentheses) and
multilayer relaxation. The results demonstrate that the
magnitude of the energy gained by relaxation is increased
dramatically upon allowing for multilayer relaxation.

In summary, we have derived an expression for the total
energy of a semi-infinite simple metal which depends ex-
plicitly on the ionic positions. Using an efficient relaxa-
tion algorithm and the different models described in Sec.
IV A, we have systematically studied the energetics under-
lying metal surface relaxation, From these studies we con-
clude that quantitative surface structural predictions re-
quire the use of the full total-energy expression, which
maintains the 3D nature of the system and accounts prop-
erly for the inhomogeneous surface electron density and
the response of the electronic system to the ionic positions
(screening. Furthermore, the vital role of multilayer re-
laxation in achieving structural predictions in good agree-
rnent with experiment is clearly demonstrated by our re-
sults.
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APPENDIX

In this appendix we derive expressions for w~(G, q, ) and W (G,q, ). The potential w„(R,z) can be expressed in the
form

w„'(R,z) =fd'R' fdz'p„'(R', z') V, (
~

R—R '
~,z —z'), (A1)

where ep„(R,z} is some charge density (a local-model pseudopotential can always be expressed in this form). From the
definition of the symmetrized potential,

T

w~(G, qz)= fd'R fdzp„(R,z) lim f dz'cos(q, z') fd'R'e' "V'c(
~

R—R'~,z' —z) (A2)

%e substitute

V(Rz)= fdze ' fd Re ' 'R
(21r) E +kg

into Eq. (A2} to obtain

w~(G, qz)= fd R e' '"fdzp„(R, z)[ lim I(L,z;G, q, )],

I{L,z;G, q, )= fdk,
2m

' 2G
1 1

k, —iG k, +iG

1 ikz(L z) iqzL ik*z 1 ik (L z) iq L ik*zx (e * e ' —e*+ (e' e' —e*)
k, +q, k, —q,

The integral over k, in Eq. (A4) is done by contour integration to give

I{L,z;G,q, )= —
1 1 [2cos(q,z} e']+—

1 2
—sin(q, L}—cos(q, L) e

G+q, 6+q,
(A5)

The second term in Eq. (A5) clearly vanishes in the limit L~ zo for all G&0; with G =0 this term is independent of z
(and of 8,) and the density p„(R,z) integrated over a11 space is zero. Thus there is no contribution to to from this second
term of Eq. (A5},and Eq. (A3) becomes

2

w~(G, qz)= —
2 1 fdz fd R e' '

p„"(R,z)[2cos(q, z) —e *) . (A6)
6+q,

The denstty p„(R,Z ) 1s g1ve11 by

p, (R,z)=p(R, z z„) (N„QO) —'[8(z—zo (n —1)d) —8(z—zo n—d)], — — (A7)

where p(R,z) is the density which gives rise to the ionic pseudopotential Vz, so that

Vz(G, q, )=[ 41re !(—G +q, )]p(G,q, ) .

The 3D Fourier transform of the pseudopotential used in our calculations, Eq. (5), is

Vz(G, q, )=—
1 1 [(1—u, )cos[(G +q, )'i r, ]+u, 2 2 )iz (

G +q,

Substituting Eq. (A7) into Eq. (A6} yields finally the expression for w (G,q, ):

4~Ze' -G.& 4~Ze', »n(q. d/2}
w (G,q, )=V~(G,q, )2cos(q,z„)+(1—5- -) 2e "+5- -

1 2cos{q,[zo+(n ——,')d]I6, 0 G2+q2 G, 0 q, d/2

From the definition of W (G,q, ) and Eq. (A9) we have
t

$V (G,q, )= lim
N —+co

41rZe1 sin(q, d/2)
V~(G, q, )+5- -

2 2+cosjq, [zo+(2lns+2m —3)d/2]]
q,
'

4mZe'+ (1—5 ) 2 +exp [ G[z() + (ln—a +m —3/2)d ]JQ o G2+ 2 (A10)
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The sums over I in Eq. (A10) can be done. We use the identity

sin(Nq, n~d )
lim . =g 5(q, g,—)cos(g,ntt d /2),

N w sin(q, nstd/2) s nttd
Z

where g, =m (2srlnR d ), m =0,+ 1,+2,. . ., giving finally the expression for W~(G, q, ):

4trZe2 sin(q, d/2)
W~(G, q, )= Vp(G, q, )+5--

(Al 1)

X cos[q, [zo+(2m —nit —1)d/2] j +5(q, g—, )c os(g, n ttd/2)
2'

)led
g

sin[q, [zo+(2m nR ——1)d/2] 4srZe2 exp[ —G[ze+(2m —1)d/2]]
+(1—5- -)

sin(q, nz d /2) G ' G'+q' —Gn~ d (A12)
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