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We give a general phenomenological treatment of the crossover of the critical dynamics from
background to the asymptotic region. The log-log plot of the entropy diffusion coefficient versus

wave number exhibits a point of inflexion in the crossover region. The resulting straight portion of
the curve produces "quasiscaling, " with an apparent critical exponent 18/o bigger than expected

from dynamic scaling. Our k-space treatment of the crossover has some advantages over the con-
ventional renormalization-group method. By evaluating the loop integrals in three dimensions we
furthermore are able to impose rigorous conditions on the precritical rise.

I. INTRODUCTION

In this paper we return to a problem that we consider to
have solved more than three years ago in four papers,
Refs. 1—4. In the interim, various workers have ques-
tioned the validity of our solution. For this reason we
present here the complete background for our treatment of
the corrections to scaling at the A, point in liquid helium.
Our purpose is to render the full account in great detail so
that all readers will be able to understand our approach.
Our basic philosophy is to use two-loop mode coupling as
a qualitative guide, but not to rely on it as a quantitative
computational tool. We believe that the other work that
has been done on this problem since our publications, such
as the detailed differential renormalization-group compu-
tations of Dohm and Folk, is a positive contribution to
the field insofar as it indicates general features that can be
expected to be insensitive to the shortcomings of the trun-
cated loop expansion. But we are doubtful of claims of
high numerical accuracy because of the limitation of these
calculations to two loops. Our method is different. We
exploit the two-loop truncation of the loop expansion to
set up an appropriate phenomenology, which we then em-
ploy for the calculation. What do we calculate? To
answer briefly, one number. Here, again, our emphasis is
primarily on the important gross features. To summarize
our results, we find a "quasiscaling" region in which there
is effectively scaling, but with an effective critical ex-
ponent increased by the factor 1+z~. Thus our main
quantitative result is a value for z~, the quasiscaling ex-
ponent. The value of zg that we find is a confirmation of
what we reported before —namely, z~ —0.2, corresponding
to an apparent 20% increase in the strength of the critical
divergence exponent. We feel that this limitation of the
ambitions of the theory to the calculation of one number
is appropriate at the present time, given both the
shortcomings of the theory and the confused experimental
situation.

In the A, transition of liquid He we are dealing with the
rates ys ~ of relaxation of fluctuations of the entropy (S)
and order parameter (llj). For self-consistency these rates
are evaluated at the frequency i@~. The fluctuations influ-

ence one another, and we need to know yz ~ in the whole
k-tc plane (wave number and reciprocal correlation length)
shown in Fig. 1. We restrict ourselves here to the behavior
along the k axis (tc=o) and study all of the relevant func-
tions as a function of wave number only. This simplifies
the problem considerably because then we do not need
scaling functions for yz~. In other words, yz& are func-
tions of only one variable rather than two. It is convenient
to introduce the kinetic coefficients

1
Ds, y«) =,1's,y«»

which take on the noncritical background values Bq ~ for
sufficiently large k, as shown by the outer region in Fig. 1.
Decreasing k brings us into the "van Hove" or "precritical
region. " '' As shown by the dotted-dashed curve in Fig.
2, this first appearance of critical behavior in D& or D~ is
a 'precritical rise" which is proportional to k '. It is
readily calculated by a single-loop integral. ' The single-
loop integral needs, however, to be augmented by a two-
loop correction' as k is further decreased. Additional
corrections and higher-order effects need to be taken into
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FIG. 1. Regions of wave-number space. sr+ are the reciprocal
correlation lengths above and below the A, point, respectively.
We work at the A, point, where ~+ ——a =0, and study the depen-
dence of the kinetic coefficients on the wave number k.
"Asymptopia" and the background and precritical regions are
the "anchor" regions for the interpolation through the inter-
mediate crossover and quasiscaling regions.
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FIG. 2. Origin of the quasiscaling point. The entropy (S) and
order-parameter (i)'j) kinetic coefficients Ds ~ (dashed lines) differ
by a large factor ~*&&1 in the asymptotic region (left end) but
by the small factor wz

' ——Bz/B~ in the noncritical background
region (right end). Matching Dq to its precritical rise requires a
negative slow transient. The resulting point of inflexion (Q) pro-
duces quasiscaling in its vicinity.

account in the "crossover" region. The problem, however,
simplifies again in the quasiscaling region, where Ds—(1+sg )/2,
scales according to k ~ . These nested regions are
illustrated by the concentric rings in Fig. 1. As already
mentioned, the study and parametrization of the quasi-
scaling behavior are the main objective of this paper. Fi-
nally, if it exists at all, the true asymptotic scaling region
is restricted to an extremely small interval of k space near
k=0, as indicated by the small semicircle in the center of
Fig. 1. For this reason the asymptotic region is expected
to have no direct practical importance except insofar as it
influences the quasiscaling behavior. The latter, translated
to the horizontal axis of Fig. 1, yields a thermodynamic
(k=O) dependence Ds ~a ' +'&' . The exact numerical
coefficient, which we do not attempt to calculate here, de-
pends upon the scaling function. As mentioned above, we
restrict ourselves almost exclusively in this paper to the
vertical axis (~=0) of Fig. 1.

Figure 2 is a schematic representation of the k depen-
dence of Ds~. The dashed straight lines represent the
scaling solution

Ds p(k) =as P (1.2)

(under the assumption that there does exist an asymptotic
scaling region). By Eq. (1.2) both of these lines have the
same slope on the log-log plot. But because of the small
fixed-point value"' ' of the ratio

the scaling lines are widely separated. The dotted line
shows the k dependence that would be expected for Ds
and D~ if this special effect did not occur and a~ were
equal to as. In fact, as shown in Sec. III below, D~ and
Ds do have approximately the same precritical rise above
their background values B~s. However, as illustrated in
Fig. 2 by the solid curves, as k decreases the ratio Ds/D~
grows from its background value mz

' to its very much
larger fixed-point value m' . This gradual splitting apart
of the curves is described by the slow transient, as dis-
cussed in Sec. 5.2 of Ref. 4. The essential point in Ref. 1

was that the coefficient of the slow transient in Ds is neg-
ative. This is necessary in order that, for increasing k, Ds
should drop below the scaling line and match onto the rel-
atively lower precritical curve at the larger values of k.
Because of the negative amplitude of the slow transient, it
is inescapable that a large portion of the Ds curve should
be steeper than the scaling line, as described by

dlnDs
1+z,rr(k) = —2 (1.4)

(k»s(k) 1 (1.5)

where the proportionality constant is known and where

k, is a certain characteristic value of k. In the asymptotic
scaling region (if the latter exists), x=0, while in the oppo-
site limit of large noncritical values of k, X=1. Because

with z,~f &0. The maximum value of z,~~, which we
denote by z~, occurs at the point of inflexion, or quasiscal-
ing point, as indicated by the large solid circle labeled Q in
Fig. 2. Because of the vanishing curvature, there is an in-
terval about Q, the quasiscaling region, within which Ds is
well approximated by the quasiscaling behavior
k "+'&' . It is the existence of the quasiscaling region
with z~ & 0 that for many years caused considerable con-
fusion and seemed to indicate a failure of dynamic scaling.

Having accepted the existence of the quasiscaling point,
the reader may nevertheless object that the actual deter-
mination of the value of z~ is left wide open and uncon-
trolled. Granted that the scaling line for Ds lies high,
what keeps Ds(k) from plunging arbitrarily steeply down
to its lower precritical curve? The answer is that this
"plunge, " or at least its beginning, is described by a slow
transient with an exponent ms linearly proportional to w'
(according to Ref. 4). Thus as to*~0 the scaling line
moves higher up in Fig. 2 but at the same time the
"plunge" becomes slower. The effects tend to compensate
and yield a finite limiting value of z~-0.2 for w =0, as
reported in Ref. 1 and as will be established in Sec. V
below.

In Secs. II and III we first lay the mode-coupling
ground work for the calculation which follows in Secs. IV
and V. As will become evident in Sec. V, and in the dis-
cussion and summary of Sec. VI, the value of z~ is rela-
tively insensitive to the mode of calculation, provided that
the "boundary conditions" of background and precritical
rise are respected. We believe that it is this stability of the
phenomenology that lends validity to the differential
renormalization-group calculations, whose fits to the
experimental data might otherwise have to be regarded as
fortuitous because of the two-loop limitation.

The reader who is not interested in the details of the
ground work in Secs. II and III may wish to skip immedi-
ately to the central issue in Sec. IV. For this purpose we
collect here the necessary results from Secs. II and III.
The object is, of course, to calculate the two functions
Ds~(k). But to a good approximation we claim that we
know a priori that the product of the two functions satis-
fies
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of Eq. (1.5) it remains only to compute the ratio

Dg(k}
Ds(k)

which generalizes Eq. (1.3) outside the scaling region. The
function w (x) is determined by the "flow" equation

dlnw = W(x, w) .

self-consistency is achieved by including k D~(k) in the
denominator of the integrand. Because this is a conver-
gent integral, the range of values of p and p' is set by k.
Therefore if D~(p) varies as p

'+' in the vicinity of k, it
can be replaced by D~(k) and taken outside the integral.
This is permitted if the exponent e is a sufficiently slowly
varying function of p. The convolution integral then be-
comes equal to k/[2m. D~(k)] times

8'=u (x)+U(x)w,

where the end-point constraints are

(1.9)

The solution of Eq. (1.8) connects smoothly the scaling
limit w(0) =w*=0 with the background value ws ——,. It
thus provides an alternative to the interpolation used in
Ref. 1. On the basis of various arguments we arrive in
Secs. II and III at the linearized expression

Js(e) =
p 2p~2 1+7+( ~)1+6+ 1

where now the intermediate momenta have been scaled to
satisfy p+ p = 1. The fractional precritical rise is found
by setting @=1, substituting Eq. (2.3) into Eq. (2.1), and
dividing by the background:

(2.4)
u (0)= —w*,

U(0) =1,
(1.10)

The characteristic wave number is

and

u (I)+U (1)wg ———w* (1.12)

The general solution by quadrature of Eqs. (1.8) and (1.9)
is presented in Sec. IV. Thus the linearization in m and
the restriction to w as the only flow variable enable us to
determine the crossover behavior of Dz ~ without resorting
to an elaborate computer project, which would tend to ob-
fuscate the essential features of the problem. The solution
that we thereby obtain is used in Sec. V in our study of the
quasiscaling behavior.

II. MODE COUPLING

In this section we use the mode-coupling formalism of
Ref. 4 to arrive at a phenomenological framework for
describing the variation of Ds ~(k) away from their back-
ground values 8~~. We begin in Sec. IIA with the pre-
critical rise and return to this important matter with addi-
tional details in Sec. III below. This section also deals
with (IIB) some regularities that can be inferred by vary-
ing the order-parameter dimensionality (II C) a resume of
the essential features of the scaling solution, and (IID) a
differential-flow scheme for studying the onset of scaling.

p+p'=k . (2.2)

Equation (2.1) gives the zero-frequency kinetic coefficient.
The finite-frequency generalization that we require for

A. Onset of criticality

We begin with the precritical rise for D~(k), which is
described by the single-loop equation

8 P2 2D ( ) +p D (p

(2.1)

where g is the usual coupling constant (see Ref. 4). The
convolution integration is constrained by conservation of
momentum

2 2

k, =Ip(1)
Bs8y

(2.5)

where the integral is found in Appendix A to be
Ig(1}=1.07.

As discussed in Sec. V below, 8& is found from critical
ultrasonic attenuation to be of the same order of magni-
tude as Bs. Substituting B~=Bs into Eq. (2.5) brings this
equation, within a numerical factor, into the same form as
Eq. (2) of Ref. 1. In Ref. 1 we proceeded to note that Eq.
(2.5) yields a value of k, 2 orders of magnitude smaller
than might be expected on the basis of the interatomic
spacing, r, . This results from the smallness of G=r, g
relative to 8&B~, i.e., G &&8+8~. We further attempted
to provide some physical understanding of G «8&8&
based on the following two effects:

(1) The smallness of the entropy factor in g resulting
from the stiffness of the fluid. (This item had to be
dropped from Ref. 1 because of space limitations. )

(2) The diverging critical specific heat C~ in the denom-
inator of G. Ahlers, Hohenberg, and Kornblitt have
questioned the validity of (2), claiming that k, is indepen-
dent of C~. Of course, 8& ——A,z/Cz can be written, where
A,z is the background thermal conductivity, and then to
cancel the original factor of Cz

' in G with the Cz ' intro-
duced by 8& into the denominator of Eq. (2.5). But this
approach ignores the fact that we already have at hand ex-
perimental values for 8~ &, which, so far as we know, have
nothing to do with critical dynamics. Therefore, if we
want to understand the inequality G «8~8~ we should
take the right-hand member as given and concentrate our
attention on the left-hand member, namely the critical
dynamics coupling constant G. An advantage of this
point of view was noted in Refs. 2 and 3: The experimen-
tal value {8~8~)'~ =1.4&10 cm /sec {see Sec. IIIB
below) is close to the natural limit Do =A'/m = 1.6X 10
cm /sec, where 2M and m are Planck's constant and the
He atomic mass, respectively. Dp is, of course, defined

only within a numerical factor of O(1). 2Dp h/3m
comes from substituting into the kinetic formula pl/(3m)
the unitarity limit I =A, , where l and k= 6 /p are the mean
free path and the de Broglie wavelength, respectively. As
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a consequence, in estimating the size of k„we can
represent BsB@ in the denominator of Eq. (2.5) by Do.
Thus the relative smallness of k, ensues from the inequali-
ty 6 «A /m . Items (1) and {2) above remain as valid
sources of this strong inequality, in spite of the criticism
of Ahlers, Hohenberg, and Kornblitt. The point of our
discussion was intended to be the answer [provided in (1)
and (2) above] to the question, "With the background
determined from known non-critical dynamics data, how
does one understand the relative smallness of 6?"

The characteristic wave number as expressed by Eq.
(2.5) depends only upon the geometric mean of the back-
ground kinetic coefficients and is independent of their ra-
tio. It is a fortiori and by definition totally insensitive to
m'. Nevertheless, Ahlers, Hohenberg, and Kornblitt
make a point of claiming that in Ref. 1 we assert other-
wise; they may have misunderstood our use of the term
"critical region" which came one paragraph later, after
our equation for k, . In accord with conventional usage,
we were referring in this way to the true asymptotic scal-
ing region, which we observed would shrink because of
m «1. By misidentifying the size of the critical region
with k„Ahlers, Hohenberg, and Kornblitt evidently ar-
rived at the idea that we were contradicting our own for-
mula for k, . Let us therefore state quite unequivocally
that k, is independent of w .

We refute, in passing, a further criticism by Ahlers,
Hohenberg, and Kornblitt of the mode-coupling formal-
ism that we use for our calculations. This is derived in
Ref. 4 from the equations of motion, in which we allow
for a critical specific heat while keeping the order-
parameter time dependence purely relaxational. Although
this scheme corresponds to neither their model "E" nor
model "F", we reject the assertion that it is not
mathematically self-consistent. The self-consistency con-
dition is expressed by Eq. (8) of Ref. 4. In any case, the
big difference in results found by Ahlers, Hohenberg, and
Kornblitt between models E and F has been shown by
Dohfn and Volk to be erroneous and to be a consequence
of the omission by Ahlers, Hohenberg, and Kornblitt of
some terms from their model-F computation. For our
present purpose of calculating z~ we can ignore the criti-
cal variation of the specific heat.

B. Natural boundary

Dp(k) =By (2.6)

As discussed at some length in Ref. 4, some general
conclusions concerning the behavior of Ds (k) can be de-
rived from the Sasvari-Schwabl-Szepfalusy ' (SSS) model.
This is a natural generalization of the two-component (i.e.,
complex) order parameter to an n-dimensional isotropic
space with n(n —1)/2 generators working in the order-
parameter space. For any given component of the order
parameter there are n —1 generators that can rotate it and
bring about its relaxation. There is consequently a natural
boundary at n=1 in the n-d plane, as shown by the hor-
izontal dashed line in Fig. 3. At this boundary n —1=0,
and there are no generators to perturb the order parame-
ter. Therefore the order-parameter diffusion coefficient
stays at its constant background value

FIG. 3. Parameter boundaries in the n-component SSS (Ref.
11) model for d-dimensional space. The A, transition in liquid
helium is represented by d =3, n =2 (solid circle). w* is the
fixed point value of w, the kinetic coefficient ratio. w*=0 is the
dynamic scaling stability boundary, below which dynamic scal-
ing breaks down and is replaced by weak scaling. The dashed
line is the two-term e-expansion stability boundary while the
solid curve is drawn to include higher terms. The dotted-dashed
horizontal line shows the n =1 natural boundary for the SSS
model.

2
k =—

C
n

which puts Eq. (2.4) into the form

(2.7b)

(2.8a)

with Eq. (1.6) generalized by

nk,
x '=1+ =1+—.

2k k
(2.8b)

It follows that in this limiting case the quasiscaling point
has receded to x =k =0 and that the quasiscaling ex-
ponent is

zg ——1. (2.9)

By virtue of Eqs. (2.6), (2.7a), and (2.8a) the product
function takes on the simple form

s =DsDy =Ds&y =x —1 (2.10)

In the next section (II C) we argue that Eq. (2.10), trivially
valid in the limit n~1, is also approximately true in-
dependently of n. We expect Eq. (2.10) to be a good ap-
proximation in the entire "weak scaling" region of the n-d
plane of Fig. 3. This is the region above the natural
boundary and below the scaling instability boundary la-
beled by m =0. Being unphysical, the region in Fig. 3
below the natural boundary does not provide any useful
information. For n&1 the SSS model would yield nega-
tive values for D~.

for all k and to all loop orders. Similarly the entropy dif-
fusion coefficient is given (accurate to all loop orders) by
the single-loop expression of Eqs. (2.1) and (2.4). It is con-
venient to choose units of time and space so that

(2.7a)
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The n independence of Eq. (2.10) is important. By fix-
ing the behavior of the product variable a priori, it reduces
the problem to that of determining only one dependent
variable, the ratio w(x). This function will, of course, be
n dependent. At the natural boundary Eq. (2.10) yields
the linear behavior

Dg
w = =ax

Ds
(2.1 1)

Equation (2.11) can be described in terms of a "flow, "
with a constant "flow rate"

d lnw

dl~ (2.12)

C. Scahng region

We now return to the physical case n=2. It is con-
venient to measure D&~ in units of (B~B~)', which is
equivalent to normalizing the background according to
Eq. (2.7a). The normalization of Eq. (2.7b) means that we
are measuring k in units of nk, /2=k, . This is equivalent
to setting the coupling constant equal to the dimensionless
quantity

2=
Is(1)

(2.13)

Having normalized the problem in the background and
precritical regions, we now skip over the intervening cross-
over and quasiscaling regions into the asymptotic scaling
region, which for the present purposes we assume to exist.
In other words, we assume w* & 0. The end result is, how-
ever, independent of this assumption. Equation (2.1) then
reads

g /2'
( )1 k

D~(k) ' k Dp(k) Is(1)
(2.14)

[As explained at the end of Sec. 5.2 of Ref. 4 the back-
ground term in Eq. (2.1) is cancelled by a high-momentum
correction to the integral. ] Thus the scaling strength is
determined, to single-loop order, by

a =a~a @
—=lim kD&D& ——

k o Is(1)
(2.15)

2 8Is(e) =-
3p 9

(2.16)

This gives 1% accuracy for the integrals, as for example
Is(1)=1.55 (the exact value being ~/2=1.57). Thus

a ==2

2 4—+—
3 9

2 8—+—3 9

5———071
7

(2.17)

which is brought down to 0.64 by the finite-frequency ef-
fect that is evaluated in Appendix A. Estimates of the
two-loop vertex correction considerably increase a and
bring it somewhat above 1. Because of this numerical re-
sult, the product of the kinetic coefficients is expressed ap-

Ignoring for the moment the finite-frequency effect, we
can get a rough evaluation of Eq. (2.15) from the two-term
e expansion '

proximately by the simple formula

D Dg=—s =—+O(1),1

k
(2.18)

valid in the k « 1 scaling region, where the term of O(1)
is negligibly small by comparison with the scaling term
k '. Thus in the scaling region as well as in the back-
ground and precritical regions, where k=1, the coefficient
of k ' is approximately the same. This statement de-
pends upon the fact, established in Sec. III below, that the
precritical strength of D~ jB~ is nearly equal to that of
Ds/Bs and is therefore also given by Eq. (2.4).

The inclusion of the O(1) term in Eq. (2.18) is dictated
by the theory of transients developed in Sec. 5.2 of Ref. 4.
The product function is expected to deviate from its scal-
ing solution according to

s =a k '(1+bfk ), (2.19)

where the slow transient is absent, to lowest order in e,
and the fast-transient exponent is estimated from the e ex-
pansion as cof-1. Substitution of this exponent and Eq.
(2.17) into Eq. (2.19) gives

s =k '(1+bfk) —k +bf . (2.20)

This identifies the O(1) term in Eq. (2.18) with bf. bf is a
free parameter which remains at our disposal. As in Ref.
1 we choose the transient amplitude so as to have a
smooth interpolation formula which bridges between the
scaling and precritical regions. Because of Eq. (2.4),
which is shown in Sec. III below also to hold for D~/B~,
the choice

S =X —1 (2.22)

for the entire range 0&x (1. x is defined, as always, by
Eq. (2.8b), so that Eq. (2.22) covers all of the wave-number
space, 0&k & oo.

The fact that Eq. (2.20) is identical in form to Eq. (2.10)
is the basis for the claim of lack of dependence upon n.
Such an n independence is not surprising because the pro-
nounced effects of the variation of n are associated with
the scaling fixed point value w'.

The curve in Fig. 3 shows the stability boundary, below
which (shaded region) dynamic scaling breaks down and is
replaced by "weak" scaling. In the weak-scaling region

D~ and D& scale differently. The straight-line version of
the stability boundary (dashed line in Fig. 3) has been cal-
culated by Deoominicis and Peliti, ' by 13ohm and Fer-
rell, '" and by the present authors in Sec. 4 of Ref. 4.
These were two-loop calculations in the e expansion.
From the concept of velocity persistence ' it seems that
the higher-loop contributions can be approximately
represented by the stability boundary shown as the solid
curve in Fig. 3, passing exactly through the physical point
(solid circle in Fig. 3). Most of the rest of our work will
be restricted to this case, i.e., w' =0. We are presently en-

(2.21)

is compelling. This is because of the almost exact agree-
ment of the coefficient of k ' for the two extreme re-
gions. We therefore arrive at the interpolation formula
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gaged in a three-loop calculation' to test the accuracy of
the hypothesis of w*=0.

D. Onset of scaling

1 ~ dpDs(k) = —, +&s3Is{1) ck p2D (p)
(2.23)

upon substituting from Eq. (2.13). The cutoff factor C de-
pends upon the behavior of D~(p) ~p '+' in the vicinity
of p =k. Requiring that Eq. (2.23) be equivalent to Eqs.
(2.1) and (2.3) as far as their low-momentum properties are
concerned imposes the constraint

C '= —',eIs(e) . (2.24)

%e can eliminate the background term and the high-
momentum correction to the integral by differentiating
Eq. (2.23) to obtain

In this section we derive from the mode-coupling theory
a procedure for studying the variation of w from its back-
ground value w~ down to its fixed point value w =0. Al-
though this information is already contained in the mode-
coupling integrals and lends itself to a Pade-type interpo-
lation as in Ref. 1, a convenient alternative approach is to
replace the "soft" cutoff on the convolution integral of
Eq. (2.1) by an equivalent "hard" cutoff at p =Ck on the
simpler integral obtained by using the high-momentum
approximation p = p '. Thus Eq. (2.1) becomes

dlnw -= W(w, x), (2.31)

where

g (wx)= ~ Us —
~ Up (2.32)

is considered, in principle, to include all higher-loop con-
tributions. An important property of the "flow" function
W is its nodal line w =wo(x), defined by

W(wo(x), x)=0 . (2.33)

If we assume that the deviation of the actual trajectory
w(x) from the nodal line is moderate, the values taken on
by 8' will be relatively small. This serves to justify the
linearization, using the nodal line as reference,

W(w, x)=[w —wo(x)] W'= —u (x)+v (x)w, (2.34)

where

where we have substituted Eq. (2.10). Because of w*=0,
U~ —Us —1 at the fixed point, provided the two-loop con-
tributions are included, as discussed above. Thus, in the
scaling region,

—,
' (U, +U„)=U,-1.

Taking this to be true for the entire range O=k ( op per-
mits us to integrate Eq. (2.28) and recover Eq. (2.10).

The introduction of x =k/(1+k) puts Eq. (2.29) into
the simpler form

1 C ' dlnC1+
(k) 3Is(1) d»k 0 8'(w, x)

Bw It) =WO(X)

1
Us,

2k Dp(k)

where, by substitution of Eq. (2.24),
r

&Is(&) dlnc
Is( 1) dink

(2.25) and

u(x)=wo(x)v(x) . (2.36)

(2.26)

[A nonlinear modification of Eq. (2.34) is discussed in
Secs. IV 8 and VB below. ] By definition, the fixed-point
value is

Here we have neglected de/dk. The above conversion of
the mode-coupling integral equation into a "flow"-type
differential equation is similar to the equivalence noted by
Kawasaki and Gunton' between mode coupling and the
dynamic renormalization group at single-loop order.

The mode-coupling equation for D~(k) can be treated
similarly to yield

D~(k) =—, U~,
1

2k Ds(k)
(2.27)

with the specification of U~ to be attended to directly. By
multiplying Eq. (2.25) by D~ and Eq. (2.27) by Ds we ob-
tain for the product s =Dsa~

2 (Us+Up) .ds 1
(2.28)

dk

The ratio is similarly determined by

dw 1
2 {Us—Uy)dk

w 2M

s 2k (1+k)( Us —Up) = ( Us —Up),
(2.29)

wo(0) =w*, (2.37)

while the behavior near the fixed point is controlled by
v(0). The slow-transient exponent is known from Sec. 5.2
of Ref. 4 to be =w, from which it follows

v(0) =1,
and by Eq. (2.36)

u(0)=w* .

(2.38)

(2.39)

If we apply the general framework of Eq. (2.34) in the
special case of n = 1 we find, according to Eq. (2.12),

W(w, x)=1, (2.40)

all along the actual trajectory. It follows for n =1 from
Eqs. (2.34) and (2.39) that w*= —1, which is how the
natural boundary is labeled in Fig. 3.

As discussed in the next section, the flow in the precriti-
cal region in the vicinity of x =1 provides important
boundary conditions for Eq. (2.31). We denote the end
point of the nodal line by
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and the corresponding partial derivative by

1 —c =U(1)= W'
i „

responds to c =0 and b =1, while the dashed curve is a

(2.42)
plot of Eq. (2.48) for c =—', and b = —, .

The linear interpolation between Eqs. (2.38) and (2.42) is III. PRECRITICAL RISE

v(x) =1—cx, (2.43) A Nonlocal limit

while the corresponding extension of Eq. (2.39) is

u(x)=m'+bx . (2.44)

= —u* —b+(1 —c)m~

= —LO +Kg —(b+CNb ), (2.45)

which provides a constraint relating the parameters b and
c. This constraint, combined with Eq. (2.42), fixes the
parameters completely. At the natural boundary m*= —1

and W(uiii, 1)=1, while for u1*=0 we find in Sec. IIIA
W(ice, 1)=0, to a good approximation. Both of these
cases are described by

For d =3 the loop expansion is in powers of (ks)
=x/k =1—x. Thus a truncation at two-loop order yields
expressions linear in x of the form of Eqs. (2.43) and

(2.44), provided certain additional simplifications are
made.

An additional boundary condition on the flow function
at the upper end of the flow is, from Eqs. (2.43) and (2.44),

W(wii, 1)= —u (1)+U(1)wii

Dp Ug

2k
(3.1)

where the coefficient of 1/2k is the ratio of two integrals

As emphasized in the preceding two sections, the theory
of the kinetic coefficients D~ @ is simplest in the scaling
region and in the precritical van Hove region (see Fig. 1).
This section is devoted to the latter region. It is particu-
larly important to establish the precritical rise because this
is determined entirely by the single-loop integrals and can
be calculated rigorously. In this section we continue to
work entirely in the nonlocal limit, so as to have only k-
dependent functions to deal with. The outcome of the
work will be to fix the parameters wi and v(1) of Eqs.
(2.41) and (2.42). In Sec. III 8, which follows immediately
below, we turn our attention to the local limit for the pur-
pose of comparing our approach with that of Ahlers,
Hohenberg, and Kornblitt. 8

With the use of units in which k„ the characteristic
wave number of Eq. (2.5), is unity, we have in parallel to
Eq. (2.4)

W(ws, 1)= —w*, (2.46) I~(1,w, u)
Ug —— (3.2)

which gives a reasonable interpolation for the intermediate
range —1&ur* &0. It follows from substitution of Eq.
(2.46) into Eq. (2.45) that the parameter constraint is

The denominator is the single-loop entropy integral, for
which in Appendix A we find

b=(1 —c)wii . (2.47) Ig(1)= 1.07 . (3.3)

Fquations (2.36), (2.43), and (2.44) imply the nodal line

-.(x)= =
'

+bu (x) u1* x
v (x) 1 —cx 1 —cx 1 d3 / 2

I~(E,ur, z) = I4~ ( ~)1+@+ 1+@+~
(3.4)

Figure 4 shows two examples of Eq. (2.48) for u1' =0 and
w~ ——1, the latter condition requiring b =1—c, according
to Eq. (2.47). The straight dashed line labeled W=0 cor-

evaluated in the precritical region, where e = 1. The
finite-frequency effect (see Ref. 4, Sec. 3) is expressed by
setting z=w. In our earlier studies of the e expansion we

employed ' the convolution integral

1,0

The numerator of Eq. (3.2) is the single-loop order-
parameter integral

(2.48)

0,8

L
//-

1

4~ 2( ~)1+a
(3.5)

which provides a convenient starting point for our present
calculation of I~{a,m, w). We first want to obtain an ex-
pression for the integral without the frequency effect,
namely,

0.4

0.2

d3 / 2

(1 ~ 0) P/P (3.6)

0 0,2 0.4 0.6 0.8 1.0

We make contact with our earlier work by setting z= m=0
to obtain

Ig(1,0,0) =Ip(e) ~, , =I~(1)
FIG. 4. Nodal lines (dashed) for vanishing flow for two dif-

ferent parameter choices. The nodal line is constrained at the
two "anchor" points x =0 and x =1. The solid curve shows the
solution w (x) for the flow equation with the straight nodal line.

p d p
4

(3.7)
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Our immediate goal is to find the w dependence of
I~(e,w, O}. Throughout this section we keep @=1. A sim-
ple interchange of p' with p in Eq. (3.6) followed by substi-
tution of Eq. (3.7) yields for the special case w= 1

1 ( d p/p 1 d p'/p'
4~ J 2+ &2 4~ 2+pt2

,Z Z +,28m p~+p'~ p~ p'2 ' 8

(3.8)

Comparing Eqs. (3.8) and (3.7) we see that I~(1,w, O)

drops by a factor of 2 when w goes from 0 to 1. The ini-
tial drop is given by the subtraction integral

2.5

2.0
Ig

l. 5

l.0
0 0.2 0.4 0.6 0.8 I,O

FIG. 5. Precritical single-loop order-parameter integral vs m.

The upper curve shows I~(l, w, O) and drops by a factor of 2 at
w =1. The lower curve, for I~(1,m, m), includes the frequency
effect and drops by a factor of 3.

We now include the frequency effect by setting z =w in
Eq. (3.4) to obtainIg(1,w, 0)—Ig(1,0,0)

d p'/p' —w d p'/p'
p'+wp' 4~ p'+w

Gp VT= —w w
p +w

I@(1,w, w) =
p' +wp +w

(3.15}

Again we will use a Pade, -type approximant, with the ini-
tial drop still of the form of Eq. (3.10), except with 2w ap-
pearing in place of 2. Thus instead of Eq. (3.11) we have

1/2

(3.9)

valid for 0&m«1. The approximation p =
~

k —p'
~

=k = 1 is justified by the fact that most of the strength of
the integral is concentrated in the region p'«1. Substi-
tuting Eqs. (3.7) and (3.9}into Eq. (3.6) gives

I~(l, w, w)=
4 2 1+ 'w (3.16)

I~( 1,m, 0)= — ~ia
4 2

with P' to be fixed by I~(l,w, w), evaluated at w= 1. As be-

(3 10) fore, we exchange p
' for p, which produces now the sim-

plification

I~( l, w, 0) =
1+ tJ

(3.11)

for 0&w «1. We extend Eq. (3.10) to the entire interval
0 & w & 1 by means of the Pade-type approximant

1/2

d p 1 1
Ig(1, 1, 1)=

8~ 1 +p2+ I2 2 &2

1 1= —,Ip(1) 1—
1+p'+p' (3.17)

where imposing Eq. (3.8) requires

P= —1=0.621 .16 (3.12)

where the angular brackets denote the weighted average

(3.18)

Numerical integration indicates that the effective average
value for p and p' is 1.00 (to 1% accuracy), so that the
required average is

1 1

1+p +p
(3.19)

1= ——= ——I(1,1,0) .
8 Substituted into Eq. (3.17), this yields(3.13)

A check on the accuracy of Eq. (3.11) is provided by the
derivative of Eq. (3.6) at w= 1, for which an analytic in-

tegration readily yields (8/Bw being indicated by a prime)

I '(1,1,0)=—
4~ (p 2+p /2)2

Differentiation of Eq. (3.11) gives
2

I~(1, 1, 1)= , Ig(1)=-
]2 ' (3.20)

I p(1, 1,0)=—
2(1+P) I(1,1,0)

1 I(1,1,0),
3.24

a drop by a factor of 3 instead of by the factor of 2 found
in Eq. (3.8). Imposing this factor of 3 drop on Eq. (3.16)

(3.14) gives

smaller than the exact value of Eq. (3.13) by 3%. We are
thus assured that Eq. (3.11), plotted as the upper curve in
Fig. 5, is a faithful representation of I~(l,w, O) vs w to
within an accuracy of the order of 1% over the entire in-
terval 0&m&1. Because we do not need Eq. (3.11) for
w ~ 1 the fact that it becomes a poor approximation in
this range is of no consequence. (Instead of vanishing
when w~ ~, it has the finite limiting value of 0.30.)

P' = —1 =0.824 .18
~2

(3.21)

The plot of Eq. (3.16) versus w is shown as the lower curve
in Fig. 5. The marked effect of the finite frequency is evi-
dent from a comparison of the two curves.

Our goal here has been to determine the boundary con-
ditions on the "flow" function 8' in the background limit
k~ oo. wi, the intercept of the nodal line, is determined
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from Eq. (2.32) by

W(w i, 1)= —,U, ——,U~ ———,(1 —U~) =0, (3.22)

or U~ ——1. By Eq. (3.2) this requires
I~(l, wi, wi)=I, (1)=1.07. [The substitution of Us ——1 fol-
lows from setting e= 1 in Eq. (2.26).] From Eqs. (3.16)
and (3.21) this condition is satisfied for

wi ——0.59, (3.23)

as is also apparent from the lower curve of Fig. 5. The
derivative at this value of w gives

v (1)= W
l + = i, w =w = — ——0.37 . (3.24)

dUp

dw w=w
1

As will be established in Sec. V A below, the actual back-
ground value at x = 1 is w~ ——0.5. Thus the strength of the
flow function in the background and precritical region,
from Eqs. (2.32), (3.2), (3.16), and (3.21) is

We = W(we, 1)= —— I~(1, » —, ) = —0.03,1 1

2 2Is(1

7T 1—
2

(3.29)

down by roughly a factor of 2 from I~ ——(l,w,0) of Eq.
(3.11), in the vicinity of w= —,'. From Eqs. (3.28) and
(3.29) the "flow, " dw/ds. , in terms of the variable a. rather
than k, is proportional to

' 1/2

entropy integral becomes in the local limit and at zero fre-
quency

IL,'(1)=2 I p d p 2 p dp
3 4~ (p +1) 0 (p +1)

(3.28)

down by a factor of 4 from its zero-frequency nonlocal
value of Is(1)=m/2. By contrast, the order-parameter
single-loop integral does not change as much. Its zero-
frequency local expression is

1 d p/(p +1)
4~ p2+ w(p2+ 1)

1/2

(3.25)

consistent with Eqs. (3.23) and (3.24). As
~

Ws
~

is an or-
der of magnitude smaller than the typical value of 8 in
the crossover region, we will neglect it. Thus

(3.26)

the boundary condition of vanishing background flow.

I s(1) I p( 1,w—) ~
1+w

the zero of which gives the nodal line intercept at

w)L ———,—1.29 .9

(3.30)

(3.31)

B. Local limit

Comparing this with what we found in Eq. (3.23) in the
nonlocal limit, we have

p'=
I

p'
l

=
l

—p I
=p . (3.27)

Scaling p now in units of ~ rather than k, the single-loop

All of our work is carried out at the k point in the non-
local limit, where we have to deal only with functions of
the single variable k. This makes it difficult to compare
in detail our results with those of Dohm and Folk and of
Ahlers, Hohenberg, and Kornblitt. By working away
from the A, point these authors have the more complicated
problem of determining functions not only of the wave
number k but also of the inverse correlation length ~.
This approach to the problem seems to us inadvisable at
the present time because accurate three-dimensional scal-
ing functions for the k-x plane are not available. This
manner of treating the problem is,however, feasible in the
precritical van Hove region where the single-loop integrals
simplify the problem considerably. In this region we shall
exhibit some discrepancies which seem to indicate errors
or inaccuracies in the work of the above authors.

The essential simplification in the precritical region is
that the kinetic coefficients Dq ~ that occur in the denomi-
nators of the single-loop integrals can be approximated by
their background values 8& ~. It follows that to this accu-
racy the required scaling functions, which are in general
quite complicated, reduce to Esp and B~(p +a ) for
ys ~(p, ti), the entropy and order-parameter decay rates,
respectively. In the local limit the external momentum k
vanishes so that according to Eq. (2.2) the internal mo-
menta are of equal magnitude

w~L, /wi -2.2, (3.32)

a consequence of the marked disparity that we noted
above between the behaviors of the scaling functions for
the entropy and order-parameter single-loop integrals.

Equations (3.32) and (3.31) illustrate the advantage of
working in the nonlocal limit. Because of Eq. (3.26),
dw/dk is positive definite and the flow of w with respect to
k is monotonic On the oth. er hand, Eq. (3.30) requires
dw/dK (0 as it~ oo, so that the flow with respect to x is
nonmonotonic Thus w(a) v.s s must have a maximum at
intermediate values of ~, which makes an accurate inter-
polation through the problematic crossover region more
difficult to achieve.

Equations (3.30) and (3.31) are rigorous results, which
unfortunately are not to be found in the work of Dohm
and Folk ' or Ahlers, Hohenberg, and Kornblitt. The w

dependence written down by these authors is not of the
form of Eq. (3.30), being instead proportional to
1 —2/(1+ w), a single-term e-expansion expression. They
have therefore W~L ——1, in disagreement with Eq. (3.31).
This error is evidently the result of a too great reliance by
these authors on low-order e-expansion expressions. We
totally avoid the e expansion in this paper. Whenever an
approximation is required for evaluating the nonlocal con-
volution integrals we use the more accurate e expansion.
But we emphasize again that Eq. (3.30), being evaluated in
the local limit, involves no approximation. It serves as a
criterion for the validity of any flow equation in ir.
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In this limit we findIV. CROSSOVER REGION

I

c, +lnx
Our task is to determine the monotonic variation of

w (x) between its limiting values of w (0)=w' =0 (scaling
fixed point) and w(1)=w~ ——O(1) (background). In the
preceding section we have fixed the precritical variation
away from background for x=1. In Sec. IVA below we
characterize the first variation of w(x) from its fixed
point value, for 0&x «1, by the method of transients.
This will prepare us for the general solution in Sec. IV 8,
which connects the two ends and covers the entire interval
0 &x & 1. In Sec. IV C we demonstrate how the solution
of the flow equation provides the desired interpolation
through the intermediate crossover region. Sec. IV 0 con-
cludes with a sketch of a first-order correction that makes
it possible to improve further the accuracy of our compu-
tational scheme.

where c, is a number of order unity. Equation (4.7) pro-
vides the desired characterization of the first variation of
w, for 0&x «1, away from its fixed-point value w*=0.
In the spirit of Ref. 1 we could at this stage, by a suitable
choice of c„fit Eq. (4.7) on to some reasonable interpolat-
ing function having the required behavior in the precriti-
cal region. We found in Ref. 1 that these restrictions left
little freedom in the choice of function. In the present ap-
proach, however, any such freedom is removed by explicit-
ly solving the flow equation, as carried out in the next sub-
section. The solution yields a specific value for c, . One
such case is shown by the solid curve in Fig. 6, where we
l-.ave plotted w vs k =x/(I —x) for c, = —0.43.

A. Slow transient B. General solution

In the vicinity of the scaling fixed point (x, w) =(O,w )

we can approximate the functions u (x) and v(x) of the
flow function 8'by Eqs. (2.39) and (2.38) to obtain

In the crossover region it is difficult to extract the k
dependence directly from the mode-coupling integrals.
For this reason, in Sec. IID we have transformed these
equations into their differential form. Equations (1.5) and
(2.10) specify the variable s, so that it is only the crossover
behavior of w that remains to be determined. This is
found in general from Eqs. (1.8) and (1.9). By the variable
change y= w ' these equations assume the form

dlnw = W(x, w)=W(0, w)
dlnx

= —u(0)+U(0)w=w —w* . (4.1)

dy 1 dlnw 8' u U

dx wx dlnx xw x x
(4.8)d(w —w*)

=w(w —w*)
The general solution is

( )
—X(x) x dx X(x")

II
=w*(w —w')+(w —w') (4.2) (4.9)

If we neglect the quadratic term, this becomes the linear-
ized transient equation

where

X(x)=f, dx' . (4.10)din(w —w*)
dlnx

(4.3)

Imposing the background boundary condition
the solution of which is

(4.1 1)

w=w'(1+b, x ')= fixes the constant of integration so that Eq. (4.9) becomes

—1 —X(x) —+ U (X ~)eX(x')dx
x

1 —b,x '

where the "slow-transient" exponent is (4.12)

cps =w (4.5)

as a consequence of Eq. (2.38). Both forms of Eq. (4.4) are
equivalent for a weak transient. The fina1 form is pre-
ferred because it correctly takes into account the quadratic
term in Eq. (4.2), as noted by Hohenberg et al. and as
readily verified by substitution into Eq. (4.2). The denom-
inator of Eq. (4.4) comes up into the numerator when cal-
culating D& ——s/w. In Ref. 1 we emphasized that this neg-
atIUe slow transient (negative because b, ~ 0) is the essential
qualitative reason that the effective exponent for D~ is
greater than the exponent that would be expected from
dynamic scaling.

To facilitate the passage to the limit w ~0 we write
the slow-transient amplitude as

1,0-

0.8

0.6

OA

0.2

k

10

FIG. 6. Kinetic coefficient ratio m =D~/Ds vs wave number
for two different parameter choices. The slow transient (solid
curve) is an accurate representation for k (0.03.b, =e (4.6)

RICHARD A. FERRELI. AND JAYANTA K. BHATTACHARJEE
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and

x —w*e b(, 1 —x) (4.14)

Substituting Eqs. (4.14) and (2.44) into Eq. (4.12) we find

—1 w* —b(1 —x)

dx'
w~ '+ (1—cx')e "

x
(

i)1+w*

(4.15)

The integral in Eq. (4.15) is expressible in terms of the in-
complete I function. If we restrict our attention to the
actual case of interest, w'=0, the incomplete I function
reduces to the more convenient integral exponential func-
tion

E,(x)= —Ei( —x)= —e
— .

~ dt
x

As x is restricted to the interval 0&x & 1, it is convenient
to work with the function

Equation (4.12) is the general solution of the flow equation
by quadrature. Substitution of Eq. (2.44) gives

X=w'lnx '+b(1 —x)

c, =e ' —Co ———0 43, (4.22)

the value used in plotting Eq. (4.7) as the solid curve in
Fig. 6. The full course of w f'or this choice of parameters
is given by Eq. (4.18) as

w =[e" '+e "E)(x)] (4.23)

1

c, +x+lnx
(4.24)

where the slow-transient parameter is

cq =wg —1
—1 (4.25)

and vanishes for we ——1. Equation (4.24) is plotted versus
k as the dotted dashed curve in Fig. 6. It is evident that in
spite of the difference in parameter choice the two curves
for w vs k are close together, nowhere differing by more
than 10%. This corresponds to only a 5% effect in D~ z.
The reason for the smallness of the effect is that the
difference in the flow rate for these two cases is

which is plotted versus x in Fig. 4 and versus k as the
dashed curve in Fig. 6.

An alternative simple choice of parameters is 6=0 and
c=1. In this case the integral exponential function disap-
pears from the problem and Eq. (4.18) takes the form

Ei(x)—:Ei(x) —Ei(1) . (4.17) b, W=(1 —w)x . (4.26)

w = ——+ w& + —e
b b

+e "[Ei(bx)—Ei(b)] . (4.18)

In terms of this function the integration in Eq. (4.15) can
be written as

The flow trajectory is paralld to the axes at its two ends
and stays in the upper left half of Fig. 4, thus guarantee-
ing that one or the other of the factors in AR' is small.
Because of this insensitivity we will use b =0 and c= 1 for
the rest of our work. This preference is dictated by the
following.

(i) Equations (2.42) and (3.24), which give

c =1—0.37=0.63, (4.27)

1 X 2 X 3

E, (x) =In ——Co+x — +
X 2X2! 3X3| , (4.19)

Co = 1 — + —' =0.797
1 1

2X21 3X3t
(4.20)

For 0&x «1 all of the terms linear and higher in Eq.
(4.18) can be dropped, so that Eq. (4.17) assumes the
simpler form of a constant added to lnx '. Comparing
this with Eq. (4.7), we identify the constant as the slow-
transient parameter

Because of the limited range of the argument, a Taylor's
series gives rapid convergence for the function E, (x). For
X~O we must separate the logarithmic part of the func-
tion, obtaining

dlnw =u(x)f (w), (4.28)

where f (w) can be an arbitrary function. The solution by
quadrature is

f dw' ' dx'
, u(x'),

w'f (w') x x' (4.29)

obviously closer to c= 1 than to c=0.
(ii) The simplicity of Eq. (4.24), which is equivalent to

merely adding x to the denominator of Eq. (4.7) ~ This
slight but significant change in the slow-transient solution
stops it from diverging at x=exp(c, ) and instead causes w

to approach its background value with vanishing slope, as
required by Eq. (3.26).

We note in passing that Eqs. (1.8) and (1.9) can be gen-
eralized for the separable case u =0 to

c, = ——+ wz + —e +ln ——Cp —E1(b) .C 1 C b 1

b b b

(4.21)

which determines w implicitly as a function of x. An ex-
ample of a more general flow function is suggested by the
lowest-order (i.e., single-term) e expansion, which gives

To demonstrate the application of the above equations
we consider the following convenient choice of parame-
ters: b=1, c=0, and w~ ——1. (In Sec. V we reduce w~ and
adopt the more realistic background value of wz ——0.5.)
Thus Eq. (4.21) gives

f (w) =(~ —1)—
I+w ' (4.30)

applicable at e=O on the stability boundary (cf. Fig. 3)
where n= —,. Generalization of Eq. (4.30) to n=2 and use
of U (x)= 1 —x give



RICHARD A. FERRELL AND JAYANTA K. BHATTACHARJEE 28

(w, x) =(1—x)
1+w ' (4.31) IO

a prototype for a nonlinear generalization of Eq. (2.34).
Equation (4.29) then reads explicitly

Io

(4.32)

C. Interpolating function

Equations (2.22) and (4.24) for the product s and the ra-
tio w, respectively, provide the desired interpolating func-
tions for the separate kinetic coefficients as

IO

I

Io 4 IO 2 l02

and

Dq —~sw =(x'+c,x+x lnx
—')'"

s =~s/w =(1+ex '+x 'lnx ')'

(4.33)

(4.34)

For the special case (wz ——-1) of c, =0, Eq. (4.34) becomes

Ds =(1+x lnx )

FIG. 8. Kinetic coefficients Dq~ vs wave number k for
w = —1, 0.5, and 0, the latter being the case of physical in-
terest. The quasiscaling point (solid circle labeled Ql recedes to
smaller values of k as m* becomes more negative. w*= —1

represents the natural boundary of the SSS model. The back-
ground ratio was taken as w~ ——1.

which is plotted versus x as the solid curve in Fig. 7. An
approximation which is valid in the background and pre-
critical regions is w=w~, so

ing expression

D =(x +xlnx ') (4.38)
—i /2

Wg

v v
(4.36)

as shown in Fig. 7 by the straight dashed line. This is la-
beled FAST because Eq. (2.22) for s includes the fast tran-
sient. The dashed curve labeled SLOW includes the slow
transient in

is exhibited as the dashed curve labeled 0. The behavior of
D~ s for w" = —1 (natural boundary) is shown by the con-
stant D~ ——1 at the bottom of Fig. 8 and by the uppermost
curve Dz ——x ', labeled —1. The intermediate curves la-
beled —0.5 (dashed for D~ and solid for Dz) have been
calculated from Eq. (4.15) for w*= —0.5, wii ——1, b=0,
and c= l.

1
& iy2 ln x

D,= (lnx
—'+c, )'"=

'vx Vx
(4.37)

D. First-order correction

which we obtain by substituting Eq. (4.7) into Eq. (4.34).
These curves, which are simi1ar to those of Fig. 2 of Ref.
1, show how the full expression for D~ in Eq. (4.35) pro-
vides a natural interpolation between the large- and
small-x approximations of Eqs. (4.36) and (4.37), respec-
tively. ("Large" x means 0.5 (x ( 1.)

Equation (4.35) is shown again in Fig. 8. Here it is plot-
ted versus k as the solid curve 1abe1ed 0. The correspond-

Our solution for w(x) in the crossover region is based
on the flow function W of Eq. (2.34), linearized in w. Be-
muse 8' and w are constrained at the two end points, we
expect this treatment not to be sensitive to the exact form
of 8' and to yield the 10% accuracy that we seek. Here,
nevertheless, to improve the accuracy further, we set up a
simple first-order perturbation calculation of the percen-
tage correction

(4.39)

produced by A8' the deviation of the true value of 8'
from its approximate expression, Eq. (2.34). With

Ds 61nw =ln(1+y)=y

we find the first-order change in the flow equation

=58'+ w8"y,dlnw dy
dlnx dlnx

(4.40)

(4.41)
I

IQ
2 IO- I

X

where W' is defined in Eq. (2.35). Equation (4.41) is of
the standard form

FIG. 7. Entropy diffusion coefficient vs x. The complete
variation (solid curve) is an interpolation between the dashed
straight line, which contains only the fast transient (and de-
scribes correctly the precritical rise), and the dashed curve con-
taining the slow transient. The background ratio was taken as
lL)g = 1.

—A=Q (4.42)

(4.43)
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where

w8"
X

(4.44)

(4.45)

which would cause Eq. (4.53) to be satisfied more or less
automatically.

If it is desired to take into account M, the deviation of s
from x [the ideal behavior specified by Eq. (2.22)], it is
possible to proceed in a manner similar to the above and
to calculate the first-order correction from two simultane-
ous first-order differential equations linear in Aw and M.

The solution is particularly simple for the separable case
u=0. If we approximate 8" by its unperturbed value v,
then

X

8' dlnw
X Zx

(4.46)

by Eq. {2.34), which gives

f ~ac
(4.47}

( ) 2( ) J' dx 68 (x }
x' w(x')

(4.48)

with w (x) given by Eq. (4.24).
It is convenient to define by means of Eq. (4.48) an x-

dependent first-order change in the slow-transient parame-
ter

f dx 5 JV(x )
x x' w(x') (4.49)

This combined with Eq. (4.24) enables us to write
w(x) =w(x)+b, w(x), the first-order corrected solution, as

Because 68'~0 as X~O the integral in Eq. {4.43) con-
verges. From Eq. (4.47) and w~0 it then follows that
y~O as x~0. The boundary condition y~O at the other
end, x ~1, is satisfied by an appropriate choice of the con-
stant of integration. Thus the desired first-order correc-
tion is

V. QUASISCALING

The ratio w =D~/D~ is shown in Fig. 4 as a function of
x and in Fig. 6 as a function of k. Ds is plotted versus x
in Fig. 7, while both kinetic coefficients are shown versus
k in Fig. 8. For the sake of simplicity and in order to il-
lustrate as clearly as possible the basic ideas involved, we
have carried out all of these computations with the back-
ground parameter arbitrarily fixed at wz ——1. We now
have the task of determining the most realistic and reliable
value for w~, from noncritical background data far from
the k point. We find B~ by applying our theory' of ul-
trasonic attenuation to the large body of data that is avail-
able for this phenomenon. As we shall soon see, in Sec.
V A below, we are led to wz ——0.5, the value we proceed to
use for the computation of w and hence of D~ s.

In Sec. V B below we introduce the idea of quasiscaling
from a general point of view, and then proceed to calcu-
late the quasiscaling exponent z~. For wz ——0.5 we find
z~ ——0.18, which is consistent with our earlier and rougher
estimate in Ref. 1. In Sec. VB we also calculate the
dependence of z~ on w' for w &0; this result will become
applicable if it eventually turns out that, because of the
three-loop' and higher-loop contributions, the stability
boundary in Fig. 3 passes higher and the physical point
lies in the weak-scaling region.

w(x) = 1

c, + b,c,(x)+x —lnx
(4.50) A. Background parameters

From Eq. (4.49) we see that the shift in the slow-transient
parameter is

(0) J
dx bW(x) y' dxA W
x w(x) o x

(4.51)

the final form being valid independently of the u=O as-
sumption. It can also be obtained from the identity

We now proceed to fix the actual value of w~ ——B~/Bs
from the separate empirical values for B~ and Bs. Ul-
trasonic attenuation provides the necessary information
for B@. The ratio of the attenuation o. at the reduced tem-
perature t =(T T2 )/T2„) 0 to the A,—-point attenuation a2
is predicted by the theory {for frequencies co/2' & 1 MHz)
to be

' dx 8'
cs wg — 1—

x w
(4.52)

i
b,c,(0)

i
(1 . (4.53)

By comparing the dashed and dotted-dashed curves in
Fig. 6 (which correspond to a difference of b,c, =0.43), we
see that within the tolerance of 10' accuracy for D~ s we
can neglect the first-order correction provided that it satis-
fies the criterion T

tan
Q
2

I 0——ln 1+0 4

a —ImL,
a2 /I. /2 m.

where
~
L

f
is the absolute value of

r

27' 2 i QL (yg, co) =ln
(4P + 2)1/2

——tan —+B

(5.1a)

Because of the boundary constraints, 8'/w=1 at x=O
and drops to zero at x=1. The natural scale for the first-
order correction is therefore expected to be

(5.1b)

Thus ImL is a function only of the reduced frequency
58' (1, (4.54) (5.2)
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This definition is a factor of 2 larger than the one that we
used before. '

~

I.
~ ~ is the A, point (Q~ ao ) limit of

(
1. ~,

and y, and B are certain background parameters for the
fluid. The order-parameter relaxation rate

yg
——Bgv =Bgrpt2 2 2Y (5.3)

is here in the loca/ limit and is a function of v rather than
of k, as in the rest of the paper. Hyperscaling and two-
scale factor universality require v=-', and xp ——0.70 A
Figure 9 shows a plot of (2/m)ImL from Eq. (5.1b) versus
Q. The characteristic crossover frequency at which ImL
equals the value half that at 0,= (x) is

Q~/2=4. 7 (5.4)

The points in Fig. 9 show the experimental data of Tozaki
and Ikushima. ' In plotting these points we have chosen

Bg ——1.0X 10 (5.5)

in units of cm /sec, so as to bring the temperature scale of
the measurements into agreement with Eqs. (5.1a) and
(5.1b). As is evident in Fig. 9, the resulting fit of the
theoretical scaling curve to the data is excellent. [In order
to achieve this improved fit we have chosen the B~ in Eq.
(5.5) to be 20% smaller than the value that we used previ-
ously. ]

The entropy coefficient in the local limit is the familiar
thermal-diffusion coefficient

in units of cm /sec. Combined with Eq. (5.5), this yields

wg ——0.5, (5.8)

which happens to be in good agreement with what we
found in our recent two-loop study' of the precritical rise
in Ds, for saturated vapor pressure (SVP).

From Eqs. (5.8) and (4.25) we obtain

B. Quasiscahng exponent

The k-dependent effective scaling exponent for Ds is de-
fined in Eq. (1.4). By means of Eq. (1.6) we put the k dif-
ferentiation into the more convenient form

dink dlnx
=(1—x)

From Eqs. (1.7), (2.18), and (2.22) we have

(5.10)

(5.9)

which has been used in Eq. (4.24) for the computation of
w vs lnx that is shown in Fig. 11 by the lower solid curve.
The upper of the two dashed curves for 8' can be used as
a basis for the computation of a first-order correction in w
as discussed in Sec. IVD above. The upper solid curve
and the lower dashed curve, both labeled NL, show w and
W, respectively, for the nonlinear flow of Eqs. (4.31) and
(4.32).

Ds ——(s/w)'i =(xw) (5.11)
Ds=

Cp
(5.6)

which acquires temperature dependence both from the
thermal conductivity in the numerator and the specific
heat at constant pressure in the denominator. The tem-
perature dependence of the latter has been reviewed by us
recently. ' Because Cz decreases away from the A, point,
Ds exhibits a minimum, close to the A, point, which we
identify with Bs. The data of Bowers and of Kerrisk
and Keller ' cover the desired region and have been used
in Fig. 10 to plot Ds vs T. From the minimum in the
curve of Fig. 10 we infer

= —x+(1—x)W(w, x) . (5.12)

We now limit our attention to the case c=1 and for the
moment concentrate on w* =0. Equations (2.34) and
(2.43) thus give

8'(w, x) = v (x)w = (1 —x)w, (5.13)

Substitution of Eqs. (5.11), (5.10), and (1.8) into Eq. (1.4)
gives

dlnw
z,rf = —x+(1—x)

dlnx

Bs=2-0~10 4 (5.7) which, substituted into Eq. (5.12), yields

A
O +0

OA-
CS

RE@. (MHz}

IO. 2
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FIG. 9. Normalized ultrasonic attenuation data of Tozaki and Ikushima (Ref. 18) vs reduced frequency for five different frequen-
cies. The fit of the scaled data to the theory (Ref. 17) determines the background kinetic coefficient B~——1.0X 10 cm /sec.
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FIG. 10. Noncritical temperature dependence of the entropy
diffusion coefficient Dq according to Bowers (Ref. 20) and Ker-
risk and Keller (Ref. 21). The minimum value near the I, point
is taken as the background parameter Bq ——2.0&(10 cm /sec.

zeff ——x+( 1 —x) w2 (5.14)

= —1 —2(1 —xg ) tc + (1—xg ) xg2 —i 2 (5.15)

where we have again made use of the flow equation. The
root of this quadratic equation is

(5.16)
(1—xg)

which, substituted into Eq. (5.14), gives us the maximum
value of z,jj, the quasiscaling exponent

zg=~xg . (5.17)

The crossing of the curve for w vs x shown in Fig. 11 with
that from Eq. (5.16}gives

and

wg =0.224 (5.18a)

xg ——0.032 (5.18b)

as noted by the downward pointing arrow in Fig. 11. Sub-
stituted into Eq. (5.17), Eq. (5.18a) yields

This has a maximum at the quasiscaling point x~ speci-
fied by

8zej7 =0
GX

which is smaller but not inconsistent with the roughly
20% enhancement of the slope of the log-log plot of Dz
that we reported in Ref. 1. Comparison of the two dashed
curves for 8' in Fig. 11 indicates that the nonlinear flow
modification does not change appreciably the value of z~.

Figure 12 shows the kinetic coefficients D~z obtained
from the ratio w shown in Fig. 11. These curves are for
w~ ——0.5, as seen by the limiting ratio of Bz/8~ ——2 at
their right-hand ends. The lower curve, for D~, can be
used to extend the k-point ultrasonic attenuation theory'
out of the van Hove region and into the range of lower
frequencies. Quasiscaling, as we have defined it, is a prop-
erty only of the upper curve, for D~. The quasiscaling
point is shown at kg ——0.033 by the solid circle marked Q.
This is the point of inflection and the curve is straight in
an interval of one and one-half decades in the vicinity of
Q. It immediately follows that after conversion to zero
frequency and then into the local limit, the log-log plot of
the corresponding thermal-diffusion coefficient DsL as a
function of ~ will have a corresponding straight section.
In terms of temperature this means a straight run of more
than two decades. Experimental measurements of DsL, as
they are extended toward the A, point, will show the van
Hove precritical rise above 8~. When the rise in Ds„
grows by 1 order of magnitude, the measurements will
seem to be in the middle of a true scaling region, but with
an exponent larger than expected from dynamic scaling by
the factor 1+z~. This is precisely what we mean by
"quasiscaling. "

With Eq. (5.19) and Fig. 12 we have achieved our pri-
mary goal: the establishment of the quasiscaling point
and the calculation of the quasiscaling exponent, for the
special case w*=0. This is our best current estimate of
w*. It is, however, entirely possible that higher-order con-
tributions will make w* negative. This would correspond
in Fig. 3 to having the stability boundary pass above the
physical point. The latter would then lie in the weak-
scaling region. For this reason we give an estimate here of
the w* dependence of z~ for the full interval —1 &w* &0.
We begin with the derivative of zg(w*) evaluated at
w* =0. Because z,jj is at its maximum, we can neglect the
effect of the variation of x~ in Eq. (5.12}to find

zg ——0.18 (5.19)

0.5

0.4—

0.5—

lo

0.2—
O. I—

IO

05

FIG. 11. Kinetic coefficient ratio m (solid curves) and flow
function W (dashed curves) vs lnx, for the nonlinear flow func-
tion (outer curves labeled NL) and for the linear flow function
(inner curves). The downward pointing arrow labeled Q indi-
cates the location of the quasiscaling point.

Bs

B~

FIG. 12. Kinetic coefficients Dq~ vs k for m& ——0.5. At the
quasiscaling point, located by the solid dot labeled Q, the quasi-
scaling exponent zg ——0. 18 corresponds to a slope of the log-log
plot 18%%uo greater than expected from dynamic scaling.
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dzg Qg Qw () p'
, =(1—xg) „+

dw Bw Bw 8w
r

Bw=(1—xg) —1+(1—xg)
Bw

Bw

Bw
(5.20)

a =(w ' —1)lnx —1 ——' ln x+x
Bw

(5.21)

Neglecting the last term and substituting w~ ——0.5, w~
from Eq. (5.18a), and x~ from Eq. (5.18b), we obtain

—1
2 (0 224)2 ~ 10 4 0 52 (5 22)

Bw Bw

Here we continue to use b =0 and c = 1. Because we have
already located the quasiscaling point, the computation is
now no longer as delicate as it was in Eq. (5.15). There-
fore we have neglected x~ compared to 1 in Eq. (5.20).
From Eq. (4.15) (see also Appendix B) we have

—0.5, and —1 are indicated on the curves. For the case
w*=0, discussed above in Sec. IV, dynamic scaling has
already broken down and there is no longer an asymptotic
scaling region. D~/D~ ——w '~ ~, and the pair of curves
fans apart without limit as k~0. Quasiscaling occurs at
x& ——0.060 and k& ——0.064 as indicated, and yields the
quasiscaling exponent z~ ——0.24. The trend is accentuated
for w* ~0, with the D~ curve steepening, the quasiscaling
point receding toward smaller values of k, and z~ steadily
increasing. In Appendix B we find for w~ ——1 and
w*= —0.5, xg ——0.028, kg ——0.029 (as noted in Fig. 8),
and z~ ——0.54.

As explained above in Sec. IIB, w'= —1 occurs at the
natural boundary of the SSS model (dashed line in Fig. 3).
The curve for w = —I forms therefore a natural limit for
the family of curves in Fig. 8. At this boundary the entro-
py curve reaches its weak-sealing limit

(5.25)

with double the (strong) dynamic scaling exponent.
The quasiscaling exponent attains its maximum value

which, inserted into Eq. (5.20), gives zg( —1)=1 (5.26)

dzg —0.48
Bw

(5.23} This is the same trend that for wz ——0.5 is described by
Eq. (5.24) and illustrated in Fig. 13.

The first term of the right-hand member of Eq. (5.20)
expresses the difference between the weak-scaling ex-
ponent and the standard (strong) dynamic scaling ex-
ponent. As w* becomes negative the second term de-
creases rapidly. A convenient approximant for the w'
dependence of z~ which adequately fits Eqs. (5.19) and
(5.23) is

zg(w') = —w*+0.18(1+w*) (5.24)

1.0

ZQ
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0.2

0-I 0 -Or8
I I I
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FIT&. 13. Dependence of the quasiscaling exponent on the
weak-scaling parameter ur . The dashed staight line represents
the asymptotic weak-scaling exponent. The solid curve shows
the additional steepening of the log-log plot of Ds vs k that
occurs at the quasiscaling point.

as shown in Fig. 13 for —1(w'(0. In Appendix C an
independent calculation confirms the accuracy of Eq.
(5.24) at w*= —0.5.

The effect on D~ ~ of varying w is illustrated in more
detail in Fig. 8 by the lower (dashed) curves and the upper
(solid curves), respectively. For convenience, the computa-
tions were carried out for w~ ——1. The values w'=0,

C. Comparison with experiment

to
C(t) =ln— (5.27)

where to is an empirical parameter of the order of 10
With the location of the quasiscaling point estimated at
t&—10 we find from Eq. (5.27)

We are now ready to compare our theoretical predic-
tion, as expressed by Eq. (5.19), with the experimental
measurements. As mentioned in Sec. I, an inconsistency
has recently been revealed in the experimental data by the
report of differing thermal conductivities for different
sized cells. Since there is, as long as this discrepancy per-
sists, no definitive experimental curve for the thermal con-
ductivity X versus the reduced temperature t, it follows
that there obviously cannot be any definitive comparison
of the theory with experiment. It will therefore suffice
here simply to illustrate how this comparison is to be ef-
fected, leaving a more complete treatment to await clarifi-
cation of the experimental situation. For the purpose of
illustration we make use of some earlier measurements by
Ahlers of A, , as shown in the log-log plot of Fig. 14. It is
apparent that X rises monotonically as t~0, with an ap-
parent straight, or quasiscaling portion developing close to
the critical point, for the smallest values of t. From the
slope in Fig. 14 it is possible to infer the value of the
quasiscaling exponent z~, the fractional excess of the slope
over its dynamic scaling value.

But in estimating the excess slope we must allow for the
critical specific heat, which we regard as a nondynamical
slowly varying parameter in the k-~ space of Fig. 1.
Along the v+ axis (k =0), in the crossover and quasiscal-
ing regions, the temperature dependence of the specific
heat is expressed by a constant times
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4.5 k
k+k, (6.2)

log

4.0

3.5
k, is the characteristic wave number defined in Sec. II A.
The two important limits are k~O, where x=k/k, and
k~ 00 (the precritical and background region), where Eq.
(6.2) reduces to3.0 -4

log
~o

( t )

FIG. 14. Thermal conductivity vs reduced temperature, after
Ahlers et al. (see Ref. 8). The right-hand end indicates the non-
critical background value according to Kerrisk and Keller (Ref.
21). The slope of the straight line, or "quasiscaling" portion of
the curve, yields the quasiscaling exponent, after appropriate ac-
count is taken of the critical specific heat.

C(tg)=ln10 =6.9 (5.28)

In the vicinity of t~, C (t) can be described by a power of t
with the exponent

dlnC(t) 1

dint, C(tg )
(5.29)

The dynamic scaling prediction for A, is the temperature
dependence t 'r times the square root of C(t), corre-
sponding to a total effective exponent of —0.33
+ ( —0.07)=—0.40. This can be compared with the slope

in Fig. 1, which is evidently —O.SO. The fractional excess
slope determines the quasiscaling exponent as

0.SO —0.40
0.40

(5.30)

Considering the provisional nature of the experimental
data, this is in satisfactory agreement with the theoretical
value 0.18 of Eq. (5.19), for SVP.

VI. DISCUSSION AND SUMMARY

(6.1)

The main qualitative feature of the critical dynamics of
the A. transition is the existence of a slow transient which
postpones almost indefinitely the onset of the true scaling
region. This is a consequence of the smallness of the
fixed-point value w' of w, the ratio of the order parameter
and entropy kinetic coefficients. The two-loop" ' ' e ex-
pansion yields w =0.1. On the basis of velocity per-
sistence ' we expect w* to be further reduced by the
three-loop and higher-loop contributions. For this reason,
and in the interest of simplicity, in writing this paper we
have used the working hypothesis w* =O. A possible devi-
ation of w' from zero is dealt with in Sec. V B and in Fig.
13. In this connection we are obliged at this point to take
cognizance of the fact that in the paper of Ahlers, Hohen-
berg, and Kornblitt the hypothesis w*=O is rejected.
This rejection is, however, negated by their Tote added in
proof.

The main product of our paper is our very simple result
for the kinetic coefficient ratio

k, k,
k+k, k

(6.3)

The salient properties of Eq. (6.1) can be enumerated as
follows.

(a) w~w' =0 as k~0.
(b) The approach to the fixed point w' =0 is described

by a transient.
(c) dw/dx =0 as kazoo. According to Eq. (6.3) this

implies a completely flat precritical behavior for w. In
other words, as discussed in Sec. III A, w has zero precriti-
cal rise.

(d) Equation (6.1) provides a smooth and monotonic in-
terpolation formula for w between the limits k~0 and
k~ oo.

(e) Equation (6.1) fixes the k dependence of the entropy
kinetic coefficient. This exhibits quasiscaling with the
quasiscaling exponent z~ ——0.18. z~ is stable with respect
to the nonlinear modification of the flow equations. Al-
though for a given k the value of w changes, the value of
the flow function itself is relatively insensitive, leading to
practically the same value for z&.

It is useful to compare our treatment and results with
those of Dohm and Folk and of Ahlers, Hohenberg, and
Kornblitt .

(i) The quasiscaling behavior, which is the I.eitmotiU of
the present work, has gone largely unnoted in the above
treatment, ' perhaps because these authors express their
results in terms of the so-called "universal amplitude ra-
tio." This is a useful quantity in the scaling region. But
the scaling region is experimentally unattainable and may
not even exist. Thus we feel that the universal amplitude
ratio is not a useful way to exhibit the results of the flow
equations. Although no information is lost by using the
universal amplitude ratio, it does tend to obscure the sim-
ple behavior of A, . The smooth and monotonic approach
of k toward its background value is transformed into a
minimum in the universal amplitude ratio. At higher
temperatures the flat noncritical background is converted
into a spurious and artifical "critical behavior" of the
universal amplitude ratio, proportional to ~'

(ii) By imposing the approximate proportionality for the
product of the coefficients, D+D&~x ', we are able to
reduce the general problem of the flow in two variables to
a single differential equation involving only the one un-
known w =D~/Dz.

(iii) By studying the flow in k space we have a monoton-
ic behavior for w. As discussed in Sec. IIIB, the ~-
dependent flow used in the papers of Dohm and Folk and
of Ahlers, Hohenberg, and Kornblitt necessarily brings in
a nonmonotonic behavior of w as a function of k. This
makes the interpolation between the "anchor" regions
k~0 and k~ oo awkward and less reliable.

(iv) We evaluate the loop integrals in three dimensions.
This is especially important in the precritical region where
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the single-1oop integral gives a rigorous solution to the
problem. As noted in Sec. III B, the flow equation used by
Ahlers, Hohenberg, and Kornblitt seems to be incon-
sistent with this rigorous requirement.

(v) Contrary to the procedures employed by the other
authors ' all of our parameters are determined a priori.
There are no free parameters to be adjusted to fit critical
data for Ds. Furthermore, our phenomenological flow
equation is flexible and can easily incorporate the contri-
butions of the higher-loop integrals. The complete com-
puter calculations are more specialized and less easy to
adapt to changes in input.

In summary, we believe that the quasiscaling point and
the quasiscaling exponent z~ —0. 18 contain the essence of
the crossover problem that is encountered at the A, point of
liquid He. We contend that our phenomenological flow
equation in wave-number space has many advantages and
that it is sufficiently accurate to give insight into, as well
as a quantitative account of, the quasiscaling behavior.
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Is(e)
Js(e,z)=
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as reported in Sec. II A following Eq. (2.5).
We can check the accuracy of Eq. (A6) for @=1 by cal-

culating the zero-frequency derivative

The desired integral for frequency z =1 is obtained from
Eqs. (A2) and (A6) as
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APPENDIX A: SINGLE-LOOP
ENTROPY INTECiRAL

BJs(1,0) 7(1)
az

Is(1)=0.858

Exact evaluation by elliptical coordinates gives

BJs(1,0) 1 (. d 3p(p~ p'~)
J p 2p &2(p 2+p t2 )2

(A10)

The precritical rise in the entropy diffusion coefficient
is determined by the integral Is(Z), as defined in Eq. (2.3).
It is convenient to generalize this integral to the form

(A1)

so that the desired integral is given by

s(&)=Js(

The simpler zero-frequency integral is

2 1 8I (e)=J (e 0)=——+—
3 g 9

{A2)

where the two-term e expression' can be tested at a=1.
Exact integration gives Is vr/2=1. 57,——while Eq. (A3)
gives '9 = 1.56, or 1% accuracy. {The e expansion is more
accurate than the e expansion because it does not have to
contend with any infrared divergence. )

In the very-high-frequency range z »1 the integration
occurs predominately for p »1 so that we can use the
high-momentum approximation in Eq. (A1) to obtain

Js(e,z)——, J 00 dp
2p'+'+z

——1 =0.897
2 2

(A 1 1)

showing that (A10) is 4% too low. This can be adjusted
by raising y(1) by 4%, which, however, has only a 1% ef-
fect on Eq. (A8). This correction is cancelled by raising
Is(F) to its exact value. Therefore we believe that Eq.
(A9) is accurate to within 1%, which we in fact have veri-
fied by numerical integration.

The same computation can also be readily carried out
for the scaling region, where Z = —, . Then Iz ( —,

'
)

= —", =2.222, IC( —, ) =2.031, and y( —, ) =1.309, so that Eq.
(A6) yields

Is ( z )=l.68

The value of 1.92 which we have previously reported' for
this integral we now believe to be in error. Numerical in-
tegration gives Is( —, )=1.70.

APPENDIX 8: WEAK SCALING

We provide here the details of the solution of the flow
equation for weak scaling, where w* &0. In this case w

is not the fixed-point value of w but is instead the ex-
ponent in the asymptotic behavior

1/w (x)-x =x

where

=K(r)z '/" +" (A4)
as x ~0. The individual kinetic coefficients behave conse-
quently as

2e/(1+ ~)

K(e)=-
1+a sin[me/(1+@)]

and

D =&sw -x ' "+sw x (82)

We therefore bridge between the two extreme limits of
Eqs. (A3) and (A4) by the Pade approximant

—1/2(1 —w*) (&3)

The proportionality coefficient in Eq. (Bl) is found from
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Eq. (4.15) to be 10 ~(Wii + 3 )X —2 (815)
1 b

' dX bx
' dX bxe +,e "—c,e

].+a* o

(84)

where we have dropped the term 2x/3. The simultaneous
solution of Eqs. (813) and (815) is the root of the quadrat-
ic equation

c =ws ' —(w') ' —(1—w")

The full solution from Eq. (4.15) is

(85)

Restricting ourselves now to b =0 and c =1 this reduces
to 3

6xg —4+ ~xg+ 1 =0
Wg

(816)

'=c x +(w") '+(1—w')x (86)

8'(w, x) = —w*+(1—x)w

Including the additional terms in Eq. (5.14) yields

Z«ff —W —(1—W )X +(1—X) W

=—w' —(1—w')x +w

(87}

(88)

which was used in calculating the curves in Fig. 8.
From Eq. (86) we obtained Eq. (5.21) for Bw '/Bw',

which we used for calculating dz~/dw* at w*=0. To
determine zg(w*) for finite

~

w"
~

we can still use Eq.
(5.12), where, however, we now have u =w* so that the
flow function is

1 1 1For F1——1 we find xg ———,, so xg =—„,kg ——
35 (as in-

dicated in Fig. 8), and zg =0.54. w11 =0.5 yields
kg-xg =(5+~19) =0.011 and

zg( ——,
' )=0.52 (817)

in support of Eq. (5.24).
Before closing this study we are obliged to deal with a

minor inconsistency. In the above we have held c =1,
which runs counter to the natural boundary limit 8'=1
[Eq. (2.12)]. The latter requires c =0 and b =ws [from
Eq. (2.47)]. A w* dependence consistent with this limit
would be

where the small-x approximation in the last term is valid
for sufficiently large

~

w' ~, i.e.,
~

w*
~

&0.5). The quasi-
scaling point is to be found by differentiating Eq. (88}:eff, dw=0= —(1—w*}+

dX dX

c =1+w*

b= —w wg

(81ga)

(818b)

(89)

On substituting Eq. (87) we have dropped the small
second term. Equation (89) gives the desired relationship

which satisfies Eq. (2.47).
For w'= ——, and wz ———,

' we should therefore be using
b = —, and c = —,, instead of b =0 and c =1. Returning to
the general solution, by an integration by parts we put Eq.
(4.15) into the form

—1

[
—1

( «) —1] I —b(1 —x)+( «) —1

Xg
w

(810) b~ dX

w (x')"
(819)

which, substituted into Eq. (88), yields the quasiscaling
exponent

zg~ —w + w
w

{811)

This approximation, which is not valid for small
~

w

supplants Eq. (5.17), which holds only at w* =0.
We now apply the above equations to the specific case

w*= ——,. Equations (811) and (810) become

b +c= 1+w —wg )
w

(820)

which happens to vanish (an unexpected but pleasant oc-
currence) for the case of interest. Thus the substitution of
w* = ——,, w& ———, , and b =

4 into Eq. (819) yields

The incomplete I function can be expressed in terms of
the error function for w* = ——,. But the coefficient is, by
Eqs. (18a) and (18b),

and

1 3Zg= 2 + 2Xg

where

—1 —1/2 —x j4
EO

(821}

wg =3xg

For Eq. (84) we have
—]. 4C~=wg + 3

(813) c~ =4e ' =3.12

This is down by only 3% from the value

c =
3

=3 3310
w 3

(822)

(823)

so that Eq. (86) reads given by Eq. (814) above. It is thus evident that the in-
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consistency in adhering to e =1, dictated solely by con-
venience, produces a negligible error in Eq. (817). We
find a larger but still minor effect on Bw/Bm*. If we in-
clude in Eq. (5.21) the additional terms coming from dif-
ferentiating b and c in Eq. (5.19), as required by Eqs. (18a)

and (18b) we find Eq. (5.22) increased from 0.52 to 0.60,
and dz~/dw' in Eq. (5.23) changed from —0.48 to —0.40.
This change is small enough that we can still regard Eq.
(5.24) and Fig. 13 as a fair representation of the w* depen-
dence of z&.

*Present address: Department of Physics, Indian Institute of
Technology, Kanpur 208016, India.
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