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In an earlier paper [Phys. Rev. B 26, 6104 (1980)], a fully macroscopic description of
semiconductors was presented which, in addition to the usual diffusion-drift current equa-
tions, includes two new boundary conditions resulting from the requirement that the conser-
vation of linear momentum of the electron and hole fluids be satisfied at semiconductor in-
terfaces. In the present work, this description is applied to situations involving semicon-
ductors which abut insulators, e.g., metal-insulator-semiconductor structures, in which mac-
roscopic currents flow. Consistent boundary conditions for the limiting cases of small sig-
nals and low-level injection are derived from the general boundary conditions of the earlier
work. To illustrate the use of these conditions, they, together with the familiar small signal
and low-level differential equations, are employed in the study of two experiments, namely
steady-state photoconductivity and metal-oxide-semiconductor (MOS) admittance. The
analysis of the former shows that for dc situations the two semiconduction boundary condi-
tions may be approximated by a single “outer” condition to be applied at the outer edge of
the space-charge region. For small signal cases, but not for low-level situations, this condi-
tion is shown to be well approximated by the often used surface recombination velocity con-
dition (s constant). An expression for the surface recombination velocity in terms of macro-
scopic surface coefficients is derived, and its predicted variation with bias is in qualitative
agreement with known results. For the MOS admittance experiment a similar “outer” con-
dition approach is shown to be inadequate. The purely small signal (linear) treatment given
constitutes the field description underlying equivalent circuit representations of the MOS
capacitor. Approximate solutions for the admittance are obtained in terms of the macro-
scopic surface coefficients and are found to be in qualitative agreement with published data.
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I. INTRODUCTION

A fully macroscopic description of bounded semi-
conductors has recently been presented.! In that pa-
per the usual diffusion-drift current description of a
semiconductor was derived from well-established
macroscopic physical principles. Integral forms of
the governing equations were exhibited, and a con-
sistent set of boundary conditions was deduced from
these forms. Of greatest significance are two new
boundary conditions, which arise from the integral
forms of the force-balance equations for the electron
and hole fluids. These two semiconduction boun-
dary conditions relate the jump discontinuities in the
chemical potentials across the semiconductor inter-
face to the forces per unit charge density per unit
area exerted by the lattice on the charge carriers at
the surface. The two conditions were employed in
Ref. 1 in the description of the static (or equilibri-
um) situation in a one-dimensional metal-insulator-
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semiconductor (MIS) structure. The present paper
extends the previous work to discuss the macroscop-
ic description of such structures in situations in
which macroscopic currents flow.

The macroscopic description of a semiconductor
as obtained in Ref. 1 consists of force (per unit
charge) and charge-balance equations for the elec-
tron and hole fluids (possibly balance laws for the
lattice, which are usually not needed), Gauss’s law of
electrostatics, the definition of electric potential plus
the boundary conditions on the electric potential and
the total current, the definition of surface charge,
and the new pair of boundary conditions on the elec-
tron and hole chemical potentials. With the addi-
tion of constitutive relations specifying various ma-
terial properties, e.g., D=¢€E, the system of equa-
tions becomes determinate and the field description
complete. Included in this specification of material
properties are constitutive relations chosen for the
surface forces per unit charge density per unit area
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that appear in the chemical potential boundary con-
ditions.> For the static situation treated in Ref. 1
specific forms were selected containing material
coefficients that completely characterize the inter-
face in the absence of dissipation (henceforth termed
recoverable coefficients). In the present work, in
which carrier fluid velocities are nonzero, additional
terms containing material surface coefficients
characteristic of dissipative aspects of interfacial
response arise in the force expressions. The full set
of surface coefficients—recoverable plus
dissipative—comprises the complete macroscopic
description of the interface. As with other material
coefficients, e.g., dielectric constants and mobilities,
surface coefficients that, in principle, can be calcu-
lated from more fundamental quantum-mechanical
models are, in practice, to be measured experimen-
tally. (The familiar reasons for this in the case of
bulk coefficients are even more compelling for sur-
face coefficients in view of the microscopic com-
plexity of semiconductor interfaces.) In Ref. 1 the
determination from published experimental data of
recoverable coefficients for particular semicon-
ductor-insulator interfaces was illustrated. Like-
wise, an object of this paper is to illustrate the use of
experimental data in determining dissipative surface
coefficients. When the surface coefficients are
known, a detailed and precise understanding of the
effects of surfaces on the behavior of device struc-
tures may be obtained by solving appropriat

boundary-value problems. ‘

In the formulation of time-dependent problems ei-
ther for measurement or prediction purposes, it is
helpful to employ some important limiting forms of
the field description that are derived in Sec. II by ex-
panding the dependent field variables about a static
biasing state. In this way we obtain the familiar
time-dependent “‘excess-carrier,” low-level injection,
and small-signal differential equations.’ In precisely
the same manner corresponding versions of the
boundary conditions are found. The technique for
obtaining these superposed dynamic equations is, of
course, standard; however, no such derivations of
boundary conditions for either the low-level injec-
tion or small-signal situations exist in the literature.
This consistent treatment of all equations, enabled
by the semiconduction boundary conditions intro-
duced in Ref. 1, constitutes one of the major points
of the present work.

In the final two sections we apply the fully mac-
roscopic approach to dynamic situations. In partic-
ular, we treat two distinct semiconductor experi-
ments; namely the steady-state photoconductivity
experiment in Sec. III and the metal-oxide-
semiconductor (MOS) admittance measurement in
Sec. IV. The former allows us to examine the

behavior of the semiconductor-insulator interface
under dc conditions, while the latter provides a vehi-
cle for discussing the interface under small-signal ac
conditions. In addition, these examples afford an
opportunity for comparing our fully macroscopic
formalism with some schemes for the description of
interfaces that have been used in the past in place of
the missing semiconduction boundary conditions.

In the steady-state photoconductivity experiment
photogenerated electrons and holes, which carry
zero net current in the direction normal to the large
faces of a semiconducting layer, alter the measured
transverse conductivity parallel to the large faces of
the layer. In the course of analyzing the dc
“excess-carrier” problem for carrier flow normal to
the large surfaces we show that for low-level and
small-signal cases when the Debye length is much
less than the layer thickness the fwo semiconduction
boundary conditions (containing simple choices for
the dissipative terms) are well approximated by a
single asymptotic “outer” condition* to be applied at
the outer edges of space-charge regions in the solu-
tion of the bulk-carrier-flow problem. Such a condi-
tion is useful because the contribution of excess car-
riers in the narrow space-charge regions to the mea-
sured transverse conductivity is negligible. In the
small-signal case, this “outer” condition, which is
not an actual physical boundary condition, is found
to be of the form of the surface-recombination velo-
city condition introduced by Shockley® to incorpo-
rate “surface-recombination” effects into the
diffusion-drift current description. This reduction
constitutes the macroscopic field-theoretic justifica-
tion for the Shockley condition.® Significantly, in
the low-level injection case, where the Shockley ap-
proach is often applied, the derived asymptotic
“outer” condition is no longer of the form of the
surface-recombination velocity condition. In other
words, the Shockley condition (with s constant) con-
tains a small-signal assumption’ and when used in a
low-level case is inconsistent with the differential
equations, i.e., it violates conservation of charge-
carrier momentum at the interface. For the small-
signal case an expression for the surface-
recombination velocity is found in terms of static
charge densities and surface and bulk material coef-
ficients. Its variation with bias is shown to be in
qualitative agreement with published data.

When the Debye length in the dc experiment is
not much smaller than the layer thickness (or in
large-signal cases) the solution inside the space-
charge region becomes essential, and the asymptotic
“outer” condition approach, which in the small-
signal case leads to the Shockley condition, is clearly
invalid or incomplete. Although the thin-layer
steady-state photoconductivity experiment is not of



7020 M. G. ANCONA AND H. F. TIERSTEN 27

much interest, the general circumstance of needing
to solve problems where detail inside space-charge
regions adjacent to semiconductor-insulator inter-
faces is important arises often. In particular, this
situation is found in most transient® and ac prob-
lems involving interfaces (e.g., the situation treated
in Sec. IV) as well as in many dc problems such as
in metal-oxide-semiconductor field-effect transistor
(MOSFET) modeling. The two interface conditions
furnished by the new semiconduction boundary con-
ditions are required for such cases. To be sure,
workers interested in device modeling solved these
problems in the past by supplying various assumed
conditions, e.g., a specification of surface charge
plus a Shockley-type condition applied at the inter-
face.’ Conditions like these, which perhaps roughly
characterize some important surface effects for
modeling purposes, are, like the Shockley condition,
simply asserted; various questions as to their macro-
scopic source, meaning, consistency, justification,
and limitations remain unanswered. As with the
surface-recombination velocity condition, connec-
tions to the macroscopic theory (particularly for
small-signal dc cases) are again possible. However,
since there is no agreement in the literature on what
conditions are to be assumed and because of our pre-
vious analyses and criticisms of assumed surface-
charge conditions in Ref. 1 and the surface-
recombination velocity condition in Sec. III of this
work, we do not give further discussion of any as-
sumed conditions in Sec. IV. A second approach to
problems involving space-charge regions near inter-
faces has been the development and utilization of
equivalent circuit models.!® These have been em-
ployed to provide a more precise description of in-
terface effects, most notably for the understanding
of small-signal ac behavior in MOS capacitors. We
can now treat such problems within a well-defined
macroscopic field-theoretic framework.

In the MOS admittance experiment, pioneered by
Nicollian and Goetzberger,!! a static bias plus a
small-amplitude ac signal are applied to the gate
electrode of a MOS capacitor. The raw data consist
of the current across the structure, i.e., the admit-
tance, as a function of bias and frequency. In the
past,'"12 such data were generally interpreted in
terms of various quasimicroscopic entities, such as
surface-state densities, capture cross sections, and
characteristic areas using the above-mentioned
equivalent circuits in conjunction with quasimicro-
scopic Shockley-Read-Hall—type theory. Since
these quantities were obtained from essentially mac-
roscopic measurements, they bear no real quantita-
tive relation to actual microscopic information, e.g.,
microscopic lattice strain at the surface. In contrast,
in the fully macroscopic description the data are

used to evaluate various macroscopic material sur-
face coefficients that consistently describe the inter-
face while making no assumptions about its micro-
scopic structure. Furthermore, although we exam-
ine only the small-signal case, extensions to degen-
erate, high-field, and non-small-signal cases may
readily be made. Lastly, we should note that since
the small-signal description given here is the macro-
scopic linear field theory wunderlying existing
lumped-parameter representations, it is not surpris-
ing that many of the calculated results for the cir-
cuit parameters appear familiar.

In the analytical description of the small-signal
MOS admittance experiment we find that the dissi-
pative terms introduced in the semiconduction boun-
dary conditions on the basis of dc considerations in
Sec. IIT describe many aspects of the ac situation.
As one would expect this is especially true at lower
frequencies. At higher frequencies other rather gen-
eral dissipative terms that vanish in the dc case are
required in order to accurately account for an ob-
served dependence of surface response on the time
rate of change of electron and hole charge densities
just inside the interface. With these added terms
quantitative agreement becomes possible.

II. THE MACROSCOPIC EQUATIONS
FOR THE SEMICONDUCTOR

The time-dependent differential equations for the
semiconductor are given in Sec. III of Ref. 1. For
completeness we repeat the pertinent ones in the
most convenient forms here:

Vip+¢9)=E®, (2.1)
Vip+¢"=E*", (2.2)
9" L G ey, (2.3)
ot
h — —
LA LI (2.4)
ot
V-D=p, 2.5)
E=—Vop, (2.6)
p=p°+p"+p', @7

which correspond to (3.26), (3.27), (3.5), (3.6), (3.13),
(3.14), and (3.7), respectively, of Ref. 1. The vectors
E° and E” are the resistive forces per unit charge
exerted by the lattice on the electron and hole gases,
respectively, in the bulk, and ¢*, ¢", ¥, and y” are
the chemical potentials and charge-source densities
for the two charged gases. All other symbols take
their familiar meanings. For purposes of this paper
we assume no bulk trapping, i.e.,
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Y=—7". (2.8)

The system consisting of (2.1)—(2.8) becomes deter-
minate with the addition of constitutive equations
for E¢, E*, 5 <p", D, and ¢*. In particular, assum-
ing E¢=v¢/u®and E"= —v"*/u*, where v¢and v*
are the macroscopic carrier velocities, and assuming
P*=¢%(p°) and ¢*=¢"(p"), we may write (2.1) and
(2.2) in the standard forms

Je= —uepeﬁ—Deﬁpe , (2.9)
T h:uhphE—Dhﬁph , (2.10)
where

h
D= _“epeM, Dh:'uhph_a_ﬂh .
dp° dp
The usual choice for D is l—jzeﬁ, where € is the lo-
cal dielectric constant, and a common selection for
Y¢ in n-type material is
h
P1
Y=—-G, (2.11)
Tp
where G is the charge source density due to il-
lumination and 7, is the “minority-carrier lifetime.”
At all interfaces we have the well-known electro-
static boundary conditions

[¢]1=0, (2.12)

=0, (2.13)

and the definition of surface-charge density
#i-[D]=o, (2.14)

which correspond to Egs. (3.37), (3.35), and (3.33),
respectively, of Ref. 1. As in Ref. 1 we have intro-
duced the conventional notation [C] to denote
C*—C~ with 1 denoting the unit normal directed
from the — to + side of the surface of discontinui-

ty.
The semiconduction boundary conditions are'?
[¢°1=1%(p",V . E) , (2.15)
[¢"1=r"p" V" E), (2.16)

which correspond to Egs. (3.40) and (3.42), respec-
tively, of Ref. 1. We recall that f° and f* are the
forces per unit charge density per unit area exerted
by the lattice on the carriers at the surface. We also
recall that ¢° and ¢" are the chemical potentials for
the electron and hole gases, respectively. As consti-
tutive choices for ¢° and ¢" we take the Maxwell gas
forms'

k e
<Pe(pe)“—TTln ~3—-qN , (2.17)
- c
T h
@"p")==—"1In ;?V— (2.18)
v

On the basis of forms found useful in the static case
treated in Ref. 1 and on evidence discussed in Secs.
IIT and IV of this paper, for Si-SiO, interfaces we
select the surface-force constitutive equations to be
of the form

fe:AOR +A{€H'Eins+A§H'Esem
+ A% In(p/p)+ A5 [In(p/pf) 1P+ - - -
t € —
N f E(t_s)Mds+AD.—V»e+ .
—® ds
(2.19)
f*=D§ +D11{H'Eins+D§ﬁ'Esem
—D¥ n(p"/ph) +Df [In(p"/pf) P+ - - -
t h =
+ [ BB g By
— ds
(2.20)

where pj and pﬁ are the electron and hole charge
densities at the position where ¢=¢.s=0. Equa-
tions (2.19) and (2.20) define the recoverable (AR
and DX, i >0) and dissipative [A?, D?, E(¢), and
H(t)] material surface coefficients that together
completely characterize the semiconductor inter-
face.”® In the static case, i.e., when no currents flow,
the dissipative terms vanish [we assume E(z) and
H(t)—0 as t— * « ] whereupon the boundary con-
ditions (2.15) and (2.16) with (2.19) and (2.20) reduce
to the single condition found in Ref. 1. In mak-
ing this reduction, relations between the AR and DR
coefficients arise. For convenience we have slightly
altered the recoverable forms used in Ref. 1 by in-
cluding auxiliary coefficients A and D& in 2.19)
and (2.20) that as pointed out in Ref. 1, are unneces-
sary for the description of semiconductor inter-
faces.'® If we select

Ag =¢g_¢ihns7 D(I){:'wi—(piens ’ (2.21)

where @f, and @l and @§ and @} are the constant
values of the chemical potentials for electrons and
holes in the insulator and in the bulk of the semi-
conductor, respectively, then, as in Ref. 1, we can
show that

AR=DF, i>1. (2.22)

We defer discussion of the reasons for writing the
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dissipative terms in (2.19) and (2.20) in the forms
shown until Secs. III and IV.

Equations (2.3)—(2.20) with (2.21) and (2.22) con-
stitute the full macroscopic description of a semi-
conductor subject to the assumptions mentioned in
Ref. 1. We are interested in the application of these
to two special cases, namely, (i) the small-signal situ-
ation and (ii) the low-level injection case for a static
biasing state only. The dynamic equations required
in both special cases are obtained by expanding all
field variables about the static biasing state; thus

e=@o+e1, p=pi+pi, p'=pi+pl,
(2.23)
O=¢i+¢t P"=gi+el,

where the variables with the subscript O are the stat-
ic biasing values and those with the subscript 1 are
the dynamic variables. For the small-signal case all
static variables in (2.23) are assumed to be much
larger than their associated dynamic variables. The
low-level injection case makes the same assumption
on all variables except for the minority-carrier
charge density. It is noted that since the carrier ve-
locities vanish in the static biasing state, the veloci-
ties and currents carry only the subscript 1, which
we omit. We note that for some applications not
considered here it is useful to expand about a steady
biasing state, in which case currents and velocities
with O subscripts would arise; although the resulting
dynamic equations would retain the same form, the
dynamic boundary conditions would change some-
what.

Employing (2.23) with no assumption on the mag-
nitudes of the dynamic variables along with the usu-
al constitutive relations D= 6semE (semiconductor)
and D= ems (insulator) in (2.3)—(2.11) and utlhzmg
the fact that the static form of these equations is sa-
tisifed in the usual way, we arrive at the familiar
“excess-carrier” equations shown here for n-type
material in the form

—

J = —ppiEo—nlps+pE,—DVps ,  (2.24)

|
F{=AREE ot AREEy | som A [In 1420
PO
¢ £(s) 7-Je
+f E(t —s) Opils ds — eneJ —+

® ds v¥(po+p1)
= B . = Pl
fi1=AfTE, i+ 451 E | om—A4 5 |In |1+
Po

t ap}f(s) n-Jh

ds +

+ H(t—s)
f—oo ¥ s V(o +ph)

+A4

+4%

h— B+ ut(ph+ pE, — DAYk, (2.25)

d e - h
—aetl—+V-Je=;_i~G, (2.26)
P
d h . h
Tavi=-Llig, 227
p
Vi =— . (ps+p") (2.28)
sem

while in the insulator, we have
Vip,=0. (2.29)

In precisely the same manner, i.e., by inserting
(2.23) into (2.15) and (2.16) and employing the static
forms of (2.15) and (2.16), which are satisfied, we
find the excess-carrier forms of the new semicon-
duction boundary conditions,

[eil=/11, (2.30)
[et1=11 . 2.31)

where we have written f° and f* as static and time-
dependent excess carrier parts, i.e., f°=f¢+f and
fhi=fk4 ' For Si- SiO, mterfaces from (2.19) and
(2.20) with (2.22), we find that f§ and f% are given
by

f—A3=f6—D§=ATTEo |in+45 5 Eo | sem
+ASGo+ AT+,
(2.32)
where the static relations
Po=(D¢/u®) In(p§/p}) = — (D" /u") In(ph/pk)
and the definition
Po=p‘po/D*=p"po/D"
have been used. Since (2.32) holds for the static

solution, then from (2.19) and (2.20) with (2.22), we
obtain

2
111 1+L0_1- +
PO
(2.33)
B2
m 1+ 2 4
Po
(2.34)
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as the constitutive relations for the excess-carrier
portions of the surface forces, where

AS=A43+24,0+
In reaching (2.33) and (2.34), we have assumed
AP=_5i/, DP=i/M, (2.35)

since we expect the normal forces f$ and f 1 to be
linked most closely with the normal components of
Jeand T The quantities ¢ and v* may be called
the scalar surface “receptivity” coefficients for the
electron and hole gases, respectively. Lastly, ex-
panding (2.12)—(2.14) according to (2.23) and utiliz-
ing the fact that the static portions of the equations
are satisfied, we obtain

[¢1]1=0, (2.36)
_|aD, -
. ——+J :0 N (2.37)
ot .
|
= = pi

0=ATTE; | ins+45 ﬁ-Ellsem+p—,,
Ro> 3 = P’I' t
0=AfTE |in+AFTE, | en— 54"+ [
Po —®

where
AS=A°—kT/q .

The important low-level injection equations can
be found in a similar manner except that the dynam-
ic minority-carrier density is not assumed to be
small in making the expansions. Since we wish to
consider inversion layers the consequences of the as-
sumption on the minority-carrier density may vary
over the region of interest. For this reason, we do
not present those equations, noting only that for an
accumulation-depletion situation in n-type material,
the appropriate boundary conditions are (2.39) and
(2.31) with (2.34).

It should again be emphasized that because two
boundary conditions were missing from the conven-
tional diffusion-drift current description of semicon-
ductors, the consistent treatment of the entire
description in deducing the forms for the special
cases discussed above was heretofore impossible, and
while the differential equations found are well
known, the derived boundary conditions for the spe-
cial cases considered are new. In addition, we note
that just as the bulk recoverable coefficients D°/u®
and D"*/u* contribute strongly to the dynamic
characteristics in any of the above cases through

4t [1 E—s)
0 —

#-[Di]l=0, (2.38)

where o is the excess-carrier surface charge density.
Equations (2.24)—(2.31) and (2.33)—(2.38) are the
excess-carrier equations for the semiconductor sub-
ject to various restrictions mentioned above.

As noted earlier, the small-field description is
found by expanding (2.24)—(2.38) under the assump-
tions that y, >>y,, where y is any of p°, p", or ¢, and
that the velocities (or currents) are small, thus re-
taining only lowest-order terms. The familiar
small-signal d1fferent1al _equations merely drop the
terms ppfE, and p'o"E, from (2.24) and (2.25),
while all boundary conditions remain the same ex-
cept the semiconduction conditions (2.30) and (2.31)
with (2.33) and (2.34), respectively. For the sem-
iconduction boundary conditions we expand (2.30)
with (2.17) and (2.33), and (2.31) with (2.18) and
(2.34) (assuming ¢°, and ¢, to be constants) while
retaining only linear terms to obtain the small-
signal, semiconduction boundary conditions

3¢ < Fe
pils) o BT (2.39)
ds VPG

Ts) Ok

3
H(t—s)2PE g o

ds Vigh (2.40)

I
their appearance in (2.24) and (2.25), so also do the
recoverable coefficients AR in (2.33) and (2.34).
Moreover, the solution to the static problem, that is,
5(x), pg(x), and E(x), have significant influence on
the dynamic characteristics both through the dif-
ferential equations (2.24) and (2.25) and through the
boundary conditions (2.30) with (2.33) and (2.31)
with (2.34). Of course, material coefficients solely
characteristic of the dissipative behavior, i.e., u®, u”,
v¢, V!, E(t), and H (t), also have a crucial influence
on the dynamic characteristics.

We close this section by noting that the semicon-
duction boundary conditions for both static and
dynamic situations may be rephrased in a somewhat
more convenient form. As discussed in Ref. 1 the
static boundary condition found by inserting (2.21),
(2.22), and (2.32) into the static forms of either
(2.15) or (2.16) may be rewritten by employing the
static version of (2.14) and the linear constltutlve re-
lation for D, multiplying through by €ins/AY, and
rearranging terms to find the condition

= IR dgo
ﬂ'[Do]=Uo=Bo+Bla“

sem

+B,go+B@i+ -+, (2.41)
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where
_ €ins h h e e
BO‘—‘_ R (¢’b_¢ins+¢b_¢’ins) ’
Aq
A3
By =— Esem+6in57l§ s
€ins _Le R
B2=—Af boat-1|,
R i—1
€insA; e
Biz__iA%i'_l g , i>3.
AR | D¢

Now if in addition we define
B =ATV /€y B'=ATV /€1
e(t)=—plenE (€)/ARDe
h(t)=—plenH (1) /ARD®

then the excess-carrier conditions (2.30) with (2.33)
and (2.31) with (2.34) may be recast completely in
terms of these auxiliary coefficients with no explicit
dependence on A=g} — @l +¢f —¢%. The ability
to make this transformation is significant because it
is the auxiliary parameters that are actually deter-
mined from experimental measurement, and there-
fore the entire description, whether written in terms
of the A,-R, V¢, V!, E (), and H (¢) coefficients or with
the B; parameters, is independent of A, a quantity
which is not accurately known. It should be em-
phasized, however, that it is the A,-R, V4, V!, E (1), and
H(t) coefficients and not the derived coefficients
that are material parameters characteristic of a par-
ticular interface since the latter depend on bulk as
well as surface parameters. In order to find the fun-
damental A4; coefficients we have assumed A~8.5 V
(Ref. 17) in this paper.

III. APPLICATION TO SEMICONDUCTOR-
INSULATOR INTERFACES UNDER STEADY
dc CONDITIONS

As mentioned in the Introduction the steady-state
photoconductivity experiment provides a situation
requiring an analytical treatment of semiconductor-
insulator interfaces using the fully macroscopic
description under dc conditions. In addition, it fur-
nishes a circumstance in which the two semiconduc-
tion boundary conditions presented in Ref. 1 and
given in (2.15) and (2.16) with (2.19) and (2.20) of
this work can be compared with and related to the
conventional treatment involving the surface-
recombination velocity condition. Furthermore, the
steady-state photoconductivity experiment provides
a specific illustration of how experiments may be

used to determine dissipative surface coefficients.
We begin with a brief discussion of the experi-
ment. '8

The experimental apparatus commonly used (in
the past) in surface-recombination experiments con-
sists of a planar insulator-semiconductor-insulator
sandwich to which contact electrodes are attached at
opposite ends of the semiconductor layer (filament)
and transverse electrodes are fixed on the broad in-
sulator faces, as shown in Fig. 1. In the steady-state
photoconductivity experiment, constant and spatial-
ly uniform illumination of the semiconductor gen-
erates electron-hole pairs that travel (chiefly) to the
broad insulated surfaces where they are absorbed at
a rate equal to the generation rate. The increase in
carrier density over the dark condition is thus a
measure of the dc characteristics of the interface
and may be monitored by measuring the transverse
dc conductivity for current flow between the end-
contact electrodes. Application of a static voltage to
the transverse electrodes allows the static (dark)
state to be varied. Since the experimental conditions
are chosen so as to minimize end effects, e.g., sweep
out, we may, as is normally done,!’ regard this two-
dimensional (at least) problem as being two one-
dimensional problems: (i) the calculation of the
added-carrier density and (ii) the calculation of the
dc transverse conductivity given the solution to (i).
In this paper we treat only the former problem and
use existing results for the latter.?

The added-carrier problem (i) is modeled as
shown in Fig. 2. We take the solution to the static
one-dimensional problem with potential ¢, ap-
plied at the transverse electrodes, i.e., pg(x), pg(x),
and @(x), which is found using the static boundary
condition (2.15) with (2.32) as in Ref. 1, to be
known. We note that this static solution has a
boundary-layer character with ¢, and the total
charge density py being zero everywhere outside of
narrow space-charge or Debye regions, which exist
adjacent to the semiconductor surfaces. The equa-

r/ ELECTRODES

INSULATOR

— SEMICONDUCTOR —

INSULATOR

FIG. 1. Schematic diagram of the structure used in the
steady-state photoconductivity experiment.
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FIG. 2. Schematic diagram of the one-dimensional
added-carrier problem.

tions descriptive of the flow of the photogenerated
carriers normal to the insulated faces are then the
excess-carrier differential equations (2.24)—(2.29)
written for a one-dimensional steady-state situation
with constant illumination. For n-type material

these are
dgo do;
Je= e_e e
LI HRpo+p )dx
dpi
—De——, h .
. |x | < 3.1)
|
d d ¢
74, e, 2 s 1+ 2 | agm
dx ins dx sem Po
d d h
4,2 e, 2P s 1 B
dx ins dx sem Po

Je+Jh=0 at |x | =h
[¢1]=0 at |x [=h
¢1=0 at |x |=h+I,

where, for convenience, we have omitted the R superscripts in (3.7) and (3.8).

7025
d¢’ de,
h__ ~¥O k(. h hy 71
J php' ax Heotpi)
d h
—p*EPL k) <h (3.2)
dx
e _pi
—G, |x|<h (3.3)
dx Tp
dJ"
d—=—p—1+G Ix | <h (3.4)
X TP
d2
(p; = (PS+p", |x|<h (3.5)
dx sem
‘pl —0, h<|x|<h+ (3.6)

where we recall that G is the charge-source density
due to the illumination. For the one-dimensional
steady-state case the excess-carrier boundary condi-
tions (2.30)—(2.37) linearized in the velocities®! take
the forms

(4 e
Py s L o at x| =h (3.7
Po v
h h
p_{l)' +.."+‘v{—ph=0 at !xl:h (3.8)
(3.9)
(3.10)

(3.11)
By subtracting (3.7) from (3.8)

we may derive a useful alternate semiconduction boundary condition that is explicitly independent of the elec-

tric fields on either side of the interface. Thus

e

P
Po

1+p,’,

o
Po 0

Po

A% |In (14 +In +Ay |In? |1+

which, of course, may be substituted for either (3.7)
or (3.8). Equations (3.1)—(3.6), (3.9)—(3.11), and any
two of (3.7), (3.8), and (3.12) constitute a well-posed
boundary-value problem in the macroscopic theory
of semiconductors that may be solved for ¢, at all
|x | <h+I and p%, p%, J¢ and J* for |x | <h.
From the calculated added-carrier densities pi(x)

—In?

e h
1+p,‘, N ™
P6 vip®  Vip

(3.12)

[

and p’(x), one could then set up the transverse con-
ductivity problem (ii), the solution of which in con-
junction with experiment would enable the deter-
mination of the unknown dissipative surface coeffi-
cient v¢ and/or v/

As indicated in the Introduction, in discussing the
problem (3.1)—(3.12), it is helpful to distinguish two
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cases, viz., L <<h (where L is the thickness of the
Debye region) and L <£h. In the former case,
several standard approximations may be applied that
considerably simplify the analysis; in the latter these
approximations are not valid, and it is necessary to
consider the full problem, which is, of course, appl-
icable regardless of the relative sizes of L and h. Be-
cause the case for which L <¢h is of far less experi-
mental interest, it will not be explored in this paper.
Before presenting the approximate analysis of
(3.1)—(3.12) in the case L <<h we briefly describe
the conventional continuum approach for the case
L «<h as applied to the steady-state photoconduc-
tivity experiment. To begin we note that if L <<h,
then, following standard procedures, the second
derivative of ¢, in (3.5) is negligible outside the
space-charge region, and we have the familiar
“charge-neutrality” approximation??

pi=—pt |x|<h—L. (3.13)

Now, since dg,/dx, po, and pg are constants, the el-
imination of p$, dg,/dx, J¢, and J* from (3.1)—(3.4)
and (3.13) yields a single second-order equation for
p in the region |x | <h —L, which takes the form

apt (1 1] (e 1
x’ |ps  ph T D% D'pj |’

|x | <h—L . (3.14)

Clearly, a single pair of conditions (which do not
contain ¢;) supplied at |x | =h —L would be suffi-
cient to solve for pj (= —p{) in the charge-neutral
region. The surface-recombination velocity condi-
tion introduced by Shockley® provides just such a
pair of conditions. These are

Jhi=+sph at |x|=h—L, (3.15)

where s is the surface-recombination velocity, a
parameter presumed to characterize the semicon-
ductor interface. One additional simplification used
for extrinsic material is that since —pg§>>pt (for n
type), (3.14) may be approximated as
2 h h
pAPL_PL G <h-L (3.16)
dx* 7,
which with (3.15) is easily solved for p?. Thus the
added-carrier problem in the charge-neutral region
(but not in the space-charge regions) can be solved?’;
if we ignore (or assume values for) the added-carrier
densities in the space-charge regions, then we pos-
sess the required information for the transverse con-
ductivity calculation from which s can be measured.
The surface-recombination velocity condition
(3.15) has proven to be quite useful for interpreting

the results of many experiments investigating semi-
conductor surfaces,?* and it has provided consider-
able understanding of the influence of surfaces on
the behavior of devices.?> Nonetheless, the Shockley
condition (3.15), unlike the semiconduction boun-
dary conditions (3.7) and (3.8), is merely a condition
supplied to enable one to solve the charge-neutral
form of the excess-carrier equations. As noted in
the Introduction it is not deduced as the excess-
carrier version of some physically defined boundary
conditions, and no clear macroscopic statement of
its source, meaning (e.g., relation of s to actual mac-
roscopic surface properties®®), justification,” and lim-
itations’” is given. Among the consequences of
these points is that we have no rational way of ex-
tending the Shockley technique to solve problems in
space-charge regions. As previously mentioned, the
boundary-value problem (3.1)—(3.12) circumvents
these difficulties.

We now return to the approximate treatment of
the problem specified in (3.1)—(3.12) in the case
when L <<h. In view of the foregoing we observe
that since the contribution of the added carriers in
the space-charge regions to the transverse conduc-
tivity is negligible, one would like to deduce from
(3.7), (3.8), and (3.12) conditions—perhaps the
Shockley conditions (3.15)—to be imposed at
|x | =h —L for solutions of the charge-neutral
problem, thereby avoiding the (difficult) space-
charge region portion of the problem embodied in
(3.1)—(3.12). To this end, it is first necessary to
recognize that in making the charge-neutrality ap-
proximation, a second derivative of ¢ [in (3.5)] was
dropped, which lowered the order of the differential
system by two.”® As a result, the charge-neutral
form of the equations, i.e., (3.1)—(3.4) and (3.13),
cannot, in general, satisfy two of the boundary con-
ditions. In particular, because it is a second deriva-
tive of ¢, that is dropped, the conditions containing
the normal derivative of ¢; must go unsatisifed, i.e.,
(3.7) or (3.8) but not (3.12). And, consequently, we
seek to obtain from (3.12) a pair of “outer” condi-
tions to be applied to the charge-neutral problem.?

The connection between (3.12) and conditions at
|x | =h —L is reached essentially by arguing that
as far as the excess-carrier equations are concerned,
the space-charge region may be regarded as being of
zero thickness. From (3.1) and (3.2) with the aid of
the static solution relating the variables p, pf, and
@0, We obtain

e é e
S PR /P P | A (3.17)
dx Iz Po Iz

h h h
4 gvl—P-h—ln 1+p—,‘, =—2-. (19
dx iz Po p
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Then integrating (3.17), (3.18), (3.3), and (3.4) across
the boundary layer (here the Debye region near
x =h), we find

e —_
q)l—ge—l 1+£l— = thle—dx,
I Iz Po | n-t -
(3.19)
h - .
P1 R~ v
@1+ —In — =— —-dx ,
1 P | |hot h=L b
(3.20)
L
eth™ _ _rgmhT  _ —
U =—U" o= [, | =G jax
(3.21)

When L is small the right-hand sides of these equa-
tions are negligible,’® and the resulting relations ex-
press the familiar assumptions of constant electro-
chemical potentials and current densities across the
space-charge layer as seen, for example, in the clas-
sic treatment of the p-n junction.” Now, by combin-
ing (3.19) and (3.20) (with right-hand sides neglect-
ed) we find

o +
n|1+2 | In 1+—'°—1
P6 Po -
e
= |n |1+ 2 | 41n 1+p—,‘, (3.22)
Po 0 J [h-L
|
Jh~+A SIn(14p"/ph)— A4 10?1+ /pl) + - -
T (1/vp8)— 1 /v (14" /ph)
he A3p1/ph ~at x| =h—
(1/v%p%)—1/vp"
Jha s JIn(1+p7/pg)+44 In’(1+p}/pf) +

1/vpe(1+pt /o) — 1/t

To proceed further we next restrict our attention to
the low-level injection and small-signal cases. For
n-type material the low- level assumptions at
x=h—L are —py>> pl,po,p,, under which the
rlght-hand side of (3.22) is approximated by
In(1+p"/pk). For the left-hand side of (3.22) we
consider three cases that encompass all possible non-
degenerate surface condltlons accumulation-
depletion, —p§>> —p,,po,pl, near 1ntr1ns1c, pf),pg
> — pl,p'l', and inversion, pg>>p1, —po, —p;- The
low-level forms for (3.22) are then

In 1+ﬂ ~In 1+p‘ (3.23a)
Po - Po h—L
for the accumulation-depletion case,
e h
PLyPL a1 fi (3.23b)
Po PO |r— Po -
for the near-intrinsic case, and
e h
|1+ =m |1+ 2 (3.23¢)
Po | |n— Po -

for the inversion case. For small-signal cases certain
obvious further reductions can be made.

Employing (3.23) (plus an identical set at
x =L —h) and the fact that for the steady state
Jéx)=—J"x), |x | <h [as may be deduced from
(3.3), (3.4), and (3.9)] in the semiconduction boun-
dary condition (3.12), we arrive at

at |x|=h—L (3.24a)
(3.24b)
at |x | =h—L (3.24¢)

which are valid for the accumulation-depletion, near-intrinsic, and inversion regimes, respectively. The s sub-

scripts indicate quantities evaluated at |x | =h

T,eg, pi=pol |x | =h"

). Equations (3.24) are the asymptotic

“outer” conditions we have been looking for, which are written here for the low-level injection case. We note
that they are not of the simple form of the surface-recombination velocity conditions (3.15), which are often
used in the low-level injection case. The above anlaysis indicates that this use is unjustified. Implications of

this point will be explored later, but first we further si
Since in the accumulation-depletion regime —p§ >>py,

and hence (3.24a) may be approximated by

1fy the equations in (3.24).
| v%p¢ | is often much greater than |vo’(1+p%/pf) |,
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Th=Talph 1+p‘ A¥In 1+'°‘ A, In? 1+p‘ g (3.25a)
Po Po Po
for the accumulation-depletion case, and in a similar way (3.24c) leads to
h h
Jhe 447 1+ﬂ A0 |12 w1 B (3.25b)
Po Po Po

for the inversion case. Equations (3.25) are, of
course, mvahd (at some surface potentials @qq, at
least) if p"/pt at |x | =h —L is too large or if v*
and V", the receptivities of the surface to electrons
and holes, are very different. When (3.25a) and
(3.25b) are applicable, the current density at the sur-
face is seen to depend on either one “receptivity” of
the interface to the surface minority carrier (v¢ or
v#) or the other, but not on both.

From (3.24) we can also deduce the small-signal
forms of the outer conditions. By invoking the as-
sumption p',' <<pg at |x |=h—L, it is easily seen
that the three forms of (3.24) coalesce into the single
form of the Shockley condition (3.15) with

_4 1
ph (1/vp?)— 1/

(3.26)

where p? (the bulk value)=p{( |x | =h —L). Thus
under well-defined restrictions, i.e., small-signal con-
ditions, L <<h, and negligible right-hand sides of
(3.23), the conditions used in the conventional ap-
proach to the steady-state photoconductivity experi-
ment are, in fact, in accordance with the asymptotic
limit of the consistent description employed here.
The above derivation answers all macroscopic ques-
tions posed earlier on the meaning, justification, and
limitations of the surface-recombination velocity
condition (3.15) as applied to this dc case. In partic-
ular, we note that even when a condition such as
(3.15) is applicable, the quantity s is not simply
characteristic of the interface but depends also on
the bulk constant pZ and on elements of the static
solution, which are in turn dependent on surface and
bulk constants, insulator properties, and the applied
bias.

As stated previously, in the fully macroscopic ap-
proach presented here the complete description of
the semiconductor interface is provided by measur-
ing the various material surface coefficients appear-
ing in the semiconduction boundary conditions.
Since we have shown that the surface-recombination
velocity condition is valid in some instances, it may
be possible to determine some coefficients appearing
in (3.26) by using measurements of s given in the
literature. On account of inaccuracies in the
analysis of the steady-state experiment (especially in

r
the value of G) these s values are typically found us-
ing transient methods. From the above treatment it
can be concluded that ‘“outer”-condition-type ap-
proaches, such as the Shockley technique, are not
valid for transient situations. However, if one re-
stricts attention to the “tail” of the decay—as is al-
ways done’’—then a quasi-dc analysis using “outer”
conditions can be justified.’> Moreover, transient
procedures can ensure satisfaction of small-signal re-
strictions on the surface-recombination velocity con-
dition, since measured values of s at a given bias will
be nonconstant until the small-signal regime is
reached. At this point it should be emphasized that
with the two semiconduction boundary conditions
(3.7) and (3.8) there is no need to ignore the initial
rapid decay. The appropriate initial-value problem
can be solved, and a description of the full transient
can be obtained and used for the determination of
surface coefficients.

All detailed surface-recombination velocity stud-
ies in the literature, to our knowledge, are for ger-
manium, while all our analyses and calculations in
Ref. 1 and Sec. IV of this paper are for silicon.
Nevertheless, we feel it is of interest to calculate
surface-recombination velocities using material sur-
face coefficients obtained from measurements on
Si-SiO, interfaces and to compare the results with
published data for germanium. The surface-
recombination velocity versus static surface poten-
tial @os for a germanium sample determined from
transient measurements is given in Ref. 33 and
reproduced in Fig. 3. First we note that (3.26) clear-
ly shows s to be positive, since A is generally found
to be negative, and thermodynamicvarguments given
in Appendix A constrain v*>0 and v*> 0. In Fig. 4
we plot the logarithm of (3.26) using data from sil-
icon samples and assuming that 1%, ﬁ and A° are in-
dependent of the static solution, i.e., of @, along
with the natural logarithm of the measured values of
s for the germanium sample plotted in Fig. 3. It can
be seen from the figure that the curves have the
same shape, but that the experimental curve is much
wider than the calculated curve. The lack of quanti-
tative agreement is, of course, not surprising, since
the calculations are for one material and the mea-
surements are for another.

We now proceed with some detailed calculations
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FIG. 3. Surface-recombination velocity plot from
Many and Gerlich, Ref. 33.

for silicon for which more extensive data for the
determination of the material surface coefficients
are available. To represent the Si-SiO, interface we
employ the surface-force constitutive expressions
given in (2.19) and (2.20). Work in Ref. 1 and in
Sec. IV of this paper suggests that these forms are
reasonable for Si-SiO, interfaces. However, it
should be noted that no conclusive demonstration of
the validity of the forms chosen is given either in
Ref. 1 or in this paper and that, consequently, nei-
ther the forms nor the coefficient values should be

X XK X XK Experiment

Theory
0.00
_=0.20
: X X
” F3
o —0.40 X
e x*
g X
2 -0.60 e
-0.80
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FIG. 4. Comparison of theoretical and experimental
surface-recombination velocity curves on a semiloga-
rithmic plot. Data from Ref. 33.

regarded as definitive.

The material surface coefficients needed to
describe dc situations have been determined using
the methods of Ref. 1 and of Sec. IV of this paper.
It turns out that reasonable accuracy is obtainable
assuming the material surface coefficients 4; vanish
for i >5. These coefficients along with other ma-
terial and geometric constants for several samples
are shown in Table I with the literature sources cit-
ed. For sample 2 two sets of surface coefficients
have been calculated under the assumptions that ei-
ther the dopant concentration is uniform over the
sample or it has been redistributed during the

TABLE I. Geometric and material constants for several samples.

Sample 1 Sample 2 Sample 3
Source Ref. 11, Figs. 14 and 25 Ref. 11, Fig. 14 Ref. 45, Sample 6A1l
type n Uniform P  Redistributed? n
Dopant (bulk)
concentration (cm ™) 1.15x10'¢ 2.08x 10'® 2.08x 10" 4.2x 10"
h (cm) 103 1073 103 10~* (assumed)
! (cm) 6.8x107° 5.4x107° 5.4x107° 10-3
a (cm? 1.1x1073 1.1x 1072 1.1x 1072 4.6x1073
A, (cm) —1.8% 1073 (assumed) —1.8x107% —1.8x107° —4.7x%1073
A, (cm) 6.3x107° 7.3%x107° 7.1x107° 1 x10~*
A; (V) 1.1x1072 —5 %1072 —7.3%x1072 —3.8x 1072
Ay (V) —1.2x1073 5.6x1073 6.2x107? —4.6x1073
As (V) —9.7%x1073 —1.4X107*  —14x107* —22x107*
v (n type) or v
(p type) for depletion
(cm/V sec) 6.7x 107 52x10° 5.2x10°

2An impurity profile p'=ple ~*/¢ with p = —5X 10~* C/cm? and d = 1.7 107> cm has been assumed. This approximates

findings of Grove (Ref. 25) for B in Si.
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growth of the thermal oxide layer. This redistribu-
tion is a well-known phenomenon®* (notably occur-
ring with boron in the Si-SiO, system as in sample
2) that alters the dopant concentration adjacent to
the interface and can thereby strongly affect the sur-
face electric field in the semiconductor, and as a re-
sult it can have a significant influence on the 4;
coefficients. Consequently, if the assumed dopant
redistribution for sample 2 is realistic and if the
choices for surface-force constitutive expressions
(2.19) and (2.20) are reasonable, then the surface
coefficients found for the redistributed case are truly
characteristic of the interface, while those obtained
assuming uniform dopant concentration ascribe to
the surface properties that, in actuality, are of bulk
origin.®

In making use of the surface coefficient values of
Table I, a perhaps obvious but very important point
of the fully macroscopic approach employed in this
paper should be noted. This is that if (2.19) and
(2.20) are in fact good choices for f¢ and f*, the sur-
face coefficients of Table I, which have been deter-
mined from MOS capacitor studies, must be the
same as those that would be found by conducting a
surface-recombination test on an identically pro-
cessed sample because they are material coefficients.
Analogously, any predictions concerning the
behavior of a semiconductor layer in a steady-state
photoconductivity experiment using the constants
determined from MOS capacitor experiments must
also be correct. To illustrate this point, in Fig. 5 we
exhibit the surface-recombination velocity versus the
surface potential that would be determined by a
small-signal surface-recombination experiment on
sample 1 of Table I. For this plot we have assumed
that the v* value obtained from MOS admittance
data in Sec. IV for sample 2, which is a p-type sam-
ple, is also valid for sample 1, which is a similarly
processed n-type sample. In passing we note that the
calculated values of s shown in Fig. 5 are much
larger than those generally believed to be obtained
for Si-SiO, interfaces.>* This result indicates that
the v* and v* values found in Sec. IV are probably
incorrect and/or that the v* value used is not apro-
pos for the n-type sample 1. This disagreement
could also be evidence that the forms in (2.19) and
(2.20) are invalid for Si-SiO, interfaces. In any case,
we continue under the presumption that the above
point, i.e., that (2.19) and (2.20) are “good” constitu-
tive selections, has been verified.

The next illustration concerns the differences be-
tween the “outer” conditions for the low-level injec-
tion [Egs. (3.24)] and small-signal cases [Eq. (3.15)
with (3.26)]. In particular, we exhibit the error
made when the conventional Shockley approach is
used in analyzing a low-level injection situation. We
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FIG. 5. Surface-recombination velocity (normalized) vs
surface potential calculated using Eq. (3.26) and the con-
stants for sample 1 of Table I with sp,,=1.1x10’
cm/sec.

examine the steady-state photoconductivity experi-
ment in which a low-level situation has been pro-
duced by making the charge-carrier source density
due to photogeneration G fairly large. Figure 6
compares the added-charge-carrier density profile
for sample 1 of Table I obtained when the appropri-
ate low-level injection condition (3.24) is employed
with that found using the surface-recombination
velocity condition (3.15). The striking differences
result from the fact that the interface absorbs car-
riers more efficiently than predicted by the surface-
recombination velocity condition (3.15) as p'l' in-
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FIG. 6. Dynamic hole fluid charge-density profiles
p'l'(x) calculated for sample 1 of Table I for low-level in-
jection using either the small-signal expression (3.15) with
(3.16) or the appropriate low-level expression (3.24).
@s = —0.2 (depletion), G = 1072 C/cm?sec, and the Debye
layer thickness has been neglected.
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creases and moves out of the small-signal range.*

In Fig. 7 we show the influence of the same error
shown in Figure 6 on an s-vs-¢; curve. The solid
curve is obtained from (3.26) and shows the s that
would be determined from a genuinely small-signal
experiment (achieved, say, by lowering G). This s is
a function only of the static solution. The dotted
curve in Fig. 7 is for the assumed higher value of G
and has been obtained by writing the “outer” condi-
tion in (3.24) in the form

Ji=+5p" at |x | =h—L, (3.27)

where § depends on p',' as well as on the static solu-
tion. The horizontal portion of the dotted curve was
not calculated because that part of the curve is in a
high-level regime and can be calculated only by solv-
ing the full set of equations (3.1)—(3.6) in the space-
charge region subject to the full set of boundary con-
ditions (3.7)—(3.11). The figure clearly shows the re-
sults to be quite different; that is, for a given surface
the s values should change with the level of bulk il-
lumination (G). Unfortunately, the literature on
surface-recombination experiments in circumstances
of low-level injection is very limited, and, to our
knowledge, the widening effect predicted in Fig. 7
has never been observed experimentally.’’

The final calculation of this section concerns the
influence of redistributed dopant. As noted previ-
ously, dopant-redistribution effects are manifested
through the electric field at the semiconductor sur-
face. Thus, if Ay~€,nA;/€, [that is, if the B,
term in (2.41) is negligible] then dynamic charac-
teristics should not be affected by redistribution.
This may be important because as seen in Ref. 1
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FIG. 7. Predicted surface-recombination velocities at
two injection levels. The central horizontal portion of the
dashed curve is in a high-level regime, which we have not
treated. Parameters are as given in Fig. 6.

static experiments do not definitively establish the
necessity of a non-negligible B, but only suggest its
plausibility. We have, as mentioned earlier, used the
methods of Ref. 1 to determine the B; coefficients
(B15£0) for sample 2 in Table II from which the 4;
coefficients shown have been obtained. Based on
these and on the values for v* and " from sample 1
in Sec. IV we plot the predicted surface-
recombination velocities in Fig. 8 for the uniform
and redistributed cases. The significant differences
between the two curves indicate the sizable errors
that can be made in the description of the surface if
the interior of the semiconductor is not described
properly. Moreover, this calculation exhibits the
preciseness with which semiconductor surfaces and
their interaction with the interior may be discussed
within the fully macroscopic theory. We again note
that if the B; (field) term is negliglble, then the
differences seen in Fig. 8 are not realistic.

IV. APPLICATION TO THE Si-SiO, INTERFACE
UNDER SMALL-SIGNAL ac CONDITIONS

Many analyses of the familiar MOS admittance
experiment have appeared in the literature,®® but as
indicated in the Introduction, to our knowledge no
field-theoretic description of the experiment has ever
been given. - Such an analysis is presented in this sec-
tion. As there are no existing purely continuum ap-
proaches and no accepted boundary conditions for
such a treatment, we do not engage in any detailed
comparisons with past work. The conventional
description, consisting of equivalent circuits coupled
with the Shockley-Read-Hall model, will not be dis-
cussed in depth because not being a field theory, it
does not contain partial-differential equations and
the associated consistent boundary conditions that

UNIFORM
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o
o
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S
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0.20.

SURF. RECOMB. VEL. (normalized)

0.00
0.08 0.18 028 038 048 0.58

SURFACE POTENTIAL (volts)

FIG. 8. Comparison of two theoretical curves obtained
from (3.15) assuming either uniform or redistributed
dopant for sample 2 of Table I.
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enable a unified macroscopic approach to all semi-
conductor interface situations, but rather provides a
quasimicroscopic procedure for obtaining equivalent
circuit parameters associated with interfaces for use
in the small-signal description only. Nonetheless, as
noted in the Introduction, because we treat the
small-signal (linear) situation our admittance expres-
sions derived from the field theory will appear simi-
lar to comparable equivalent circuit expressions. If
desired, one could, in fact, deduce the equivalent cir-
cuits corresponding to our results and thereby enable
a detailed comparison with previous work. This,
and the experimental support for any difference, will
be left to future investigation. Here, we wish simply

to note that equivalent circuit models connected

directly to the underlying macroscopic physics may
be derived in this manner and in so doing one can
avoid the art normally involved in constructing such
models. In any case, as has previously been stated,
our chief interest in the present work is in the expo-
sition and illustration of the fully macroscopic ap-
proach to interface description. Of most importance
in the applications is showing the capability of
describing standard experiments and not in detailed
quantitative agreement with observation.

As in the previous applications in Sec. III of this
work and in Ref. 1, the field theory is implemented
by formulating and solving (approximately) a
relevant boundary-value problem. For the MOS ad-
mittance experiment this proceeds as follows. A
schematic diagram of the experimental configura-
tion is shown in Fig. 9. The semiconductor portion
of the structure consists of an epilayer of thickness A
grown on a high-conductivity substrate. Interposed
between the epilayer and the metal (gate) contact is
an insulating oxide layer of thickness /. A static
biasing voltage @, and an ac excitation signal iylemot
are applied at the gate, and the total current is mea-
sured. In formulating the boundary-value problem

METAL

) =)
)

SUBSTRATE

s =

V2

FIG. 9. Schematic diagram of the structure used in the
MOS admittance experiment.

associated with this experiment we assume that the
one-dimensional,” small-signal*® forms of the
governing equations discussed in Sec. II are applic-
able. Since for the ac situation, the semiconduction
boundary conditions (2.39) and (2.40) require (to be
shown in this section) dissipative terms that take the
form of convolution integrals in time, it is helpful to
take the Fourier transform of all the equations.
Hence, if we define

r(w,x)zj“[r(t,x)}zf_m r(t,x)e =9 | (4.1)

where r is any of p$, p’l', Je, Jh or @1, and make use
of

~ { ar™(z,x)

}:(iw)”‘r(w,x) (4.2)
ar”

and
f{f_m ri(s,x)ry(t —s,x)ds ]=r1(w,x)r2(w,x) ,

(4.3)

then from (2.24)—(2.29) the differential equations in
the transformed small field variables take the form

dgo 49 _Ded_/ﬁ

Je=p%t —— 4+ ol —— , 0 h
K TP i <x <
(4.4)
deg de, dp}
Ih= el et o =D, O<x <h
4.5)
e
ipr%!;:—V', O<x<h, 4.6)
h
iwp’f+d—J—=y", O<x<h 4.7)
dx
d2¢71 1 e h
— = , 0<x<h 48
dx? esem( 1+P1) <x < (4.8)
dZ(PI .
5-=0 (oxide), —I<x<0 (4.9)
dx

and we note that appropriate expressions for ¥* in
(4.6) and (4.7) will be selected later. From
(2.36)—(2.40) the transformed small-signal boundary
conditions take the form

@1=2798(w —wy) at x =—1 (4.10)
. de

—iw€py—— =27, 6(w —wy) at x =—I (4.11)
dx

1 'ox:‘Pl Isem atx =0 (4.12)
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d
JO T —ive 2L
dx sem
d
— ivegy Pl atx=0  (413)
dx |
do, de,
4 2d
X ()9 X sem
e e
+ 2040 atx=0 @19
Po V'Po
do, dep,
Al—— 27,
dx oX dx sem
h h
P T 0 atx=0 (415
po Vo
P1=pi=p"=0 atx=h, (4.16)

Je - d¢1
+J —1wesemE=2ﬂ'Jm8(co—co0) at x =h

(4.17)
where
A, =A°+iwE(0)pf,
Ay =A°—ioH o)k,

Elw « |E(t
=f_w

) )
H(w) H()
Jm=1/a, where I is the current through the gate
electrode and a is the gate contact area, and we have
assumed standard Ohmic contact conditions at
x =h [Eq. (4.16)] since the substrate is highly con-
ducting. Also, in deriving (4.14) and (4.15) from
(2.39) and (2.40) E(t) and H (z) have been taken to
vanish for negative arguments (causality).*! Equa-
tions (4.4)—(4.17) constitute the complete specifica-
tion of the transformed MOS admittance problem
within the framework of the fully macroscopic
description of bounded semiconductors. When the
solution of the transformed problem has been found,
the solution to the original problem is obtained from
the inverse transform in the usual manner, i.e.,

Xe —iwtdt ,

ritx)=5"'{r(wx)}
___L ® iot
= [ rloxedo. (4.18)

The solution of the problem specified in
(4.4)—(4.17) is facilitated by first reducing it to a
boundary-value problem in the epilayer region alone.
To this end we integrate (4.9) and employ the condi-
tions (4.10) and (4.11) to obtain

T

pilo,x)= (x +D4+§; |278(w —wy),

ox

—~Il<x<0 (4.19)

in the oxide layer. Equations (4.12) and (4.13) along
with (4.19) and its first derivative, respectively,
evaluated at x =07 then yield

T il

Q1= +@; 2780 —wy) at x =07 | (4.20)

0ox

d
J8+J"_iwesem—§=27TJ,,,a(w—wo) at x =07 .
@.21)

Finally, substituting from (4.19) for dg,/dx | o into
(4.14) and (4.15) we find

27iA 1J, 8(w — ) d s
TA 1 m O\ 0+A2‘Pl +£i‘Ae
W€y dx sem  P0
Je
_ =0 atx =0t (4.22)
vPo
27iA 1J,, 8(0 — o) do, P’
42 “wAn
WEox sem 0
Jh
+-5=0 at x=0". (4.23)
‘/'Po

The four boundary conditions (4.20)—(4.23) with the
differential equations (4.4)—(4.8) and the additional
boundary conditions in (4.16) comprise the
aforementioned problem for the epilayer region.
Since more than one of (4.20)—(4.23) contains the
complex constant J,,, which is often unknown, it is
helpful to change variables by incorporating
21J,,8(w —wq) into the dynamic field variables. In
this way J,,, is eliminated from all equations except
(4.20). The epilayer problem consisting of the boun-
dary conditions (4.16) and (4.21)—(4.23) and the dif-
ferential equations (4.4)—(4.8) [all divided by
27J,,8(w —wy)] may now be solved directly, after
which the condition (4.20) serves either to calculate
J, given @; or given both J,, (from admittance
data) and @, to determine unknown dissipative ma-
terial surface coefficients. Denoting the quantities
divided by 27J,,6(w—wqy) with carets, we observe
using (4.18) that

@i(x,t)
Im

wa ?1(x,0)8(0 —wp)e'dw

iwgt

=¢1(X,0)0)e (4.24)

and consequently from (4.20), since J,, =1 /a, that
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a

Y(wo)=G,(wg) +iS,(wg) = ) (4.25)

@1(0’600)

where Y, G,, and S, are the admittance, conduc-
tance, and susceptance of the MOS capacitor with
the impedance due to the oxide subtracted off, fol-
lowing Ref. 11. Since in this section (and in Appen-
dix B) we are interested solely in calculating Y, by
virtue of (4.25) we need work only with the
transformed small-field variables divided by
27J,, 8(w —wg), which are henceforth shown without
carets.

As noted in the Introduction asymptotic “outer”-
condition-type approaches like that of Sec. III are
not applicable to the problem posed in this section.
There are several reasons for this, connected both
with the ability to derive an “outer” condition and
with the need to deduce a value for ¢ at the inter-
face after having solved the “outer” problem. The
primary difficulties are associated with nonconstan-
cy of the carrier currents across the space-charge
layer (because of depletion-layer generation) and
with the presence of the electric field and charge-

rate terms [E(w) and H(w)] in (4.22) and (4.23).
J

Consequently, a solution to the full boundary-value
problem formulated above, including the portion in
the space-charge region, must be pursued.

This problem can be solved only numerically (ex-
cept when ¢, =0) because of the nonconstant coeffi-
cients in the differential equations (4.4) and (4.5).
However, since our intent is solely to illustrate
method, highlighting the role of the semiconduction
boundary conditions, a full numerical calculation is
unnecessary and perhaps even misleading. Instead,
approximate analytical derivations for the important
cases of depletion and inversion are undertaken.
Owing to their length these are given in Appendix
B; in this section we simply state and discuss the re-
sults. Initially, we set the charge-rate terms E (o)
and H(w) to zero and thereby obtain predictions of
ac behavior based on a theory that describes static
and dc situations. Subsequently, comparison with
experiment will demonstrate why and in what cir-
cumstances these terms are required.

For the case of depletion the admittance calculat-
ed in Appendix B is given by (B12). For conveni-
ence we rewrite this in terms of the auxiliary B;
coefficients defined at the end of Sec. II and find

d |deo BBpS  iwg€wem | | i +wo/wp
Y(wg)=awy | —(B{+€ep) — | —— + , (4.26a)
0 0 VT de | dx |em wpL | | 14wh/w)
—1
1 B°L, h
wp=—Bp;+ — tanh— , (4.26b)
Bl whp L

where B*= —u®d°e;,,./D°A,, E(w) and H(w) have
been set to zero, p is the static electron charge den-
sity at the interface, and the derivation restricts
@; < —3. The quantity L, [=(D"r,)'”’] is the bulk
diffusion length for holes, a is the gate area, and L
is the depletion-layer width. Surface effects enter
this solution through the surface coefficients appear-
ing in (4.26); namely, through B® and B, (or 4, 45,
and A°), which characterize the static surface
response to electric field and carrier density (poten-
tial), respectively, and through B¢ and A" (or v¢ and
v#), which quantify dependences on the electron and
hole fluid velocities at the interface. These latter
terms may be viewed as surface mobilities or “recep-
tivities,” which, as discussed in Appendix A, ac-
count for energy dissipation as the charged fluids
are slowed from their nonzero macroscopic veloci-
ties in the interior to zero velocity at the interface.
As will be seen, in the interpretation of experiment
the surface receptivities play much the same role as
the conventional “interface trap capture cross sec-
tions.”

In deriving an analogous expression valid for in-
version it is essential that the important effects of

f
carrier generation in the depletion layer be incor-

porated. To do this we specify y* in (4.6) and (4.7)
to be

e h
b Tp‘, L, <x<L 4.27)
where L; and L —L; are the approximate
thicknesses of the inversion layer and the depletion
layer, respectively, and 7 is a “lifetime” (a bulk ma-
terial constant) characteristic of the generation-
recombination processes. The approximate admit-
tance expression obtained in Appendix B is given in
(B23) and reproduced below [again setting
E(wg)=H (wy)=0 and recasting in terms of the
auxiliary B; coefficients]:

d
Y(wg)=awy | — (Bl—{—esem)i i) }
d¢)s dx sem
A [ Wo€sem I +wo/w
b S
o) oLy 1+ wy/w]f

(4.28a)
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wr=—Bps+ L _ 5 (4.28b)
1=— - ) .
T Bt A
where
h_h h
Ko h  Lapy
AE~———LP cothz;— . explplpy /D) .

The quantity p! is the static hole charge density at
the surface, @y is the static potential drop across the
depletion layer of thickness Ly (=L —L;), and, as
before, L, is the bulk diffusion length for holes. We
note that @, and L,, which arise from approxima-
tions made in Appendix B, are not precisely defined
quantities. As in (4.26), all effects of the interface
on the inversion admittance are expressed by the ap-
pearance of various coefficients in (4.28).

We now discuss the above admittance
expressions—predictions of a description developed
from static and dc observations—in greater detail
beginning with the depletion result of (4.26). The
frequency given in (4.26b) characterizes the
semiconductor-interface response in depletion. The
first term in (4.26b) clearly represents the contribu-
tion arising from the interaction of the electron gas
with the surface, while the second describes a simi-
lar interaction of the hole gas modified by the re-
strictions imposed on the hole supply by diffusion
from the bulk. The first term generally dominates
the second [unless the receptivity of the interface for
electrons and holes is very different, i.e., B">>p,
L,tanh(h /Lp)/uhpﬁ large] so that wp may be ap-
proximated by

op=w,=—B% , (4.29)

where w, is a frequency associated with the response
of the surface to electron gas alone. Inserting (4.29)
into (4.26a) we find*

d |40
Y(wy) ~—aw, (B,+esem)~2‘p—s I o
i W€sem i +wy/w,
+B - 0L 1+wd/w? |’
(4.30)
which with (2.41) and (B2) yields
Y (wp) = —aw, doy i+w(2)/a); ia®y€sem ,
dos; | 1+ ws/0} L
4.31)

where 0y is the static surface-charge density at the
Si-SiO, interface. Equation (4.31) shows the ampli-
tude of the admittance, e.g., the height of the con-
ductance peak, to be governed by a combination of

laWo€sem/L and doy/dp;. These are capacitances,
the former being the familiar depletion-layer capaci-
tance [which as seen from the derivation of (4.31) is
the sum of space-charge capacitance and a capaci-
tance originating from displacement current across
the depletion layer], while the latter is an interface
capacitance usually termed the “interface state den-
sity,” —gNs;.

The expressions for the admittance in (4.31) and
for the response frequency in (4.29) are in conformi-
ty with conventional understanding when surface-
potential fluctuations are not included.*® Thus our
direct derivation from the underlying macroscopic
principles confirms the usual (equivalent circuit) re-
sults. The only difference is conceptual, with our
expressions being couched in terms of macroscopic
material coefficients rather than the quasimicro-
scopic quantities that characterize the “interface
traps” in the Shockley-Read-Hall model. [The
aforementioned similarity between our macroscopic
surface receptivity and the quasimicroscopic capture
cross section is evident from (4.29).] It will be noted
that when the assumptions used to derive (4.31) and
(4.29) are not valid, other expressions result, which
we do not discuss.

As with the analogous conventional expressions
the above equations predict “single-time-constant”
behavior with the time constant 1/w, being set by
interface response to majority carriers (electrons).
This, however, is known not to describe the de-
pletion characteristics of a MOS capacitor wherein
“frequency dispersion” is observed to occur. Con-
ventionally, such behavior is explained by the
reasonable quasimicroscopic surface-potential fluc-
tuation model.*® For a purely macroscopic theory,
however, we require a more general description that
is free of microscopic considerations.** In particu-
lar, such frequency dispersion indicates, in macro-
scopic terms, that a generalized “memory” or “re-
laxation” phenomenon is occurring. The standard
macroscopic procedure* for handling this, e.g., in
dielectric relaxation or viscoelasticity, is to include
in the appropriate constitutive equations—here, the
expressions for the surface forces f¢ and f*—linear
functionals (integrals) of the histories of dependent
variables. We emphasize that such a general treat-
ment does not deny and could in fact incorporate
the conventional description. Now, the thermo-
dynamics presented in Appendix A suggests that the
memory integrals for the surface forces be over the
charge-rate histories, i.e., the histories of the time
rates of change of the carrier densities at the inter-
face. These were the convolution integrals that ap-
peared in the surface-force expressions (2.19) and
(2.20) and gave rise to the E(w) and H (o) functions
in (4.14) and (4.15). Again, these terms are required
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to explain the frequency dispersion observed in the
depletion characteristics of MOS capacitors.

That the terms E(w) and H(w), which describe
the frequency dispersion, arise from rate effects
leads one to expect that at lower frequencies these
terms should be negligible and (4.31) and (4.29) ap-
plicable. The experimental evidence supports this
expectation: Saks*’ employed formulas identical to
(4.31) together with admittance measurements in de-
pletion at a constant low frequency (~1—10 Hz) to
obtain Ny (= —doy/qd @) values in excellent agree-
ment with quasistatic determinations.

The admittance expressions analogous to (4.31)
and (4.29) that incorporate the charge-rate effects
are shown below (see Appendix B for derivation):

dUO
Y(wog= —aw +iwge(wy)
dos
I +wo/o lwpae
o/ 2D Cem | (4.320)
14+ wy/0p L
wp=—[p; . (4.32b)

Since the charge-rate term e(w) appears only in
(4.32a), these equations suggest that to first order
the amplitude of the admittance [Eq. (4.32a)], but
not the interface response frequency [Eq. (4.32b)],
will be dependent on the rate of change of the car-
rier densities at the interface. This is, in fact, in ac-
cord with experiment; as is well known, in a plot of
the conductance G, /o vs o the peak amplitude and
the peak shape are affected by the dispersion, but
the location of the peak and its variation with bias
are unaffected and remain in agreement with
(4.32b).!' This result, which follows directly from
our analysis, is not nearly as simply or clearly shown
by conventional work.!! Moreover, it supports our
argument that it is the charge rates that are respon-
sible for the “memory” effects observed. Finally, we
note that (4.32a) indicates that, not surprisingly, it is
the rate of change of the majority-carrier density
(electrons) at the interface that is crucial.

In view of the foregoing, (4.32b) provides a ready
means of determining the surface receptivity for
electrons 3¢ (or v*) in depletion (for n-type material).
This was the technique by which the values for v*
and v (for a p-type sample) given in Table I were
found. (See Sec. III for some trial calculations made
using these values.) Equation (4.32a) together with
admittance data as a function of bias and frequency

may equally readily be employed for determining
the electron-rate term e(w) [or E(w)] in depletion.
This will not be undertaken here because the gen-
erality of the function e(w) makes it capable of fit-
ting any single experimental result, and thus such a
determination would not provide any additional
understanding. Further experimental work, e.g., a
transient experiment, would be required to confirm
the particular e(w) found and thereby validate the
overall picture presented. In any case, it is evident
that the macroscopic treatment is indeed capable of
describing the depletion behavior.

We next examine the inversion expression given in
(4.28). The fregency w; (like wp in the depletion
case) is characteristic of the semiconductor response
in inversion and again shows the contributions from
interface response to electrons (—f%5) plus the
response to holes (3 f) as modified by hole dif-
fusion from the bulk [upfcoth(h /L,)/L,] and
also by depletion-layer generation of holes
[ —Laplexp(u’p,/D") /@q47]. Contributing to the
amplitude of the admittance, we see terms arising
from space-charge capacitance [€,nd(d@o/dx | sem)/
dggl, a (new) capacitance associated with the static
electric field coefficient B, [Bd(d@y/dx |sm)/
dog], a term resulting from the bulk generation-
diffusion of holes (A/w;), and lastly, a term arising
from displacement current across the depletion layer
(iwp€gem/wrLg). Individually, all of these terms ex-
cept the static electric field term are familiar.

Now, in the high-frequency limit (o >>w;) only
the displacement-current contribution remains and,
as it should, Y reduces to a susceptance correspond-
ing to the usual depletion-layer capacitance. On the
other hand, in the low-frequency limit (w << w;), be-
cause —A/f is typically much greater than — 3%
but much less than [J’hpf, we see that Y simplifies to
a familiar sum of static capacitances (space charge
plus interface). Thus, in both of these limiting
cases, (4.28) reduces in agreement with well-known
observations. At intermediate (but still low) fre-
quencies it is equally well known that a plot of the
conductance G, /o vs o is of “single-time-constant”
form with the peak occurring at a much lower fre-
quency than that for the same sample in depletion.'!
Single-time-constant behavior is, of course, in agree-
ment with (4.28) since the charge-rate terms e(w)
and h(w) (which produce frequency dispersion) have
been omitted from the derivation. The observed ab-
sence of frequency dispersion indicates that these
terms are, in fact, negligible for the inversion case.
Evidently the frequencies at which a conductance is
observed (including the peak frequency w;) are suffi-
ciently low that, as in the depletion case at low fre-
quency, the ac behavior is set by the same coeffi-
cients as the dc behavior, i.e., the surface receptivity



27

B (or v°).

Because sufficiently detailed experimental evi-
dence is not available from the literature concerning
the inversion case we do not engage in a closer ex-
amination of the admittance given in (4.28). This
must be left to future work. Nonetheless, it is evi-
dent that these equations incorporate all of the im-
portant physics of the inversion situation: majority-
and minority-carrier interface response, minority-
carrier charge capacitance, displacement current
across the depletion layer, and static electric field ef-
fects. Moreover, from the above, it is seen that they
do explain the main qualitative features from admit-
tance observed in inversion. Finally, detailed quan-
titative agreement between theory [with perhaps
'some minor modifications to the constitutive choices
for £¢ and f* given in (2.19) and (2.20)] and experi-
ment should be obtainable.

Note added in proof. Experimental work by one
of the authors (M.G.A.) has verified the necessity
for the electric field terms in (4.14) and (4.15), i.e.,
the B, term in (2.41), in the case of weak inversion
in a future publication [J. Appl. Phys. (in press)].
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where the constitutive relations derived in Ref. 1 for
the fluid pressures p® and p* [(A13), Ref. 1] and the
definitions of the chemical potentials ¢° and ¢"
[(A14), Ref. 1] have been employed. The material
fields E© and E* have been split into purely dissipa-
tive (subscript d) and mixed recoverable-dissipative
(subscript rd) terms in preparation for the discussion
that follows. (Note that except in the boundary sur-
face limit only Ed and Ed are nonzero). Also, an
energy source density g has been included to account
for radiant energy absorption (emission) in cases in-
volving photoexcitation (radiative recombination) of
carriers. To derive a balance expression for surface
energy from (A1) the volume ¥V is taken to be a
standard pillbox region that is bisected by a portion
of the semiconductor-insulator interface. In the lim-
it as the volumetrlc reglon collapses to the mterface
we allow ¢, p° p v, Y i E ¢ I* Erd, - Ed, n- E,d
(d is the outwardly directed unit normal to the in-
terface), and g to become unbounded in such a way
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APPENDIX A: THERMODYNAMICS OF THE
SEMICONDUCTOR-INSULATOR INTERFACE

In Ref. 1 (Appendix A) the first and second laws
of thermodynamics for the infinite semiconducting
continuum were derived, from which the required
constitutive equations for the bulk were obtained.
In this appendix the corresponding first and second
laws of thermodynamics for the semiconductor-
insulator interface are obtained and then used to
develop the surface constitutive theory, in particu-
lar, finding the functional dependences for the sur-
face forces f¢ and f*. It should be noted that this
task is somewhat more complicated than the
development of the volumetric constitutive theory,
because whereas the material fields E¢ and E* are
purely dissipative, their surface counterparts, i.e.,
the surface forces f¢ and f*, act both to store and
dissipate energy. Further difficulties arise from the
fact that it is impossible to decompose the surface
forces into a simple sum of recoverable and dissipa-
tive parts.*®

As usual, the requisite surface relations are de-
duced from volumetric expressions by taking limits
of integral forms written for appropriate pillbox re-
gions. For our purposes a convenient form of the
volumetric equation of energy balance is Eq. (A5) of
Ref. 1 integrated over an arbitrary fixed volume V,
which enables us to write

e—>e

+P'EG VPP E LV et et —g |dV=0,  (AD
I
de de’
—_= V =
2 Ve (A2)
. 0€ . O€
“—dV—
PardV "%t
h af h ae
14
Par = or, (A3)
Y'o'dV —Tg%dS, y'e"dv —Thetds | (A4)
peﬁe VeV —pfen-veds ,
o"E Vththf n-vhds, (A5)
P°EqidV —pfovids ,
P'EGvidV—p"fivids (A6)
eEgtvedV*»Ue cweds
"ERIAV S otER VS | (A7)
gdV—gds (A8)

that
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where €’ is the stored internal energy per unit area of
the macroscopic lattice interface, o, oh Te and T
are the surface-charge densities and surface-charge
source densities for the conduction electron and hole
fluids, respectively, the surface forces per unit
charge density per unit area f¢ and f” are split into
purely  dissipative and inseparably  mixed
recoverable-dissipative  contributions  (discussed
below), and T is the surface temperature, which is
assumed equal to the uniform bulk temperature T in
this paper. The n and t subscripts indicate vector
components normal and tangential to the surface
whose differential element of area is given by dS.
The surface-energy source density g; in (A8) ac-
counts for radiant energy, e.g., involved in surface
photoexcitation of carriers, and we have assumed
that the volumetric polarization P remains bounded.

J

Now, employing the surface-charge balance equa-
tions*’ [deduced from the integral forms (3 1), (3.2),
and (3.3) of Ref. 1]

g
at
h
%*ﬁ'[p"‘v”'hﬂ, (A9)
801 i
ot =0,

the fact that the carrier velocities, charge densities,
and charge-generation terms are negligible or vanish
in the insulator, (A2)—(A8), and the arbitrariness of
the portion of the interface enclosed by V, we obtain

de e’ » O€” » do”
ot aTs o, dz f'd U
= '_Pefglvf: fdvn —o° th—O'hEtUt Fe(qoe—f?d Fh ¢ frd +8;s » (Alo)

where the d subscripts on E¢and E* [from (A7)] have been omitted since these quantities are purely dissipa-
tive. Equation (A10) is a particularly convenient form of the first law of thermodynamics for the
semiconductor-insulator interface.

The second law of thermodynamics for the surface, i.e., the existence of a surface-entropy function and the
fact that the rate of surface-entropy production is greater than or equal to zero, cannot be implemented in the
same way as was done in the volumetric case treated in Ref. 1 because of the fact that the mixed surface-force
terms /¢, and £, cannot be separated into sums of recoverable and dissipative parts. Instead, following the ex-
isting procedures for generalizing*® the definition of entropy to a path-dependent function, we postulate the ex-
istence of a surface-entropy density 7, and define the non-negative rate of production of entropy per unit area

by

d 8
s
where, again, T, =T for this work. Now, substituting from (A 10) into (A11), we find
dn, 1 de¢ 1 L e¢ L de" | dT; ere ¢ . hehh
V=T T, dt +Ts o aT, o o1, | ar +frd +f i +Pfdvn+Pden
+ 0BV "ERVIA T — £+ TH e — 1) | >0, (A12)

which is the rate of surface-entropy production in-
equality (or Clausius-Duhem inequality) for the
semiconductor-insulator interface.*®

At this point it may be helpful and of interest to
comment on the meaning of some of the terms in
(A10) and (A12), first considering those descriptive
of the energy dissipation and entropy production
due to the flow of charge carriers at the surface.
Flows parallel to the interface, i.e., the surface

currents o° vt and o'V :» d1s31pate energy through

the terms aeEe V§ and a"Et vt These account for
Ohmic-type losses quite similar to those produced
by volumetric currents The normal current densi-
ties pvy and p" vh mstead dissipate according to
the p°fSve and p"f"w! terms, which account for en-
ergy dissipation produced as the charged fluids are
decelerated from their nonzero macroscopic veloci-
ties in the interior (x =0%) to zero velocity at the
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interface (x =0). Next, we consider the dissipation
produced through the surface-charge source densi-
ties I'® and I'*. In the interior of the semiconductor
the conduction-electron charge source density dissi-
pates energy according to —y°¢?®, i.e., the amount of
electron charge destroyed per unit volume per unit
time, —#, times the energy per unit charge, ¢°,
equals the energy dissipated. At the surface the
prescription is not as straightforward because the in-
terface is capable of storing recoverable energy.
Consequently, the total energy dissipated per unit
charge at the interface through the electron surface-
charge source density is equal to the difference be-
tween the incoming energy per unit charge ¢° and
the energy per unit charge stored by the interface f%4
(we are discussing fiq here under the circumstance
that it is purely recoverable) multiplied by the elec-
tron surface-charge source density I'°. A similar ex-
planation holds for the term (@ — f%))

Now, the surface constitutive theory cannot be
developed in the same way as it was volumetrically
because we do not have a state-function equation for
the surface analogous to (A6) of Ref. 1. Again, this
1s a consequence of the inability to separate ffy and
f ra into recoverable and dissipative parts. Instead,
we first assert that no possible field dependences
may be excluded a priori,*’ and from (A12) we write

€som=€sem(0% 07, p%p" V¢, VL E,T)
re=ro% 0" p%p" V¢,V LET), (A13)
T"=T"0%,0"p%p" vV, V1E,T)
w=r0%a"p%p" VEVIET),
fd =f4(0%, 0" 050" VEVALE,T) , (A14)
L =fHo%0hp%p" YV EVRE,T) ,
fd=fd(0es0 bt Ve VAET),

where p%, p", V¢, V*, and T are, of course, evaluated

at the interface and E indicates possible dependences
on the Maxwell electric field on either side of the in-
terface Now, the form of (A12) indicates that f%,
and fh are primarily dependent on ¢ and o”,
respectively. However, because constitutive equa-
tions containing these surface variables would be
difficult to implement and because 0 and o are
presumed to depend primarily on p° and ph, respec-
tively, we omit an explicit dependence on ¢¢ and o”
from all equations in (A 13) and (A14). Also, we will
assume that the forces exerted by the macroscopic
lattice surface on the electron (hole) fluid are, to a
good approximation, independent of hole (electron)
vanables, thus excludmg the dependence of f34 and
f% on p* and V* and of f* and f* on p® and V°
Hence, we rewrite (A14) as

fra=Fialpt,VSE,T),
fra=flp" V" VAET),
fa=fip*VE,T),
fi=ri"V'E,T) .

(A15)

The constitutive forms in (A13) and (A 15) are, in
general, arbitrary functionals over the histories of
the variables shown, which are restricted, as in the
bulk, by constraints set by the inequality (A12).
Further specification of these functions is based
simply on agreement with experiment. In this paper
we have found it convenient to divide f¢ and f” into
three parts each: purely recoverable, purely dissipa-
tive, and mixed recoverable-dissipative. The first
and last of these, together, constitute fi3=f 8 +fr
and fh=rt +fE. The portions of f¢ and f" that
do not vanish in static cases are, of course, purely
recoverable and are designated f§ and f o- Clearly,
the functional forms are

fo=r8pED), fl=ft(p ET) . (A16)

Particular forms for these functions were discussed
in Ref. 1. The remammg portions of f¢ and f* are
termed f¢ and f* and for purposes of convenience
are further split. The parts not vanishing in dc cases
(but zero, in static situations) must be purely dissipa-
tive and are labeled f§ and f 4- As seen above, they
act much llke the (purely dissipative) bulk quantities
E¢ and E* and as in the bulk, the simplest choice
for f§ and f 4 is linearly proportional to the respec-
tive velocities, i.e.,

fgei:KD'Ve fhzl_jD_vh (A17)

It is noted that (A12) requires that AP0 and
D?2>0 (in the same way that considerations of
volumetric entropy production constrain bulk mobil-
ities to be positive). Lastly, the parts of f¢ and f*
present only i 1n ac and transient situations, designat-
ed f,, and f,,,, are inseparable mixtures of recover-
able and dissipative components The form of (A12)
suggests that f,, and fk be selected as linear func-
tionals (integrals) over the histories of the time rates
of change of the electron and hole charge densities,
respectively, and such a choice appears sufficient to
account for experimental observation.

APPENDIX B: ADMITTANCE ANALYSIS
FOR DEPLETION AND INVERSION

As indicated in Sec. IV, in order to include the in-
fluence on the admittance of the dg,/dx |, (the
small electric field at x=0) and E(w) and H(w)
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terms appearing in the semiconduction boundary
conditions, (4.22) and (4.23), and to incorporate the
effects of carrier generation in the depletion layer in
the analysis of the inversion situation, it is essential
to solve the problem posed in Sec. IV in the space-
charge layer as well as in the charge-neutral region.
In order to do this and still obtain analytical expres-
sions for the admlttance, e approximate the non-
constant coefficients p¢, pf, and E, appearing in the
differential equations (4.4) and (4.5) by step func-
tions. An approximate solution to the original sys-
tem is then obtained by solving the equations in each
region and matching the solutions by satisfying cer-
tain continuity conditions across each step discon-
tinuity. Obviously, by including many such steps
arbitrary accuracy is obtainable. However, in this
paper where the focus is on qualitative and rough
quantitative discussion, two or three steps are
deemed to be sufficient.’® The nature of the approx-
imation technique requires separate analyses of the
depletion and inversion situations, which we per-
form here for n-type material.

Now, in the treatment of depletion we split the
epilayer into three sections with the static solution
being approximated as follows: In the bulk

M. G. ANCONA AND H. F. TIERSTEN

po=p5 >>po=p} ,
de (B1)
0 —=0, L<x<h
dx
while in the depletion layer,
PE=pG >>pe=pl ,
(B2)
d‘p0 —@s
—= , 0 <L
dx L <x¥s
and at the surface
|
LC Fox/L
p?: h 1 +C2e¢sx )
HPs
Fx/L
LC,  LupiCye”™ mx/L
e=__ _ C 1 C
P1 #h% DeoN +Cse +Cq4e
e iwe P C4
Jh=cC,, J :1—C1+—~3§“~e—s~— ,
Pd
o1=Cs+ 1-C, C, | Dx | D |@s+m
1=0C5s
D° T D* pupy  upl | mi
where
ppaL’

5l N0z
Ps D‘Ps» Ps + Dewr

27

pPo= ps, x =0 (B3)

where L is roughly the Debye length Ps 1s the sur-
face potentlal and we permit p; and ps to differ
from pg and plt for greater flexibility in representing
the actual pg(x) and po(x) In order to maintain a
faithful rendering of the influence of the vital semi-
conduction boundary conditions that contam P6 at
x =0 and po at x =0, we take p; and ps to be the ac-
tual static surface values satisfying

ps >>po=

—HUPs

ps =phexp . Ps=phexp

s
D
(B4)

The displacement current in the bulk may be
neglected at all frequencies of interest; consequently,
Je+J*=1 for L <x <h. Then, from (4.4)—(4.9)
with (B1), the charge-neutrality assumption [Eq.
(3.13)], and (2.11) with G=0, the solution in the
bulk is readily found to be

x/L, (2h —x)/L

pi=—pi=Cyle”" " —e 7, (B5a)
— h p—
Jhe1_Je— D Co(ex/Lp+e(2h x)/Lp) ,
L,
(B5b)
1 h_ pyeyh
Q1= o [x —h +(D*—D*®)p1], (B5c¢)

where L, —(DhT )2 s the diffusion length for
holes and the condltlon on p" at x =h [Eq. (4.12)]
has been utilized. Next, in the depletion layer (4.4)
and (4.5) with (4.2), (4.6), and (4.7) with =0 (since
L,>>L) and (4.8) are easily solved (with displace-
ment current across the depletion layer included to
first order by iteration) and yield

(B6a)
maxk (B6b)
(B6c)
CSemlx/L+ @:}:Zmz C4em2x/L B 2L2:S~::1<7:x/1_ s
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The solutions in the two regions are matched by requiring the continuity of J* , P pl, and @, at x =L. The
four resulting conditions plus the two semiconduction boundary conditions (4. 14) and (4. 15) then enable the

determination of the six integration constants Cy, ..., Cs. The continuity conditions for J*, pS, pl, and @,
yield
_ph
D coi4e™ty =, , (B7a)
L,
—Co1—e™" ) =Ce™ +Che™ (B7b)
Coll—e™"7)=Cye% (B7c)
— h_pe P, +m Ps+m
—h DD ooy B | B g BT e | (B7d)
Bps “pp Upd m m;

where the facts that L, and 4 are much larger than L have been employed. The two semiconduction boundary

conditions (4.14) and (4.15) along with (B6) yield

Ali " DA2 [( i )C +( C ]+ A C +C ) l—Cl iwesem¢SC4 0 (BS)
m +m e — =0,
0€ | LupS Ps 163 T @s 2)Cy ot 3 4 Vol Lpivept
A | D4 (@ +m 1 )Cs+(F; +m2)Cy] 4 €. (B9)
+ m s +m -
W€y L[.L Ps 1 3 @ 2 4 ps Vh ;,
f

The influence of p’f on @, and p{ in the space-charge where
region has been neglected in (B7)—(B9), since this is Aol Ao h —1
clearly a secondary effect. This amounts to neglect- wp= 1VPs 1Pb | _—Pb + 2 tanh—- ,
ing the first two terms in (B6b) and the last term of €ox €xdn | AVl h L,

(B6d). We may also omit the left-hand side of (B7d)
[as well as the second term in (B6d)], which carries
the contributions to ¢; produced by the bulk resis-
tance to electron flow and by relative diffusion ef-
fects, i.e., the diffusion voltage. In addition, for de-
pletlon thh Ps<—3 we may assume that
cps >> —4upgL? /Desem, i.e., the static field moving
dynamic charge dominates over the dynamic field
pushing static charge, so that m;=~—g,,
my~—upGL?/DeenPs, and P;+m = —m,. Since
|my|>>|m,]|, it is also reasonable to assume that
(®s+m)C3 is  negligible compared with
(@5 +m;)C,4, hence simplifying (B7d), (B8), and
(B9). This may be verified a posteriori. Incorporat-
ing all of the above into the solution of (B7)—(B9)
we can show, using (B6d) that

Azeox AePfiVe iwesem -
@i(x =0)~
A]L OpPs (L)DL
i—w/w
hiieddind '3 , (B10)
w

and the admittance Y is then obtained with the aid
of (4.25) and takes the form

Y(w,) A2€ox AePZVe {WEgem
COI=TACN T L T wpes | wpL
I +wo/w
— (B11)
1+Cl)o/0)D

Since pg and L are not precisely defined, the ampli-
tude of Y, given in (B11) is not precise. However,
the accuracy may be “maximized” through an “op-
timum” selection of values for p§ and L. A way of
doing this is to note that when wy—0 and
ve,v",rpaoo the result must reduce (when divided
by iwg) to the static differential capacitance of the
MOS structure with the oxide contribution subtract-
ed off, which may be written
/d¢s ’

dO’s d(po
where oy, the surface-charge density at the Si-SiO,

dx

C=—

—€sem

de;

sem
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interface is given in (2.14). Since in the static limit
A,— A’ and from (B2)

d
d |2 / do,=—1/L ,
dx sem
one can show that pj should equal —pi®;, with
which?!
Y=aw A2€ox d dfPo
0 AI d¢7x dx sem
AePﬁ"e.u [W€em
N CL)DD + Q)DL
i +wo/o
0 (B12)
14+wy/0p

Equation (B12) is introduced and discussed in Sec.
IVv.

In a similar treatment of the case of inversion the
existence of the inversion layer necessitates the in-
troduction of an additional constant coefficient re-
gion. The static charge densities and electric field
for the bulk are again given by (Bl), while the
space-charge region of width L, made up of de-
pletion and inversion layers, is approximated as fol-

lows: In the depletion region (of width
Ld =L —-L )
Po=pa ~Po Pd ) (B13)
dpo  —@o '
— = , L L
dx L s <X <

while for the inversion layer (of width L)

pO pl <<P0 Pz ’

d (B14)
P _ T gex<L

dx L’ =T

The drops in ¢, across the two layers are given by
@q and @;, respectively, with, at least for weak in-
version, @y + @i =9 (=surface potential). At the
surface we again assume (B3) w1th (B4) where p;
and ps need not equal p; and p, Finally, we may
neglect the displacement current everywhere except
in the high-resistivity depletion layer.

The solution in the bulk region is identical with
that in the case of depletion, i.e., (BS). Next, treat-
ing the depletion-layer problem, we assume that be-
cause of the relatively high resistivity of the region,
we can neglect the terms u‘pide,/dx and
pholde, /dx appearing in (4.4) and (4.5), respective-
ly, and the right- hand side of (4.8), thus uncoupling
the problem for ¢;.°? Integration of (4.8) then yields

(pl:sz +C3, Ls <x<L. (B15)

To solve for pf, p’(, J¢, and J" we assume that the

charge-source densities in (4.6) and (4.7) are given by
the linear form

e h
;ﬁ:p‘fp’, Lo<x<L. (B16)

Assuming that Lje '¢/@iD°r <<1, which essen-
tially means that the electric field in the depletion
layer is large enough to sweep most of the generated
carriers from the layer, we may obtain an approxi-
mate solution to (4.4)—(4.7) with (B13) and (B16) by
iteration, and find

pi= ;Ce;—d +Cye (B17a)
pi= ;”;: +Cse™™ M Lo<x<L  (BI7b)
d
Je:C"*'éJ:T_ C“ gle x4+ Che —ggx/Ly
+ G5t | (B170)
J":C“___;i %+g: X +Cse —pyx/Ly
dT
+ Cye™ (B17d)

Finally, in the inversion layer the problem is iden-
tical with the surface-layer problem of the depletion
case with holes rather than electrons now being the
dominant carrier. Paralleling the earlier treatment,
we may neglect the charge-source density y" since
L <<(Der,, )12, and 1gnore the influence of p{ on ¢,
and pf, i.e., neglect p¢ in the charge equation (4.8).
Then, solving (4.4)—(4.8) with (B14), we obtain

—L,(1—Cy) _z
pim 0 e T (B18a)
Deg;
ph=Cre™ s L Cge" ™, 0<x <L, (BI8b)
Jh=1—Je=Cy,, (B18c)
1-C; C; | px
p1=Co+ i
D¢ ot
+_D_ Mc7e"1x/l‘s
.U~Px ny
I .
P ™| (B18d)
n;
where



27 FULLY MACROSCOPIC DESCRIPTION OF ELECTRICAL ... 7043

/2
=2 4NP1L2

¢l D esem

@ 1
o=y

The continuity conditions employed in order to con-
nect the solution functions in the three regions to-
gether are the continuity of pf, pl, Jh T T (the total
current), and ¢; at x =L and p§, p'{, Jh @, and
d@,/dx at x =L;. These ten plus the two semicon-
duction boundary conditions determine the twelve
integration constants Cy, ..., Cy;. In solving this
system, as before, we neglect the contributions to ¢,
(in all regions) arising from relative diffusion effects
and from resistance to dominant carrier flow. In
addition, we exploit the facts that h,L, >>L,,Lq and
that for inversion @; >>4;Lp,L /Desem, from which
it follows that

Fir 1 _/“PIL ;
=@, Q=T
l Desem‘Pi

@i—ni=n, .

Using an argument similar to that employed in the

depletion case, since |n, | << |n;|, it is reasonable
|

(B19)

ps /AnVP;

to assume that n,C; is negligible compared to @;Cs.
The semiconduction boundary conditions (4.22) and
(4.23) now take the respective forms

A ¢C 4 L,(1—Cy)
1 ¢;8A2+_:_ 6_se 10
@€ox  piLs s Ko
1—C
———*% -0, (B20)
vps
c 4
P gy — T (Cy+Cy) =0, (B21)
D€ox PxL Ps

where in reaching (B21) we have neglected the
current term from (4.23) since ps is large. This
assumption—note that the remaining terms in (B21)
are recoverable [H (o) is negligible for 1nvers1on}——1s
equivalent to the physical assertion that when ps is
large the interface exerts force quasistatically on the
hole gas.

Employing all of the above-mentioned approxi-
mations, we find the eleven constants Cy, ..., Cyg
from which, omitting the algebra, ¢; at x =0 is ob-
tained from (B18d),

[00€sem

(ph /45 )(1/vp%) +[(D*/L, coth(h /L) —(Lg /@arle 41~ @rka

i—a)o/wl A2€ox eoxAhp,’-'Lse_ai
Prs>
ts @9 AL A\Lg;pt
X

where

Apl [ A4,V D" 3

oy~ 1Pb ths D th—@‘—— L . B4
€oxAn Pb L, L, @t

(B22)

Exactly as in the depletion case, since L, L;, ¢;, and pﬁ' are not precisely known, the expression for ¢, [Eq.
(B22)] is only approximate. Again we can optimize the approximation by examining the static limit of (B22),

i.e., by letting w,7,",

d%

/dcps

and p; =L¢ipsexp(¢i)/Ls, with which we may write

sem

7,—0. Since A, —A° we should have

_ awg(i +w0/w1) _ A2€ox d dq)O
1+w(2,/a)§ A4, d‘ps dx sem
.u'eoxAh PZ /Ahvep: [00€sem
DAL |(ph /43)(1 /vepS) +[(D* /L, )coth(h /L,) —(Lg /@grle 11| @rla
(B23)

This expression is discussed in Sec. IV.
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