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The band structure of a TiCy o3 crystal has been studied by angle-resolved photoemission.
Experiments were carried out on the (100), (110), and (111) surfaces. The bulk band struc-
ture of TiC; o has been calculated using the linear augmented-plane-wave method, and the
results are used to interpret the experimental data. The results indicate that most of the
structures observed in the photoemission spectra from the (100) surface can be explained in

terms of direct transitions.

I. INTRODUCTION

Interest in the exceptional bonding properties of
transition-metal carbides and nitrides has stimulated
a number of studies of their electronic structure in
recent years.'~!® Most of the experimental studies
to date have provided information about the total
density of occupied states and have thus not been
very sensitive to details of the band structure. In
some recent investigations, however, where the
angle-resolved photoemission spectroscopy (ARPES)
technique was utilized, information about band
dispersions, critical-point energies, and surface elec-
tronic states have been obtained for TiC (Ref. 14)
and TiN (Ref. 15) surfaces. These results allowed
direct detailed comparisons to calculated band struc-
tures. The primary aim with the present study is a
comparison of experimental (ARPES) and calculat-
ed [linearized augmented-plane-wave method
(LAPW)] results of the bulk band structure of TiC.

Since the conclusions drawn in the previous
ARPES studies of the bulk band structure of TiC
and TiN differ somewhat, it is also worthwhile to
try to clarify and pinpoint the discrepancies. In the
study'* of the (100) and (111) surfaces of a TiCg o3
crystal the identification and mapping of the disper-
sion of individual bands were found to be difficult
because three-dimensional density-of-states features
were observed in normal emission spectra at most
photon energies. These features were attributed to
either the effects of bulk vacancies in the crystal or
to surface inhomogeneities incurred in the prepara-
tion process. In the study!® of the (100) surface of a

27

TiNj g3 crystal, on the other hand, direct transitions
were shown to make a dominant contribution to the
photoemission spectrum, i.e., individual bands and
their dispersions were mapped out by assuming
direct transitions. Another experimental investiga-
tion of TiC therefore seemed necessary to us, espe-
cially when combined with a band-structure calcula-
tion carried out to high enough final-state energies
to allow a direct comparison. In this study we re-
port the results of a LAPW band-structure calcula-
tion for the stoichiometric composition TiC, g, car-
ried out to final-state energies of about 40 eV above
the Fermi level. These calculated results are used in
the analysis of the ARPES results.

II. EXPERIMENTAL

Angle-resolved photoemission measurements have
been performed using resonance radiation from a
differentially pumped uv lamp (Hel and Nel radia-
tion; 21.2 and 16.85 eV, respectively). The emitted
electrons were energy analyzed with a movable
hemispherical electrostatic analyzer, having an ac-
ceptance “cone” represented by a rectangle of di-
mensions +1° by +3°. The energy resolution of the
energy analyzer was about 0.2 eV. The spectrometer
had a base pressure of less than 1 10~'° Torr.

Single crystals of TiC, ¢; were made using a verti-
cal floating-zone technique.!”” The TiC(100) and the
TiC(110) crystals were cleaned in situ by high-
temperature flashings. Flashings to about 1500°C
were found to produce clean surfaces. In order to
get a clean TiC(111) surface we found it necessary
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also to do some Ar*-ion sputtering to get rid of the
residual oxygen. To maintain a clean TiC(111) sur-
face during measurement, high-temperature flash-
ings about once an hour were necessary. The (100)
and (110) surfaces, on the other hand, stayed clean
for several hours. The cleanliness of the samples
was checked with Auger electron spectroscopy. In
Fig. 1 the Auger spectrum for a TiC(111) crystal
sputtered and (to 1500°C) annealed is shown. There
is no sign in the spectrum of residual oxygen or oth-
er contaminating elements. In contrast to the mea-
surements done by Weaver ef al.'* we did not ob-
serve any change of the [Ti]/[C] ratio as the anneal-
ing temperature was increased from 1000 to 1600 °C.
The [Ti]/[C] ratio was, however, reduced somewhat
after sputtering and annealing cycles. The
[Til41 ev/[Cla73 v ratio observed was 0.96 before
and 0.87 after sputtering and annealing. We have
compared the [Ti]4;3 v peak and the [Cl,7; v peak,
since these peaks can be used for quantitative
analysis without any corrections for peak shape
changes with concentration. The shape of the
[Tilss7 v peak has been reported”® to change with
concentration.

The crystals were oriented azimuthally prior to
mounting in the spectrometer with the aid of x-ray
diffraction and the channeling patterns observed in a
scanning electron microscope. In the spectra shown
below, the incidence angle of the radiation 6; and
the electron emission angle 6, are given relative to
the sample surface normal. The midpoint of the
Fermi edge is used as the reference level for all spec-
tra.

III. RESULTS AND DISCUSSION
A. Band-structure calculation

An energy band-structure calculation which prop-
erly includes the effects of exchange and correlation
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FIG. 1. Auger electron spectrum of a sputtered and
annealed, to 1500°C, TiC(111) crystal.

describes the elementary excitations of the solid sys-
tem.2! Density-functional theory?* (DFT) is used to
introduce these effects in a simple but efficient
manner. Within DFT the resulting eigenvalues
e(k,n) are not rigorously the system excitation
(quasiparticles) energies, except at the Fermi level.?*
In practical applications, however, they appear to be
a good approximation in extended systems, but ex-
periments exhibit larger deviations in narrow 3d
bands of transition metals or valence bands of insu-
lators. But a great deal of these discrepancies has to
be attributed to some shortcomings in the commonly
used local density-functional (LDF) approximations
to DFT, such as Xa (Ref. 24) or other more sophis-
ticated prescriptions of how to construct the local
exchange-correlation potential.”> For metals like Rh
and Ni or semiconductors like Si, some recent publi-
cations have shown that LDF band energies can be
improved by 0.2—0.9 eV with respect to experiment
by either employing nonlocal corrections to LDF
(Ref. 26) or—in order to account for excited states
effects—by including a complex self-energy?’ in the
quasiparticle Green’s function. Considering prob-
lems such as, e.g., different stoichiometry in the real
crystal and the calculated crystal, it was not justified
to undertake these rather tedious corrections to the
LDF eigenvalues.

By keeping these general remarks in mind we use
for the present analysis just the LDF energy bands
of TiC; up to 40 eV above the Fermi level. Since
none of the available band structures exist up to
high enough energies and on a fine enough k grid,
we performed new calculations based on the self-
consistent Xa crystal potential given by Neckel
et al.®® The energies were calculated for a plane
through the Brillouin zone surrounded by the k
points I'-(A)-X-U-L-K-(2)-T". In this plane a uni-
form mesh of 149 k points is obtained by dividing
the A direction into 16 and the = direction into 12
intervals.

The actual computation was done in two steps:
First, we used the fully symmetrized APW method??
to extend the band structure up to the desired ener-
gies for high-symmetry k points. In the second step
the significantly faster LAPW methodzi was em-
ployed to obtain the band energies for all k points of
the chosen grid with the augmented-plane-wave
(APW) eigenvalues serving as a check for the accu-
racy of the linearization scheme, which is known to
be adequate over an energy range of about 1 Ry.
Five energy regions were required to span the whole
energy range of interest. The parameters E; (for
definition see Ref. 29) for the radial wave functions
inside the atomic spheres are given in Table I. This
choice of parameters gives an agreement of the band
energies between the LAPW and APW method to
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TABLE I. Energy parameters for the LAPW calculations: E, separates the different en-
ergy regions; Ef is the energy around which the l-like radial wave function inside atomic
sphere ¢ is expanded. All energies are given with respect to the muffin-tin zero (Ep is at 0.664

Ry) and in Ry.

Region E,
1 C sphere: E;=0.4 Ry except ES=—0.2 Ry
Ti sphere: E;=0.7 Ry except E,,Ti=0.0 Ry

0.9 Ry

2 All E;=1.0 Ry
1.3 Ry

3 All E;=1.6 Ry
2.0 Ry

4 All E;=2.4 Ry
2.8 Ry

5 All E;=3.2 Ry

within a few mRy. By combining the LAPW eigen-
values from the five energy sheets and by using the
symmetrized APW results together with the compa-
tibility relations we obtained the complete band
structure shown in Fig. 2. Also shown in Fig. 2 is a
free-electron final-state band (dotted line).

It should be pointed out that the LDF results lo-
cate the lowest occupied band, the C2s band, about
1 eV closer to the Fermi level than the experimental

ENERGY RELATIVE TO Eg (eV)

r A XU L K 3 T A L

FIG. 2. Band structure of TiC,, calculated using the
LAPW method. A free-electron-like final-state band
along the I'— X symmetry line is also inserted in the fig-
ure (dotted line). Direct transitions for 21.2-eV radiation
at normal emission from the (100) surface are illustrated
by the dashed arrows (peaks B and D in Fig. 3).

results.'* This difference may be due to the assump-
tions concerning the exchange-correlation potential
as discussed recently.*

B. The (100) surface

Angle-resolved electron energy distribution curves
(EDC’s) recorded from the TiC(100) surface using a
photon energy of 21.2 eV are shown in Fig. 3. The
EDC’s are recorded at different polar angles 6.,
along the {011) azimuth. The spectra are normal-
ized to a constant peak height of the dominant
structure. For the spectra shown in Fig. 3(a), the in-
cidence angle 0; is 45° while it is 15° for those shown
in Fig. 3(b). For the normal emission spectrum,
6. =0, in Fig. 3(a) there are indications of five emis-
sion peaks. There are two peaks close to the Fermi
level (within 2 eV), two peaks between —2.5 and
—4 eV, and one peak at about —6 eV.

A strong polarization effect is observed when
comparing Figs. 3(a) and 3(b). From the observed
polarization dependence the symmetry of the initial
state can directly be identified. For normal electron
emission, symmetry selection rules’ give that E|,
i.e., the component of the electric field parallel to
the surface, excites only initial states of As symme-
try while E |, i.e., the electric field component along
the surface normal, excites only initial states of A,
symmetry. Since E,/E will be larger for ;=45
than for 6; =15°, the peak labeled D in Fig. 3 can be
associated with emission from initial states of A,
symmetry. From Fig. 2 we can interpret peak D as
arising from transitions between the A, initial-state
band at about 2.9 eV below Er and the final-state
band of A; symmetry at about 18.3 eV above Ep,
A(Er—2.9 eV)— A(Ep+18.3 eV) (see dashed ar-
row in Fig. 2). A variation in energy position of this
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FIG. 3. Angle-resolved EDC’s from TiC(100) mea-

sured at various polar angles 6, using unpolarized He I ra-
diation. (a) 6;=45° and (b) 6;=15°.
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peak as a function of the polar angle 0, is clearly
observed.

The peak at about —2.5 eV, labeled C in Fig. 3(b),
is best resolved for 6;=15° since peak D is much
weaker in this case. To determine the origin of peak
C is not so easy, however. It was earlier suggested
that this structure is associated with a three-
dimensional density-of-states feature.!* We would
like to propose another possible explanation, namely
that this peak originates from transitions between
initial states of A; or A, symmetry and final states
of As symmetry, A(Er—2.4 eV)— As(Ep
+18.8 eV) or AY(Ep—1.4 eV)— As(Ep+19.8 V).
Both these transitions fit well with a photon energy
of 21.2 eV. For normal emission both these transi-
tions are forbidden according to the symmetry selec-
tion rules. This may explain why peak C in Fig. 3 is
seen to be stronger for 6, =2° than for 6, =0".

A strong dispersion of the peaks near the Fermi
level, labeled 4 and B in Fig. 3, is observed as a
function of the polar angle. From the observed po-
larization dependence peak B can be interpreted as
arising from transitions between the initial band of
As symmetry and the final band of A; symmetry,
As (near Ep)— A{(Ep+21 €V) (see dashed arrow in
Fig. 2).

Transitions from the initial band of A) symmetry
to the final band of A; symmetry, Aj(near
Er)— A((Erp+22 eV), are believed to give rise to
peak A. According to symmetry selection rules
emission from the Aj band is forbidden at normal
electron emission, but since the energy analyzer does
not have a vanishingly small acceptance angle, emis-
sion from the forbidden A) band may be observed.

The peak at about —6 eV in Fig. 3(a) is due to
contamination effects. This peak disappears when
the sample is better cleaned, which is shown in Fig.
3(b) where there is no sign of this peak in the normal
emission spectrum. This peak grew gradually with
time, and since we did not perform flash heatings in
between all spectra, it only became visible in some
spectra.

The energy positions of peaks 4, B, C, and D are
plotted versus polar angle in Fig. 4. The vertical
bars on the data points indicate the estimated uncer-
tainty of peak positions for cases where it is larger
than 0.1 eV. In Fig. 4 the experimental data are
compared with calculated energy positions. The
dashed curves are obtained using the full calculated
band structure, while the dotted curves are obtained
using the free-electron-like final-state band illustrat-
ed in Fig. 2. Initial-state surfaces, on which direct
transitions between bands are possible, were calcu-
lated in the repeated zone scheme of k space. An
interpolation of the calculated band structure on a
denser mesh in k space was performed in this calcu-
lation. The final-state energy and momentum is
known at each point on these surfaces. By assuming
conservation of k| (the momentum component
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FIG. 4. Comparison between experimental and calcu-
lated peak positions as functions of polar angles along the
(011) azimuth. See text for details.
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parallel to the surface) during propagation through
the surface, the detection angle for electrons which
have undergone direct transitions becomes

ik |
|2m(E; —Ep+hv—¢)| %’

0, =arcsin

where E; — E represents the initial-state energy, rel-
ative to the Fermi level, and ¢ is the work function.
For the calculated curves in Fig. 4 a work-function
value of 4.0 eV (Ref. 32) has been used. Both
primary-cone emission and secondary-cone emission,
involving G777 and Gy reciprocal-lattice vectors,
have been accounted for in the calculation. The
comparison between the experimental results and the
calculated curves shows that the trends in the exper-
imental polar-angle dependence of peak positions
agree quite well with the trends of the calculated
curves. Peak B is seen to lie about 0.5 eV deeper
below Ef than the calculated position at 6, =0, but
the angle dependence agrees well with the calculated
dependence. Also for peak A there is a good agree-
ment between experimental and calculated curves.

When concentrating on the dashed curves (full
calculated band structure) an obvious difference be-
tween experimental and calculated results occurs for
peak D when 6, < 10°. This difference, we believe, is
partly due to the interpolation scheme used in the
program to calculate these curves. The interpolation
between the calculated band-structure points into a
denser mesh of k space becomes less accurate when
bands cross each other. In this case it is the crossing
between the final-state bands A; and the doubly de-
generate As, at about 19 eV above Ep (see Fig. 2),
that causes the problem. Only a small change in the
photon energy was found to give rise to significant
changes in the calculated polar-angle dependence for
0, <10°. If the photon energy is increased a few
tenths of an eV the dashed curve will move down-
wards, in Fig. 4, so it better fits the experimental
points of peak D.

For peak C there are two alternatives. If the peak
is associated with transitions A5(Ep—1.4
eV)—>As(Ep+19.8 €V), the calculated band lies
about 1 eV closer to Er than the experimental points
do. If the peak is instead associated with transitions
A(Er—2.4 eV)—>As5(Er+18.8 V), the experimen-
tal points at normal emission lie pretty close to the
calculated band. The rather strange appearance of
this calculated band, the short dashed curve going
from —2.5 to —2.9 eV in Fig. 4, is due to the same
interpolation problem as discussed above.

In Figs. 5, EDC’s from the TiC(100) surface,
recorded at different polar angles along the (011)
azimuth, using unpolarized Nel radiation, are
shown. The incidence angle 6; is 45° for the spectra
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FIG. 5. Angle-resolved EDC’s from TiC(100) mea-
sured at various polar angles 6, using unpolarized Nel ra-
diation. (a) 6;=45° and (b) ,=15".
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shown in Fig. 5(a) and 15° for those shown in Fig.
5(b). The peaks labeled B, C, and D in Figs. 5 are
due to direct transitions. Peak B corresponds to
transitions between the As initial-state band at about
0.4 eV below Ep and the final-state band of A sym-
metry at about 164 eV above Ep, As(Er—0.4
eV)—>A(Er+16.4 eV). Peaks C and D are inter-
preted as associated with transitions Aj(Ep—0.9
CV)——) A](EF+159 CV) and AI(EF_37 CV)
— A(Er+13.1 eV), respectively. For peak D a
strong polarization effect is observed when compar-
ing the spectra shown in Figs. 5(a) and 5(b), which
again unambiguously identify the symmetry of the
initial-state band to be A;.

The energy positions of peaks B, C, and D are
plotted versus polar angles in Fig. 6. The solid dots
indicate the dispersion of the peaks B, C, and D and
the unfilled dots indicate the weak shoulder labeled
A in Figs. 5. Also shown in Fig. 6 are the calculated
curves, where the dashed and dotted curves
represent results obtained using the full calculated
band structure and the free-electron-like final-state
band, respectively. Also at this photon energy the
trends in the experimental polar-angle dependence of
peak positions agree well with the trends of the cal-
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FIG. 6. Comparison between experimental and calcu-
lated peak positions as functions of polar angles along the
(011) azimuth. See text for details.

culated curves. For small 6,, however, the peaks B
and D lie about 0.3 eV deeper below Er than the cal-
culated positions.

The features between 5 and 8 eV binding energy,
in Figs. 5, are plotted versus kinetic energy in Fig. 7.
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FIG. 7. Normal emission spectra for TiC(100) mea-
sured at photon energies of 16.85 and 21.2 eV for 6;=45°
and 15°.

Also shown in Fig. 7 are spectra recorded. with a
photon energy of 21.2 eV. The EDC’s obtained
show that the two major features, around 5.6 and 7
eV kinetic energy, remain at fixed kinetic energies as
the photon energy changes from 16.85 to 21.2 eV.
We therefore identify them with emission of secon-
dary electrons.!* These secondary electrons have
been excited to final states of higher energy and then
scattered inelastically and cascaded to a lower final
state before emission into vacuum. The two peaks
around 7 and 5.6 eV kinetic energy are associated
with emission from X,(Er+12.5 eV) and
I'{(EF+10.5 eV) into vacuum, respectively.

C. The (110) surface

In Fig. 8 EDC’s from TiC(110) at photon energies
of 16.85 and 21.2 eV are shown. The EDC’s are
recorded at two different incidence angles, 6;=15°
and 45°. Also shown in Fig. 8 is the calculated band
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FIG. 8. Normal emission EDC’s from TiC(110) mea-
sured at photon energies of 21.2 and 16.85 eV for 6;,=15°
and 45° are shown in the upper half of the figure. The
lower half shows the calculated band structure for
TiC(110) along the ' >K symmetry line and a LCAO
density-of-states calculation. See text for further details.
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structure of TiC, o along the I'— K symmetry line.
The solid lines represent the initial-state bands and
the dashed lines represent the final-state bands dis-
placed downwards by 16.85 eV. At the bottom of
Fig. 8 a linear combination of atomic orbitals
(LCAO) density-of-states calculation by Neckel
et al.?® is shown.

At a photon energy of 16.85 eV a strong polariza-
tion effect is observed for the peak at about —4-eV
initial-state energy. According to the symmetry
selection rules,’! this polarization effect identifies
this peak as due to emission from an initial-state
band of 2, symmetry. This peak can be interpreted
from Fig. 8 as due to transitions between the X,
initial-state band at about 4 eV below Er and the X,
final-state band, shown as a dashed line in Fig. 8, if
the final-state band is moved upwards in energy
about 0.5 eV. The peak should not arise from tran-
sitions to the X, final-state band since such transi-
tions (2;— =;) are forbidden in normal emission.
The peak discussed above is not observed for a pho-
ton energy of 21.2 eV because then there exists no
proper final-state band.

Both for 16.85 and for 21.2 eV there is a peak at
about —2.7 eV, which we cannot identify as due to
direct transitions. This peak we believe is due to
three-dimensional density-of-states (DOS) effects,
since there are flat bands extending through major
portions of the Brillouin zone at this energy; see Fig.
2. The LCAO density-of-states calculation, see Fig.
8, also has a maximum at this energy.

D. The (111) surface

Angle-resolved EDC’s for TiC(111) recorded at a
photon energy of 21.2 eV are shown in Fig. 9. The
incidence angle is 6;=45° and the polar angles 6,
along the (211) aximuth are as indicated. A polar-
angle dependence is observed for the peak at an
initial-state energy of —4.4 eV. This peak is detect-
ed at polar angles between 22° and 29° and also
weakly at polar angles greater than 53°, and could be
reflecting emission from the flat region of the X,
initial-state band along the I'> K symmetry line,
since the angle between the (111) and (110) planes in
the above described azimuthal orientation corre-
sponds to a polar angle of 35°. There is also a struc-
ture observed at about 4-eV binding energy in the
spectra from the (110) surface which supports this.

Intensity changes with polar angle are observed
for the peak at about —2.8 eV. This peak, however,
shows no dispersion and since the LCAO density-
of-state calculations, see Fig. 8, have a maximum at
this energy, it can be explained as being due to either
one- or three-dimensional density-of-state effects as
proposed earlier.!* In the case of one-dimensional
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FIG. 9. Angle-resolved EDC’s from TiC(111) mea-
sured at various polar angles 8, using unpolarized HeI ra-
diation.

DOS effects the peak can be reflecting emission
from the band near the L} point. It cannot, howev-
er, be described by direct transitions from the L)
point, since there are no final-state bands available
at this energy. It can also be associated with transi-
tions between the A, initial-state band at about 2.8
eV below Ep and the final-state band of A; symme-
try at about 18.8 eV above Ep, A{(Ep—2.8
eV)— A3(Er+18.3 eV). The peak near the Fermi
level is the only peak that shows a polarization
dependence and this peak originates from a surface-
induced state, as reported earlier.!?

E. Comparison

In comparing the experimental results obtained
for the three TiC surfaces studied, an obvious differ-
ence in the applicability of the direct transition
model is noticed. While our results for the TiC(100)
surface indicate that most-of the structures observed
in the photoemission spectra can be explained in
terms of direct transitions, this is not the case for
the (110) and (111) surfaces. For the (110) surface
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there are some structures that can be associated by
direct transitions, but density-of-state features are
also observed in these spectra. For the (111) surface
there are no structures observed that unambiguously
can be interpreted as being due to direct transitions.
In this latter case the results are thus interpreted in
terms of density-of-state effects. Three-dimensional
density-of-states features were observed in a previ-
ous ARPES investigation'* of the (100) and (111)
surfaces of a TiCyq; crystal and were attributed to
either the effects of bulk vacancies in the crystal or
to surface inhomogeneities incurred in the cleaning
process. Our results for the (100) surface, however,
indicate that the bulk vacancies in a TiCgy ;3 crystal
do not give rise to dominant three-dimensional
density-of-states effects since most of our data could
be explained in terms of direct transitions. Surface
inhomogeneities incurred in the preparation process
may explain why three-dimensional density-of-states
effects make a dominant contribution in the photo-
emission spectrum from the (111) surface since the
cleaning process in this case involved sputtering and
annealing. For the (110) surface, on the other hand,
the cleaning process consisted of flash heatings, as
for the (100) surface. Thus surface inhomogeneities
incurred in the preparation process do not seem like-
ly to explain dominant three-dimensional density-
of-states features in the spectra of the (110) surface.
We propose that the major reason for observing
dominant three-dimensional density-of-states
features in the photoemission spectra from the (110)
and (111) surfaces is a lack of appropriate final-state
bands in these directions for the photon energies
used. This can be seen in Fig. 2. For the (100) sur-
face an appropriate final-state band of A; symmetry
with a nearly free-electron character is available at
the photon energies used, as seen in Fig. 2. This was
also the case for TiN(100) and seems to hold also for
other nitrides and carbides. Thus the (100) surface
seems to be a fortunate case for doing ARPES in-
vestigations on nitride and carbide surfaces.

We believe that the major reason why the indi-
vidual bands and their dispersions could not be
unambiguously identified and mapped out in the
previous investigation of the TiC(100) surface was
due to the lack of a calculated band structure at
high enough final-state energies. The photoemission
results from the (111) surface may be affected by the
different cleaning procedure used for this particular
surface, but we suggest that the major reason for the

three-dimensional density-of-states effects observed
is due to the lack of appropriate final-state bands.

IV. SUMMARY

The band structure of nonstoichiometric TiCy g3
has been studied by utilizing angle-resolved photo-
emission and the results are interpreted using the
bulk band structure, which was calculated for
stoichiometric TiC, o using the LAPW method. Ex-
periments were carried out on the (100), (110), and
(111) surfaces of the TiC crystal.

For the TiC(100) surface strong polarization and
polar-angle dependencies were observed in the
photoemission spectra. This allowed direct identifi-
cation of individual bands, and their energy loca-
tions and dispersions were mapped out by applying
the direct-transition model. A good agreement be-
tween the experimental and calculated band-
structure results was obtained. Direct transitions
were thus shown to make the dominant contribution
to the photoemission spectrum of the TiC(100) sur-
face. The same conclusion was obtained in an ear-
lier study of the TiN(100) surface.!®

The results from the (110) and (111) surfaces
could not be interpreted in such a straightforward
manner. For these surfaces three-dimensional
density-of-states effects were found to make a dom-
inant contribution, which we attribute to a lack of
appropriate final-state bands in these directions for
the photon energies used. The fact that the vacan-
cies in the TiCy o3 crystal would cause such an effect
is ruled out by our results on the (100) surface.

The applicability of the direct-transition model
shown for TiC(100) in the present investigation and
for TiN(100) in our earlier report seem to indicate
that the (100) surfaces of nitrides and carbides are
especially well suited for band mapping when using
angle-resolved photoemission and excitation radia-
tion from conventional resonance lamps. Our pre-
liminary results on ZrN(100) and VN(100) also indi-
cate this.
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