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The Ising model of a spin-glass is generalized to the Potts model. Our model possesses a
frustration and a gauge symmetry similar to those of the random Ising model. The gauge
symmetry enables us to obtain exact results for the internal energy, specific heat, and corre-
lation functions. The infinite-range version of this model is discussed at the same level of
accuracy as the Sherrington-Kirkpatrick solution of the Ising spin-glass and the phase dia-
gram is obtained. The model is solved exactly on the Bethe lattice and a nontrivial phase di-

agram is presented.

I. INTRODUCTION

The existence of a spin-glass phase was first pro-
posed by Edwards and Anderson' to explain the
magnetic properties of cértain dilute magnetic al-
loys. In these materials it is believed that the ex-
change interaction between localized spins is ran-
domly distributed around zero due to the oscillatory
nature of the Ruderman-Kittel-Kasuya-Yosida in-
teraction.> This has led to the presentation and
study of a variety of spin-glass models. Most atten-
tion has been directed at the Ising model in which
the exchange interaction is assumed to be a
quenched random variable and may be positive or
negative. The low-temperature state of such a ran-
dom spin system is probably quite different from
conventional ones like the ferromagnetic or antifer-
romagnetic state and is called a spin-glass state. An
important feature of the randomness in spin-glasses
was pointed out by Toulouse® and called frustration.
Closely related to frustration is the existence of a
gauge transformation and some rigorous results on
Ising spin-glasses have been obtained by one of the
authors* by making use of the gauge transformation.

In this paper we generalize the Ising model of a
spin-glass to a Potts model. Our model is also frus-
trated and possesses the same type of gauge symme-
try as in the Ising model. This enables us to obtain
an exact value for the internal energy, to show that
the specific heat is finite, and to obtain certain
equalities for the correlation functions in a certain
region of phase diagrams. In Sec. III we discuss the
infinite-range version of this model at the same level
of accuracy as the Sherrington-Kirkpatrick solution®
of the infinite-ranged Ising spin-glass. This leads to
a phase diagram and it is shown that when the num-
ber of components in the Potts model exceeds six
then the transitions between paramagnetic, fer-
romagnetic, and spin-glass phases are all of first or-
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der. We solve the model exactly on the Bethe lattice
in Sec. IV. Although the free energy turns out to be
a trivial function of the temperature and random-
ness, the susceptibility has a divergence as in the
nonrandom Potts model on the Bethe lattice.® The
resulting phase diagram therefore has a nontrivial
structure. A short comment is given in Sec. V.

II. MODEL AND EXACT RESULTS

The g-state nonrandom Potts model is defined by
the pair interaction

Hij=—J84, 2.1)

where the A; are g component spins. If we use a rep-
resentation A;,=w' where w=e?™/? and
k;=0,1, ..., —1, the Kronecker symbol in (2.1) can
be expressed as’

J 7!
Hy=— |14+ 3 KA

r=1

(2.2)

A natural generalization of this model to a random
system is therefore (omitting a constant)

g—1

Hy=—L"S simng—, 2.3)
q r=1

where the J,&” are random. As a generalization of
the +J distribution for an Ising spin-glass,® we may
consider a discrete distribution defined by

J=Jr (2.4)

where 7;; is 1 with probability p and is one of the
other powers of ® we defined above
(@,0 . . ., ?~") with probability (1—p)/(q —1). If
Ji'=Jol, (2.3) reads
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H;= —JSA,.,mkA, +const .
A generalization of the Gaussian distribution for J
in the Ising case’ is provided by

P{Jl_(jr)} =(277’J2)_(q_”/2

q—1
Xexp | = 3 (S =Jo)J{f =" —Jo)/2J?

r=1

(2.5)

with Jif =" =J .

In both the distributions (2.4) and (2.5) the ran-
dom variable J,(] assumes complex values. Howev-
er, the realness of the Hamiltonian is assured by its
definition (2.3) and the condition J;; i ')—J \"*  The
random interactions are taken to be quenched

It is possible to derive some exact results for the

internal energy, specific heat, and correlation func-
|

Try) >, Hjjexp

—B3Hy; ]

tions for the above models by the method of gauge
transformations.* First we consider the internal en-
ergy for the discrete distribution (2.4) of random in-
teractions. For this distribution the configurational
average, denoted by square brackets with subscript
av, of a function f of the Jj; 7 (=J7};) may be writ-
ten as

[f]av=A BTr(‘r)

Xexp

K, 3 2 Tij
(ij) r=1
where A4 —pl/”[(l —p)/(g —1)]9~ 174 is the normal-
ization factor B is the total number of bonds, K, is
defined by e?®»=p (g —1)/(1—p) and the trace runs
over the g roots of unity. K, has been chosen so

that the factor exp KPZ,T,Z-] gives the correct

weight assigned in (2.4) to each configuration of 7;.
Specifically the internal energy is

fiI), (2.6)

(ij)

[(H)1,=ABTrexp

&22%] 0

i) r Tr(\exp

where the angular brackets denote a thermal average
and B=1/kgT. We now make a gauge transforma-
tion of variables

Ni—hipi, Jif—J ), (2.8)

where p; is arbitrarily chosen to be one of the g
roots of unity at each site. This transformation
leaves the traces in (2.7) invariant. Thus the same
argument as in the Ising case* applies and we are led
to the exact value of the internal energy if
K,=K (=BJ/q),

[{H)).,=—BJ(pg—1)/q. 2.9)

As in the Ising model,* the condition K,=K con-
fines us to a subspace of the phase diagram. The re-
sult (2.9) shows that the internal energy has no
singularities in this subspace defined by K, =K even
if this subspace intersects the phase boundaries.

The same gauge transformation (2.8) yields an
upper bound on the specific heat. A straightforward
generalization of the argument for the Ising model*
proves

kgT*[{C)]ay<J*Bp(1—p), (2.10)

when K, =K. This inequality shows that the specif-
ic heat is always finite in the subspace K, =K.

The magnetization of the random Potts model
may be defined by

—B3XH; ] ’

(i)

2.7

-
'"2=|.1i.f|n [CATAE ™) Ly - 2.11)
i—j|—w»

Correspondingly, the spin-glass order parameter is

Q2=| lim  [(AAITAIAD ], . (212)

i—j|—>w

The order parameters m and Q are related in the
subspace K, =K; using the gauge transformation
(2.8), one can easily show that

LA D) L= T A T AD ay, (2.13)

when K, =K, for any pair of sites i,j. From this re-
lation it follows that m =Q. Hence, the subspace
K, =K does not have an intersection with the spin-
glass phase defined by m =0 and Q+0.

Similar exact results can be derived also for the
Gaussian distribution (2.5). The definition of the
gauge transformation is the same as in (2.8). The ar-
gument parallels that of the random Ising model*
with a Gaussian distribution, and we just quote the
results:

[(H)l.=—Bg Yg—1)J,, (2.14)

kgT[{C)loy<Bg~4?, (2.15)
and

LA ) Ly =LA MM AN Ly . (2.16)



5646 HIDETOSHI NISHIMORI AND MICHAEL J. STEPHEN 27

All of the above relations are valid only if g/ =pBJ>
which again limits us to a subspace of the phase dia-
gram. The last relation (2.16) proves m =Q.

Since we later discuss the infinite-ranged model, it
is useful to know the infinite-range limit of the exact
results. As to the Gaussian distribution function, we
have to scale the variables in the following way:

J=J/VN, Jo=Jy/N, and B=N?2/2. (2.17)

The condition g/ =BJ?, under which (2.14) through
(2.16) were proved, is now gJ,=BJ % The exact re-
sults read

[{H)lWw=—N(g—1Jy/2q , (2.18)

kpTH{(C)]. <NJ/2¢%, 2.19)
and

m=0 (2.20)

when ¢Jo=BJ°. The discrete distribution (2.4)
yields the same results in the infinite-range limit if
the variables are appropriately scaled. We define

K=PBJ/q=BT/qV'N (2.21)
and

Jo=€J/(g—1), 2.22)
where € represents the deviation of p from 1/g:

p=(1+e/VN)/q . (2.23)

B is N?/2. Then the condition K,=K (=pJ/q),

under which (2.9) and (2.10) were derived, becomes
J

_%E=_;i<“o(q_1>m2+%f<'2<q—1)(g—1)2

1
+ (2,".)(11—1)/2 f [I;[dz’ ]exp

where  Q(z,)=Kom +KQ'%2,,  K,=BJy/q,
K=pJ/q, and z,_, =z'. The order parameters m
and Q satisfy the extremum conditions

8F /6m =0, 8F/6Q=0 . (3.2)
From (3.1) it can be verified that

m =[{A]) ]av
and

O =[(AA ]y,

as expected.

1
— 7222, |InTrexp
r

gJo=PBT?% and the expressions (2.9) and (2.10)
reduce to the same ones as (2.18) and (2.19).

II1. INFINITE-RANGED MODEL

The infinite-ranged model often provides us with
useful information about the phase diagram mainly
because the mean-field theory is exact for the
infinite-ranged model in certain circumstances.’
Sherrington and Kirkpatrick® therefore studied the
infinite-ranged random Ising model and showed that
three phases, ferromagnetic, paramagnetic, and
spin-glass phases, exist. Although their method in-
volved some methematically unjustifiable tech-
niques, they provided a basis for more detailed
analysis of spin-glasses.’” In this respect, it is
worthwhile to solve the infinite-ranged random
Potts model at the same level of accuracy as the
Sherrington-Kirkpatrick solution of the random Is-
ing model.

In the infinite-ranged model, the random interac-
tion J,~(j’ ) obeys the same distribution function for any
pair of sites (i,j) in the system. The distribution
function may be discrete (2.4) or Gaussian (2.5). It
is not difficult to verify that these two distributions
give the same answer in the thermodynamic limit if
an appropriate scaling of variables is chosen [see
(2.17) and (2.21) through (2.23)]. Following Sher-
rington and Kirkpatrick,” we use the replica method
and assume symmetry between different replicas.
The calculation itself is a simple generalization of
the method of Sherrington and Kirkpatrick, and the
resulting expression of the free energy is

3 Qz,)A " ] (3.1)

T

As in the Ising case the extrema obtained from
(3.2) are not true minima of the free energy (3.1) as a
function of m and Q. In fact F is minimum with
respect to m but maximum with respect to Q at the
solution of (3.2). This odd behavior is related to the
assumption of replica symmetry,!® but a further in-
vestigation of this problem is beyond our present
scope.

If g is small, it is easy to solve the equations (3.2)
numerically. The result for g =3 is shown in Fig. 1.
The transition between paramagnetic and spin-glass
phases takes place at K ' (=¢/BJ)=1, and it is of
second order. The paramagnetic state changes into



27 GAUGE-INVARIANT FRUSTRATED POTTS SPIN-GLASS 5647

PARA
FERRO
SG

° '

Ko/ K
FIG. 1. Phase diagram of the three-state case. Only
the para-SG transition is of second order.

the ferromagnetic one if K,/K > 1 through a first-
order transition. The transition between ferromag-
netic and spin-glass states is also of first order.
These two first-order phase boundaries terminate at
the _tricritical point located at K “1—=1
and K,/K =1 where three phases merge. It should
be noticed that the tricritical point is on the exactly
solvable line ¢Jo=BJ* or K’=K,.

It is possible to calculate some quantities analyti-
cally even if g is not necessarily small. The internal
energy is, from (3.1) and (3.2),

—E/N=BT%q—1)/2¢*
+(g —DTym2—BT*Q%/q)/2q. (3.3)

If gJ,=BJ? an analysis of (3.2) proves m =@, in
agreement with _the exact prediction. With these
two relations, ¢Jo=BJ * and m =Q, the internal en-
ergy (3.3) reduces to

—E/N=(qg—-1)Jy/2q ,

which has already been proved in (2.18). Hence the
assumption of symmetric replicas gives the correct
answer at least on the line ¢Jo=BJ X or K, =K 2),

The ground-state entropy in the case Jo=0 is
found to be

S=—+kpN(g—1)C?, (3.4)
where

Cq =(217.)——q/2q3/2

X [ dxge [ [ axe=n |
Especially in the limit ¢g— «, [see (A7) in the Ap-
pendix]

C,—4e~2n(Ing)/q ,
and thus
S— —8mkgNe "“Ing . (3.5

The ground-state entropy is negative for all g, which
manifests the existence of fundamental errors in the
present mathematical treatment.

In the limit of large g, the free energy can be
evaluated explicitly as detailed in the Appendix. It
turns out that the variables should be scaled as

K=Vq/ingK
and
Ko=(q/Ing)K, , 3.6)

so that transition temperatures are of the order of 1
in terms of X and K.

We first investigate the spin-glass phase transition
by assuming m =0. The free energy is

BF .12 s - 1

N [7K(Q*+1)+1]Ing if Q<\/§

(3.7

and

—% =[+K%Q —1?+KV'Q 4V2me ~]ing

if KVQ >Vv2. (3.8

Let us look for extrema of F as a function of
Q (<1). fK<1/V2, KV Q <1/V2 is satisfied by
all Q between O and 1. The expression (3.7) is valid
for any Q (0<Q < 1) and the only extremum is at
Q =0. The system is thus paramagnetic [Fig. 2(a)].
When K>V?2, KV'Q <1/V?2 is satisfied in the
range 0<Q <K ~2/2, and KV'Q > V2 is satisfied if

-F |(a)

] [}

H H

0 K® a1 Q
2

FIG. 2. (a) Free energy has an extremum only at Q =0

when K <1/V/2. (b) There exist two minima of —F if
K> V2.
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4K 2 <Q < 1. Hence the expressions (3.7) and (3.8)
are valid in respective regions [Fig. 2(b)]. There are
two minima of —F, one at Q =0 and the other in
4K ~? < Q < 1. Matching the values of the free ener-
gy at these two minima, we find a first-order transi-
tion at K,=3.6477 and Q.=0.4378. We assume
that no other phase transitions exist in the inter-
mediate region 1/v2 <K < V2.

Transition from the paramagnetic to ferromagnet-
ic state can be studied in a similar manner. With m
finite, the free energy is

_BF_| K, R,
N = 5 m + 2 (Q“+1)+1 (Ing (3.9)
if
%52Q+1>1-(_0m , (3.10)
and
BF K, 1=
| =
+ 7K4Q —1)7?|Ing
if
%1?2Q+1<1'(’0m ) (3.12)

Both (3.9) and (3.11) are derived under the assump-
tion KV'Q <1/V2. If K<1/V?2, the condition
KV'Q <1/V?2 is always satisfied (0<Q <1). Thus
we assume K < 1/V2 for the moment. Apparently
there are two extrema of the free energy. One is at
m =0, Q=0 from (3.9) and the other at m =1,
Q=1 from (3.11). The paramagnetic extremum
(m =Q =0) always exists since the condition (3.10)
is satisfied by m =Q =0 for any K and K. The
ferromagnetic  extremum  exists only if
K?/24+1<K, as seen from (3.12). Therefore the
system is definitely in the paramagnetic phase if
K?/24+1>K,. When K*/2+1<K, the extremum
condition (3.2) yields two solutions, m =Q =0 and
m =Q =1. Transition points, or the phase boun-
dary, can be calculated by matching the values of
free energy at these two extrema. The phase boun-
dary is found to be

K./K=2/K+K /2. (3.13)

Although the boundary (3.13) of ferromagnetic and
paramagnetic phases was derived under the condi-
tion K <1/v'2, it would be reasonable to assume
that the boundary persists until it meets another
phase boundary (see Fig. 3).

Transition from ferromagnetic to spin-glass phase

i
H )
0 | 2 2714 3
Ko/K
FIG. 3. Phase diagram in the large g limit. All transi-
tions are of first order.

occurs when the values of free energy of these two
states match:

B BFsg

N =[+K%Q,—1)
+ KV Q,4V2me ~2]Ing
and
BFferro 1 =
— N =—2' Olnq >

where Q; satisfies 8Fsg/6Q;=0. In particular, at
zero temperature,

(Ko/K),=8V2me"2=2.714 .

These results are used to draw the phase diagram in
Fig. 3.

Since we have explicit values of the free energy in
paramagnetic and ferromagnetic phases, we can cal-
culate the latent heat along the phase boundary.
The values of internal energy in the two phases are

__1
para — 2.3
and (3.14)

E NK’Ing

1 .=
Efcm,= - ENKolnq .
Thus_ on the boundary defined by Ko/K
=2/K+K/2or Ky=2+K*/2,

AE =E s — Egeo = %(lnq)%@—l?z) . (3.15)
which is positive if K <2 and negative when K > 2.
This change of sign in AE is consistent with the
shape of the phase boundary; the paramagnetic state
is at lower temperatures than the ferromagnetic state
if K >2. The point K =2 and K, =4, where AE =0,
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is on the exactly solvable line Ky=K>.

We have found that the spin-glass transition is of
first order when g is very large while it is of second
order if ¢ =3. One is naturally tempted to ask what
happens for intermediate ¢q. The question is
answered by expanding the free energy in powers of
Q. We here assume that m =0 because we are in-
terested only in the spin-glass transition. The ex-
pansion is

—BF/N=Ing +(qg — [ K+ K (1-K)Q?
+-=K%6—¢)Q*
+CK80%+. .1, (3.16)

where cg is some positive coefficient. It is clearly
seen that K,=1 is the critical point of a second-
order transition if ¢ <6. However, when g > 6, the
negative coefficient of Q* would result in a first-
order instability at K < 1.

IV. BETHE LATTICE

If the randomness is the discrete one (2.4), the
model can be solved exactly on the Bethe lattice.
There is no frustration on the Bethe lattice because
of the absence of loops. Nevertheless we show that
the system undergoes a phase transition similar to
the spin-glass transition on lattices with loops.

In the absence of external fields the free energy
has no dependence on the randomness of (2.4). In
fact the following gauge transformation readily el-
iminates the randomness from the free energy:

A7)y 4.1)

where the product is over the bonds between an arbi-
trarily chosen site O and j, and 7 represents the ran-
domness: J,-(j"=J 7{1 For instance, in Fig. 4,

)\.o—>lo, }\1—>T1)\.1, }\,2—>T1T2)\.2,. .

The transformation (4.1) leaves the trace over A in-
variant and changes the interaction (2.3) into a non-
random one (2.2) (apart from a constant). Therefore
the solution to the nonrandom Potts model on the

‘!'3 3
FIG. 4. There exists a unique path between two sites

on the Bethe lattice. In (4.1) the spin variable is multi-
plied by all 7 along the path between 0 and j.

Bethe lattice® applies and we find
—BF=(N —In(e#’ +9—1)+Ing 4.2)

for any configuration of the randomness. The inter-
nal energy and specific heat are readily derived from
(4.2) and it is confirmed that the exact results (2.9)
and (2.10) are satisfied when K =K.

The correlation function can be calculated in a
similar way. By the gauge transformation (4.1), the
correlation function is changed as

(M) = () CAAT ™) e
4.3)

where the product is over the bonds between i and j,
and the last factor represents the correlation func-
tion of the nonrandom model® with the same BJ /q.
Since the randomness is now separated from spin
variables in (4.3), the configurational average is easi-
ly carried out to yield

LA ™) o=

¥ _1)pg—1) |7
(eP+g—1)g—1) ’

(4.4)

where |i —j | denotes the distance between the two
sites and the explicit expression of the nonrandom
correlation function® has been used. An immediate
conclusion from (4.4) is the absence of ferromagnet-
ic long-range order because the correlation always
decays exponentially. However, as in the nonran-
dom case,® the special structure of the Bethe lattice
allows a divergence of the susceptibility in the ab-
sence of long-range order. We simply replace the
correlation function of the nonrandom model® by
(4.4), and find that the susceptibility, sum of (4.4)
over i and j, diverges if Bu*(p)>1 where B+1 is
the coordination number and

(¥ —1)(pg —1)
(p)= .
B = P g —1g—1)
Thus Bu?=1 defines the phase boundary between

the finite-X and infinite-X phases. The spin-glass
correlation function

(MASI=T) (A7) 4.5)

can also be calculated. According to (4.3), (4.5) is
transformed to the product of two nonrandom
correlation functions. Hence the configurational
average of (4.5) simply gives

LA~ A L =[ulp = D171 . (4.6)

The corresponding susceptibility X,, sum of (4.6)
over i and j, diverges if Bu*(1)>1. The boundary
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5650
\ kBT/J'
\\ 1.0
\ X<
\\ X,<®
\
\ -105
N ~
X<®o Tt~
- Xsm S
1 XZ-Q 1 Xpr® N
0.2 04 0.6 08 P=1

FIG. 5. Phase diagram of the model with ¢ =5, B=3
on the Bethe lattice. Solid lines indicate where the suscep-
tibilities X and X, begin to diverge. The broken line
represents the exactly solvable subspace.

between the finite-X, and infinite-X, phases is thus
But(1)=1.

It is possible to eliminate the surface effects fol-
lowing Wang and Wu.® Again the conditions for
divergence of X and X, are obtained from the formu-
las of Wang and Wu simply by replacing the non-
random correlation functions by the corresponding
random ones (4.4) and (4.6). X turns out to be diver-
gent when Bu(p)>1 and X, diverges if Bu%(1)> 1.
The resulting phase diagram is illustrated in Fig. 5
for g =5 and B=3.

In the nonrandom model, the critical condition of
X with surface effects eliminated exactly agrees with
the Bethe-Peierls transition temperature.® In our
present random case, if g =2, the critical conditions
Bu(p)=1 and Bu*1)=1 for the divergence of X
and X,, respectively, agree with the expression of the
corresponding phase boundaries derived from the
Bethe-Peierls method.!! It should also be noticed

that the tricritical point, where both X and X, begin
to diverge, is on the exactly solvable line K =Kp.
For instance, if we take the surface effects into ac-
count, the tricritical point should satisfy
p(p)=p*(1) because

Bu*(p)=Bu*(1)=1.

But pu(p)=p?*(1) is nothing but K =K, from the def-
inition of K, (see Sec. II). The same relation
w(p)=p*(1) should be satisfied by the tricritical
point if we eliminate the surface effects, which leads
us to the same conclusion.

V. COMMENT

We proposed a random Potts model which obeys
a gauge symmetry characteristic of random systems.
We could derive exact results and solve the model in
the infinite-ranged case and on the Bethe lattice. In
the infinite-ranged model, the spin-glass transition
was shown to be of first order if g exceeds 6. This
may be an artifact of the infinite-ranged model. In-
vestigation of this problem by other methods, such
as the renormalization group, Monte Carlo simula-
tion, etc., will provide us with the answer for real di-
mensional systems. The structure of the Bethe lat-
tice is very special and the Potts model on it does
not undergo a first-order transition even in the non-
random case.® Therefore the solution of the random
model on the Bethe lattice does not give us any clue
to this problem of critical g.
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APPENDIX: FREE ENERGY IN THE LARGE-q LIMIT.

In this Appendix we evaluate the integral expression in the free energy (3.1) for large q. Let us call the in-

tegral I. With a dummy variable y, I can be written as

I=(21r)_q/2f [Hdz, ]exp [—%Ez,zq_, ]f_mdyexp

A change of variables

zz,wk(q_’)+y=\/axk, (k=0,1,...,g—1)
r

and explicit evaluation of trace over A yield

2
— % In Tr(; exp

ZQ(zr)}\'—r_*_le/Zy
r
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I=(211')_"/2fm [dek exp | — 3 Sxi
2k k

In[exp(gKom +KVqQxo)+exp(KVq0x,)

+ -+ +exp(KV quq_l)]—fom

=J —Eom .

If we regard the integral as an average of a function
of stochastic variables {xx}x~1, .. 4—1, We may ap-
ply the law of large numbers!? when g— 0. In fact,
the sum of exponential functions of x;

q-=1 g1 ~
S;= 3 fi= 23 exp(KV/qQxy)
k=1 k=1

satisfies the Chebyshev inequality!?
P[|S,/(g—D—p|>el<e Hg—1)"'a? (A2)

for any € > 0, where . and o? are the mean and vari-
ance of a single f}:

p=exp(K%qQ /2)
and
o*=exp(2K%qQ)—exp(K%qQ) .

It is easy to see that the rhs of (A2) vanishes as
g— oo if

KvVqQ /Ving=KVQ <1/V2.

Therefore in this limit S, in (A1) assumes its mean
value (g — 1)u ~qu with probability one,

J=(21T)"1/2fdx0exp(—%x(2))

Xln(e(qf('om +f‘/q_on)+q e(fzqg/2)) .

(A3)

We now rescale the constants K and K, as in (3.6)
and take the larger term in the logarithm in (A3) for
each x(, assuming g >>1:

J=Q2m) 12 f;dxoexp( — -;-x(z,)

X (Kom +KV' Qx)lng

4
+(21r)_”2f_wdx0exp(— %x%)

X (7K*Q+1)ng ,
|

(A1)

.
where

A=(RVQ +1/KVQ —Kym /KV'Q Ving .
Hence, if K’Q/2+1>Kym, A >0 and

J=(3K*Q +1)ng , (A4)
while
J=Kyming (A5)

if K’Q/2+1<Kom. The difference of I and J,
Kym as in (A1), is small compared to I and J on the
present scale and is neglected. Thus (A4) and (A5),
inserted in (3.1), readily give the relations (3.7), (3.9),
and (3.11).

The integral in the large K region (KV'Q > V2) is
evaluated as follows. When m =0 and ¢ >>1, we
may take one of the terms in the log of (A1) and
neglect all the others:

I~J=KV'Qlng (27r)~9/

X f_: [dek —33x?
k

k

exp

xmax(XOa- .. 1xq—1) ’ (A6)

where the scaling (3.6) has already been taken into
account. (A6) can further be rewritten as

I=KV'Qlng (2m)~9%

X f_:dxoexp(—%x%)

x, 1, q-1
XXg [f_mdx exp(—5x°)

’

which may be evaluated by steepest descents to yield
I=KV'Q4V2me Ung (A7)

as in (3.8). The limit of validity of (A7) is obtained
from the estimation of correction terms which were
neglected in going from (A1) to (A6). The first-
order correction is

© X —
11=q2(2ﬂ-)"?/2f dxof 0 dxy - dxg_,exp ——;-zx,f+KV Qlng (x; —xq) | .
— —® k
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By steepest descents, we find in the g — oo limit,
I, zqu—m/é/\/i)z‘/m 1

if EV'Q <V2, and

I =0(1)«<I

if KV/Q >V2. Therefore the formula (A7) is valid
only when KV'Q > V2.
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