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A new way of applying the non-spherically-symmetric phase-functional method of Wil-

liams and van Morgan to the band-structure problem is derived that results in a generalized
(non-muffin-tin) Green s-function band theory that is variationally stationary and exact in

the single-electron, local-potential approximation. The "near-field" correction, believed to
destroy the separability of Green s-function band theories, is implicitly included in the non-

spherically-symmetric phase-functional basis. This basis is discussed in some detail as we
correct an error in the previous work of Williams and van Morgan. Using this basis to ex-

pand the crystal wave function, we obtain an equation that is the most general expression of
Green's-function band theory. This equation contains a sum over the structure constants of
the Korringa-Kohn-Rostoker method and two "phase functions" (corresponding to the
cosine and sine of the nondiagonal partial-wave phase shifts) that are independently calcul-

able; hence the effects of structure and cellular potential completely separate. The varia-
tional procedure of Kohn and Rostoker then yields a secular determinant that can be solved

for the non-muffin-tin bands and wave functions; the resulting theory is suitable for self-

consistent-field applications.

I. INTRODUCTION

One of the principal requirements for performing
a calculation of the macroscopic properties of a
crystalline solid is an adequate knowledge of the mi-
croscopic quantum states of the crystal. This is be-
cause the bulk properties seem to depend, occasion-
ally quite sensitively, on the details of the electronic
states rather than the average over those details.
Various approximational schemes have been
developed to determine the quantum states and their
associated energy spectra (the electron bands), but
most of these theories rely heavily on the so-called
muffin-tin (MT) potential. In this approximation,
the potential is assumed to be nonzero only inside a
spherical domain inscribed in the Wigner-Seitz (WS)
cells of the crystal, and is often assumed to be spher-
ically symmetric as well, though that requirement
has been softened in the last ten years. '

Even for those crystals where the MT approxima-
tion seems to be well justified a posteriori, it is not a
desirable restriction. In atomic physics, the "best"
solutions to the single-electron time-independent
Schrodinger equation are the variationally stationary
self-consistent field (SCF) solutions that result in an
electronic charge distribution that reproduces the
potential used. SCF band-structure calculations are
indeed possible in the MT approximation; however,
it is well known that the results do not adequately
describe any system where there is substantial aniso-
tropy in either the potential or the charge density

distribution. A useful review article by Koelling
discusses the SCF energy-band techniques and their
shortcomings; two of the weak spots in virtually all
the techniques currently used are the lack of a gen-
erally usable basis set and the muffin-tin approxima-
tion. We wish to quote a phrase from Koelling's pa-
per that emphasizes this latter point: "So, although
the inclusion of non-muffin-tin effects has often
been discussed, the additional calculational effort in-
volved has often caused them to be neglected in
practice. "

In order to perform the highly desirable non-
muffin-tin SCF band-structure calculations, it is
first necessary to have a theory that allows the cal-
culation of energy bands from non-muffin-tin
(NMT) crystal potentials in a straightforward,
economically feasible manner. It is this need that
primarily motivates our work. As a bonus, the basis
used is quite generally applicable and should go a
long way towards eliminating the guesswork from a
calculation (i.e., does the basis used adequately ap-
proximate this particular problexn? etc.).

This paper develops a generalized (NMT) band
theory corresponding to the Korringa-Kohn-
Rostoker ' (KKR) or Green's-function technique
for separating the structure-linked and potential-
linked aspects of the problem. It is based on solving
Schrodinger s differential equation via an inhomo-
geneous Fredholm integral equation of the second
kind with the appropriate Green's function. The
crystal solution is directly constructed from a
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multiple-scattering equation so that it satisfies Bloch
boundary conditions on the surface of the WS cell,
and the matrix elements of the Hamiltonian never
explicitly appear.

The method of solution is to expand the crystal
wave function sought in a set of basis functions that
are themselves integral equation solutions to
Schrodinger s equation. These basis functions are
the so-called "phase functional" solutions to.-the
Schrodinger equation with the correct, non-
spherically-symmetric potential supported on the
smallest sphere circumscribing the cell (called the
bounding or circumscribing sphere in the text}. The
result is a secular determinant with all the advan-
tages of the KKR determinant, i.e., independent cal-
culation of the structure constants and the scattering
matrix, and a spherical harmonic representation.
This method of calculation does not require the MT
approximation as it matches the boundary condi-
tions imposed on the solution at the surface of the
circumscribed, rather than the inscribed sphere.

The phase-functional solutions used as a basis are
non-spherically-symmetric generalizations of the
phase-functional solutions of Calogero, Babikov,
and others. Nonspherical phase-functional (PF)
solutions similar to the ones we derive were first
used by Williams and van Morgan (WM), who used
multiple scattering off the full cellular potential to
derive a secular determinant of the same general
form as our own. They obtained preliminary results
that were quite promising in several artificial prob-
lems; however, as was pointed out by Ziesche' and
Faulkner, " they neglected what has been called the
"near-field" correction that arises from the region
where the bounding sphere overlaps the nearest-
neighbor cell. Inclusion of this effect has always led
to the elimination of the clean separation of the ef-
fects of structure and potential, which is the princi-
ple desirable feature of Green's-function band
theories. Our procedure differs from WM's in the
following three ways:

(a) Our PF solutions are constructed using the
crystal potential throughout the bounding sphere.
We demonstrate that these solutions form a com-
plete, linearly independent set of functions in terms
of which an "arbitrary" solution (to Schrodinger's
equation at the same energy) can be uniquely ex-
panded, subject to an easily verified determinantal
condition. We were unable to construct a similar
completeness argument for the basis functions of
WM, and it seemed to us that they were not the best
functions to use to expand the solutions sought.

(b} We avoid the use of their three-center expan-
sions of the Green's function from which they ob-
tain the structure constants. In WM's derivation
they reorder an infinite sum; we were able to extend

their argument and show that such a reordering im-

plies that the standard expansion of the Green's
function in free spherical waves [see Eq. (2.13)] can
be written with the arguments in either order.
While this may be algebraically true, the infinite
sums so expressed no longer converge, which sug-
gests that WM's terms containing the structure con-
stants might be divergent when summed (see Appen-
dix A}. We were able to manipulate the equation
arising from matching solutions on the bounding
sphere (which does not diverge when summed} into a
form that appears to match solutions on the surface
of the cell but contains the effects of structure and
potential in a completely separable form.

(c) We use the full variational procedure of Kohn
and Rostoker (KR) to ensure that our energy bands
are correct to second order in the error in our wave
functions. While we could have used a projective ar-
gurnent similar to that of WM and obtained essen-
tially the same secular determinant, such an ap-
proach would not guarantee us second-order accura-
cy, nor would it explicitly check for completeness
and orthogonality to core states as the variational
procedure does. Finally, a projective argument in-
volving spherical harmonics is not generally valid
when applied to an equation derived only for r re-
stricted to a nonspherical domain.

To surnrnarize our procedure, we use a set of PF
expansion functions defined on the bounding sphere
(see Sec. II). They are computable by solving a set
of coupled ordinary differential equations from the
origin to the bounding sphere. They can easily be
shown to be complete and linearly independent sub-
ject to a deterrninantal condition; therefore, they al-
ready contain the effects of the near field. We use
these functions to solve a second set of ordinary dif-
ferential equations in parallel with the first solution
(see Sec. III). They are derived from the integral
equation solution to Schrodinger's equation for the
whole crystal. This equation, after suitable manipu-
lation, becomes the fundamental equation of
Green's-function (or multiple-scattering} band
theory and contains the structure constants of KKR
in a completely separable form. It is converted (via
the variational procedure of KR} into a secular
determinant; the energies for which. this determinant
is zero are the band energies e( k ). The secular equa-
tion can then be solved for the expansion coeffi-
cients of the actual crystal wave function on the cell
and the results stored for a SCF calculation in, for
example, the local density functional formalism of
Kohn and Sham. '

The computational advantages of the theory are
that the structure constants are the readily accessi-
ble, well-understood ones of KKR. They can either
be tabulated or dynamically computed in the course
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of an actual calculation, ' ' and carry all the infor-
mation inherent in the lattice structure. For k vec-
tors possessing some symmetry, the secular deter-
minant can be quite small, yet the convergence
should still be good due to the angular momentum
cutoff intrinsic to scattering off a domain with
bounded support. Two sets of coupled differential
equations must be solved once at each energy. How-
ever, as we shall explain in Appendix B, much of the
integration can be done in parallel, and the whole
thing should not take much more time than solving
a single set of coupled equations. Finally, the possi-
bility exists of constructing a linearized version of
this theory along the lines of the existing linearized
muffin-tin-orbital's or the linearized-KKR (Ref. 16)
theories which may substantially reduce the storage
required to perform a SCF calculation and reduce
the time necessary to calculate the bands, but only
experience can determine the accuracy of the results
so obtained. We defer the development of such a
theory to the time when the algebraic results of this
paper are thoroughly tested.

Two points of potential numerical difficulty are
discussed in the text. First of all, a term that would
diverge if summed independently is added and sub-
tracted under the summation of our secular equa-
tion. It is folded into two terms so that it is ulti-
mately cancelled out; however, one of the two terms
is a summation over the structure constants, the oth-
er is an independently obtained number. This can-
cellation (before the equation is sumined) must
therefore depend, in a nontrivial manner, on the
convergence of the sum over the structure constants.
We feel, because of the angular-momentum cutoff,
that this sum will converge rapidly enough to elim-
inate the divergence in all but pathological cases
(this is discussed in substantially more detail at the
end of Sec. III). This feeling is borne out by the test

cases of WM which checked, among other things,
the convergence properties of secular determinants
of the same form as our own. However, only testing
the theory in actual applications will determine if
and when trouble may result. We expect, for physi-
cal reasons, that our theory will be sufficiently rap-
idly convergent to be of use in most cases of physi-
cal interest. The second problem is related to the
first and concerns the decomposition of the crystal
potential in spherical harmonics. This can be done
numerically with a quadrature, and will converge
rapidly enough to ensure good results if the potential
is sufficiently smooth (this also was verified by
WM) inside the bounding sphere. Geometrical con-
siderations indicate that the bounding sphere only
penetrates about 20% of the distance from the cell
boundary to the nearest-neighbor nucleus in an fcc
or bcc lattice; this is sufficiently far away from the
nearest-neighbor nucleus that the potential in the
outer part of the sphere should be largely screened
from the deep nuclear potential of the neighboring
atom, and hence we expect its expansion to converge
at an acceptable rate.

This paper is intended to indicate that non-
muffin-tin Green's-function band-structure calcula-
tions, previously thought to be impractical because
the near-field correction seemed to destroy the
separation between structure and potential, may in
fact be economically and numerically feasible. The
reasons are detailed in the paper and are linked to a
technique for extending a "boundary-value problem"
on the WS cell to the bounding sphere using the
phase-functional approach to multiple scattering.
We are currently engaged in the necessary process of
testing this approach numerically in a variety of
cases of increasing difficulty and hope to report on
our results in the near future.

(2.3)

II. THE PHASE-FUNCTIONAL BASIS
We seek solutions to Schrodinger's equation,

(V +a')P(r)= V(r)P(r), (2.1)

defined on some domain 0 with bounded support. Using a Green's function for the inhomogeneous equation
(2.1) that satisfies the differential equations

(V@+K )G ( r, rp) =(V +~ )G( r, rp)
=5(r —rp), (2.2)

we construct the integral-equation solution to Schrodinger's equation, '

P(r)= —f [G(r, rp)V+(rp) —P(rp)VpG(r, rp)] dSp+ f G(r, rp)V(rp)P(rp)d rp .

We define

X(r)= —f [G(r, rp)VQ(rp) —$(rp)VpG(r, rp)]'dSp (2.4)

to be the boundary or inhomogeneous term of the Fredholm integral equation of the second kind [Eq. (2.3)].
X(r) is generally a complicated functional of the boundary conditions and the shape of the boundary; we there-
fore seek a simpler representation that is more appropriate to quantum theory. We let 0 go to all space and



27 GENERALIZED NON-MUFFIN-TIN BAND THEORY 4567

(2.&)

(2.6)

(2.7)

choose zero boundary conditions on the boundary BQ. Then

((}(r)=f,G(r, ro}V(ro}P(rp}d'ro

is the solution over all space (Euclidean 3-space). We can break the integral into two distinct pieces and write

P(r)= f, G(r, ro)V(ro)((}(rp)d ro+ f G(r, ro)V(ro)P(ro)d rp .
R3—0 0

If we restrict r E0, then we see that

I(r) = —f, [G(r, ro) (}'P(rp)—t}}(ro)VpG(r, rp}] dSp

, ro V ro ro d ro

must satisfy the Helmholtz equation for r EQ,

(V +«)X(r)=0. (2.8)

We know from Fredholm's theorems' ' that X(r)
uniquely determines the solution P(r} (except at
eigenenergies}. We are limited in our choice of I( r )

by the requirements of quantum theory; only those
X(r ) that lead to solutions 4}(r ) that are square in-

tegrable over all space are candidates. Equation
(2.7) implicitly contains this restriction via P(r) V(r }
integrated over all space while (2.4) does not. For
this reason we will work exclusively with this
(multiple-scattering) formulation rather than the
"boundary-value" formulation implicit in (2.3). The
axioms of quantum mechanics always apply to the
"global" wave function while for obvious reasons we
prefer to work within "local" regions of space.
However, we really do not have that much freedom
to choose boundary conditions on a domain with
bounded support in quantum mechanics and should
work with equations that directly reflect that fact.
The advantages of the PF basis is that it explicitly
spans all the axiomatically allowed solutions on a
finite domain without requiring detailed information
about the potential or wave function outside the
domain (except to know that they exist and are
reasonably well behaved).

We will work with the stationary wave Green's
function

Gp(r, ro)= —,[G+(r, ro)+G (r, ro)]

cos(K
I
r —rp

I
)

(2.9)
4n

I
r rp'I

where 6+ and 6 are the usual outgoing and in-
coming wave Green's functions. Note the implicit

energy dependence (E=K ) All. the results of this
section can easily be extended to more general prob-
lems by using a more general form of the Green's
function with the time dependence appropriate to
the particular problem of interest, expanded in the
free spherical waves defined by the regular and ir-
regular solutions to

(V +«)FL(r)=0. (2.10)

We will work in spherical coordinates and index our
solutions with the composite label L =(I,m); the
usual regular and irregular solutions are then

JL(r }=J,(«r)YL(r") (2.11a)

Nl (r)=nI(«r)YI (r"), (2.11b)

where jr(«r) is the regular spherical Bessel function
and ni(«r) is the irregular spherical Neumann func-
tion of the 1th order. We see that

Gp(r, rp}= — Np(r —rp}4n. (2.12)

from which we may conclude, via the addition
theorems for spherical harmonics ' and Bessel func-
tions, that

Go(r ro}=—«QNL, (
I
r

I
)JI'. (

I
r

L

where
I
r ) I

is the greater of the two arguments and

I
r ( I

is the lesser. The restriction on the size of the
arguments is absolutely necessary in order for the ex-
pansion to converge.

Now let us examine X(r) for r EQ. By Eq. (2.7)
with the use of expansion (2.13),

g(r)= f, Gp(r, ro)V(ro)P(ro)d rp
R3—0

= —«g JL(r)f
(R3-0)

Jl'(ro) V(ro)P(rp)d ro
T

NL (rp) V(rp)$(r p)d'rp+Nl (r ) f,
(R3—0)

(2.14)
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or

X(r)=g[Crl (r)JL(r)+SrL, (r)NI. (r)], (2.15)
L

where we define

Nr'(rp) V(rp)p(rp)d'rp, g 16a}

JL, (rp) V(rp)p(rp)d rp . (2.16b)

X( r )=QCzL, ( ~ }Jr.{r }
L

(2.17)

for all r EQ. (The coefficient is a constant for a
spherical domain. The reason for the oo designation

The condition R —Q on the integral indicates the
restriction of the domain of integration to
ro'ER —Q; the limits of the integrals are construct-
ed so that the Green's-function expansions converge
for any r 6Q. (Note that, in practice, restricting the
domain of the integration means multiplying the po-
tential by a unit step function with the shape of the
domain and then integrating over all angles in the
expressions above, leaving us with the radial integral
whose limits are indicated explicitly. )

This is the variable-phase, or phase-functional
(PF), construction. It always involves two radially-
dependent functions called the "phase functions"

CzL (r) and SrL(r), that arise from the breakup of
the integral equation required for the expansion of
the Green's function appearing under the integral
sign to converge. We shall treat it in more detail
momentarily for the integral over Q, where it is
more relevant.

Let us examine Eqs. (2.15}and (2.16). The phase
function S&L(r) must be zero when r~0 so that
X(r) remains regular (and hence square integrable)
on Q. It will remain zero out to the radius of the in-
scribed sphere. The phase function CrL (r) as r~0
has been integrated over all space outside Q, and so
becomes a constant, not generally equal to zero, for r
inside the inscribed sphere. Both Crr (r) and Srr (r)
will continuously vary for all r between the inscribed
sphere and Oo. Therefore, no form simpler than
{2.15}exists for g(r }if r is greater than the radius of
the inscribed sphere, and (2.15), with its varying
coefficients, is very difficult to work with. Recall
that we wish to use J( r ) to uniquely determine P( r )
for r EQ; if g(r) is an expansion with variable coef-
ficients [i.e., (2.15)] for some r EQ, we will not be
able to use linear algebra to find the correct solution.

The situation simplifies if the surface BQ and the
inscribed sphere coincide. If Q is a spherical
domain, then we may conclude from the arguments
above that

or

$(r) =QCeL, (oo }Jg(r)
L

+f Gp(r, rp)V(rp)P(rp)d rp (2.19)

if S is a spherical domain and r ES. Note that the
simple form of (2.19) arises from the spherical shape
of S, and V(r) in this expression must be the same
V(r) appearing in (2.1) everywhere in S. This is an
error made by WM in Eq. (2.5) of Ref. 9. They con-
structed a set of solutions with the form of (2.19)
where they truncated the Schrodinger potential at
the edge of some nonspherical domain, expecting to
obtain the effect of the potential and wave function
outside the domain from multiple scattering. How-

ever, as we have seen, this effect is phase functional
(i.e., the phase functions vary) for various r inside
the domain and cannot in general be represented by
a linear combination like (2.17). Thus their equa-
tions appear to be unable to represent any solutions
to (2.1) (where the potential is defined over all space
and the wave function is a permissible one) restrict-
ed to a nonspherical domain, as those solutions (ex-

cept for the trivial one) cannot have the form of
(2.19). The correct form of {2.18) for a nonspherical
domain must be

P(r) =g[C~q(r)Jc(r)+Ser (r)Nr (r)]
L

+f Gp(r, rp)V(rp)P(rp)d rp (2.20)

for rGQ, where the phase functions C~z. (r) and
S~~(r) must contain the information in V(r) and
P(r) integrated over all R —Q. [Alternatively, they
contain functionally the boundary conditions im-
posed on P(r ) at BQ, which is equivalent to the oth-
er from integrating by parts twice over R —Q, with
suitable asymptotic conditions at ao.]

We are now ready to define and construct the PF
basis on a spherical domain S. By basis we mean a
set of solutions to the Schrodinger equation (2.1) at a
given energy e, restricted to the domain S, which is
complete in the sense that any allowed solution to

will shortly be apparent. ) Only for a spherical

domain Q or a domain where the actual potential de-

fined on all space, V(r}, is zero in the region be-

tween the bounding sphere and Q [see Eqs. (2.16}
and Fig. 1] can we write I( r) in the form (2.17).

We find that the integral equation solution to an
"arbitrary" boundary value problem in quantum
mechanics is [from (2.5) and (2.7}]for r C Q

{{'i(r)=X(r)+f Gp(r, rp} V(rp)P(rp)d rp

(2.18)
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(2.1) at the same energy also restricted to S can be
expanded as a unique linear combination of these
solutions. %e require the domain 5 to be spherical
so that we can exploit the simplicity of g(r} in
{2.19); once we construct the PF basis we will be
able to seek a particular solution working only with
the X(r)'s. Thus it is very important to obtain a
simple, hnear expression like (2.17) to work with.

The PF basis will consist of those solutions of the
form (2.19) that behave like free, regular spherical
waves at the origin. We index the solutions with the
label L such that

limpL (F)=JL, (r) (2.21}

and

y, (r)=QCr'. 1. (m)JL (r)

+f Gp(r, rp)V(rp)$(rp)d rp . (2.22)

As before, we use expansion (2.13) and break the in-
tegral in (2.22) into two parts to ensure the conver-
gence of the Green's-function expansion. %e get

r

00 F

$L(r)=g CLL (ao).JL (r) —aJt (r) Nl'. (rp)V(rp)pL(rp)d rp irNL'(~~
p

JL'(rp}V(rp}'4(rp)d rp
L' (S) (S)

SLi (0)=0. (2.26b)

yI (r)=g[ciL.(r)JL (r)+S,', .(r)N~.(r)]

with
(2.24}

CI'.L(o)=&Lc, , ,

and

(2.26a)

CII. (r) =CII. ( ao ) a f—NL (rp) V(rp)PL (rp)d3rp,
(S)

(2.25a)

Slz (r)= &fp —JL, (rp)V(rp)QL, (rp)dorp, (2.25b)

(S)
where our use of the notation Cr', L ( ap ) is manifestly
justified. Equation (2.24) defines the PF basis, and
Eqs. (2.25) define the phase functions. It is now
easy to see that the CLI (r) and SzL.(r) are the non-
diagonal equivalents of the cosine and sine of the
partial-wave-phase shift of ordinary scattering
theory. They are defined so the partial-wave phases
are zero at the origin, so that the condition (2.21) ap-
pears as the boundary conditions

+f Gp(r, rp}V(rp)g(rp)d'rp .

We seek a set of coefficients I a~ ] such that

f(r)=guLPI(r) .

(2.27)

(2.28}

But then [with the use of (2.22)]

The "scattering matrix" defined by Eqs. (2.25} is
nondiagonal because a non-spherically-symmetric
potential mixes partial waves with different L.
These equations [(2.22)—(2.26)] provide a mar-
velously flexible framework in terms of which a
problem in quantum mechanics can be expressed
and solved.

Let us prove the conditional completeness and in-
dependence of the PF basis. This can be done by
noting that an arbitrary solution to Schrodinger's
equation on S can be written [via (2.19)]

P(r) =QC«(~)JI. (r)

I

P(~)=gaLPI(~)=pa& QCLg (oo)JL, (r)+ f G ( pr )rVp( ){r(p(rI)d' rp
I. I. L' (S)

garCiL (ao) Jr. (r)+ f Gp(r, rp)V(rp)f(rp)d rp,
L' I. (S)

which can be true only if (relabeling the indices)

C«(ao)=gaL, CI. L, (oo) . (2.30)

The last step is essentially a restatement of

Fredholm's theorem that g{r ) uniquely determines
tP(r ) via the integral equation (see Refs. 1S and 19).
The conditions from Fredholm's theorem appear
here in slightly different form. From linear algebra,
we know that (2.30) uniquely determines a set of
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faL J's that solve the problem via (2.28) if and only
if CLL, (ao } is invertible, i.e.,

det
~

CLL ( a) )
~
~0 . (2.31)

This is the condition that must be satisfied if the
PL, (r}'s are to form a "basis" in the sense we dis-
cussed earlier. If condition (2.31) is violated, it iin-
plies the existence of an energy eigenvalue or a pecu-
liar angular degeneracy that amounts to the same
thing. (The determinant will be zero if one or more
of the rows or columns are directly proportional to
each other or if a diagonal element of the diagonal-
ized matrix is zero. } This energy eigenstate will
have a well-defined angular behavior, and this par-
ticular mix of partial waves will not participate
directly in scattering processes. Once this particular
state is determined, however, the rest of the partial
waves are still available to construct a scattering
solution. This point is discussed again in Sec. III in
the context of the band-structure problem.

Before we go on to the next section and a specific
application along the lines of (2.27}—(2.30), we
should note that the phase functions (2.25) can be
calculated by solving a set of coupled ordinary dif-
ferential equations implied by (2.25). This is dis-
cussed in Appendix B, and an algorithm for obtain-
ing the more specific solutions required for the ap-
plication to the band-structure problem is given.
These differential equations cannot be solved for a
completely arbitrary potential. As one might ex-

pect, the potential must be less singular than an in-
verse cube for the solution to be well defined.
Furthermore, we would prefer that the potential be
spherically symmetric in the vicinity of the origin so
that the solution can be expressed in spherical har-
monics there. Finally, for practical (i.e., numerical)
reasons we would prefer that the potential be reason-
ably smooth and spherically decomposable in the re-
gion of interest. Fortunately, all of these conditions
can usually be satisfied for some cellular division in
the band-structure problem, and even in the cases
where they cannot something can still be done at the
cost of some accuracy.

In order to apply this theory, we see that a way
must be found to determine the C~L (00)'s for the
spherical domain and Green's function chosen. In
some cases (like the ordinary scattering problem)
these can be determined a priori; in other cases both
they and the energies for which they are defined
must be determined by constructing and solving a
secular equation. In Sec. III we will discuss the
specific application to the band-structure problem '
which is an example of the latter kind of problem.
However, we feel that the PF basis has a number of
possible applications in quantum physics that have
not been fully exploited, and we hope that this treat-

ment is sufficient to suggest new lines of application
in other problems of interest as well as this one.

III. THE MULTIPLE-SCATTERING
APPROACH TO THE BAND-STRUCTRE

PROBLEM

Let us briefly review the relevant aspects of the
band-structure problem. We seek a solution to
Schrodinger's equation

(V +a )g-„(r)=V, (r)g-„.(r), (3 1)

1(-„(r)=gaL,(e, k)gr (r),
L

where (also for r GS)

QL(r)=QCLL (00)JL (r)
L'

+ Gp( r, I'p) V (rp}PL, ( I'p)d rp
(S)

(3.4)

(3.5)

is the PF basis for the domain consisting of the

where the crystal potential possesses the symmetry
of some infinite regular lattice,

V, (r }=V, (r+Z„), (3.2)

for any Z„ that is a basic lattice vector. For simpli-
city we will assume that identical atoms are located
at the Z„; more complex crystals can be treated in
this theory but we do not discuss them at this time.
It is a well-known result of group theory that a solu-
tion to (3.1} for potentials (3.2) must satisfy Bloch's
theorem; that is,

gk z
it-„(r)=e "g-„(r+Z„), (3.3)

where k is a vector in the reciprocal lattice that la-
bels the particular solution to (3.1) satisfying (3.3).
Only certain energies e are compatible with a given
k in the reciprocal lattice', we seek these energies
and their dependence on k. These functions e(k)
occur in bands and form the energy spectra of elec-
trons interacting with the crystal potential.

We wish to calculate the bands and their associat-
ed wave functions using a mechanizable procedure
derived from a NMT theory that can be made self-
consistent. This theory should, ideally, augment our
understanding of the physics of a given problem
rather than confuse it. Furthermore, in order to be
of practical use, the theory (which will involve the
truncation of some infinite set of expansion func-
tions) should be rapidly convergent.

Let us expand the desired solution to (3.1) in
terms of the PF basis derived in the last section. We
seek a set of coefficients jaL (e, k)) such that (for
r ES)
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CI RCUMSCR I BE D

SPHERE S
INSCRIBED (MT j

SPHERE

or

1( k (r) =f,Gp(r, rp}V,(ro)gk(rp}d'rp

1(z(r)=f, Gp(r, rp)V, (rp)fk(ro)d ro

(3.6)

+ f Gp(r, rp)V (rp)fz(ro)d3rp . (3.7)

Let us, as usual, define

I-(r)= Gp(r, ro)V, (rp}gz(ro)d ro
(R 3—S)

=QCxL ( ao )JL ( r ),
L

(3.8)

CENTRAL
CELL Q

NEAR FIELD
MOONS

(THE REGION S-Q j

where the last equality is justified by (2.14) and
(2.17). We will now examine this term in greater de-
tail. If we expand the Green's function via (2.13) we
obtain

FIG. 1. Schematic representation of a typical central
cell, showing the limiting spheres and the separation of
the domains (the near-field region). Note that the bound-

ing sphere does not penetrate deeply into the nearest-
neighbor cells.

gz(r)= lr+—Jl (r)f, NL, {ro)V, (rp)
L (R 3—S)

X1(-„(rp)d'ro,

sphere circumscribing the central crystal cell (Fig.
1). The function fk(r) and the potential V, (r}
must satisfy (3.1)—(3.3). We write the integral equa-
tion solution to (3.1}as

(3.9)

which serves to define the ICAL(ao)I's.
Let us add and subtract a term to the integral

under the summation:

g-„(r)=—ir+Jq(r) f, NI'(ro)V, (ro)pk(ro}d rp+ f NL(ro)V, (ro)gk(ro)d rp
L

Nl ( ro) V ( ro)f-( ro)d rp(s —o)
(3.10)

The integral over {S—0) is well defined; it is just some number (though we will never have to explicitly evalu-
ate it) and the sum (3.10) converges as rapidly as the sum (3.9). We combine the first two terms (under the
summation) and obtain

gk(r }=—z+JL (r } f, NL (rp) V, {rp}gk(ro)d ro —f NL (ro) V, (ro)1( k(ro)d ro . (3.11)
L

Let us examine the first term in the large parentheses. If we change variables from rp~rp+Z„and integrate
over R —0 by integrating over each WS cell separately, we obtain

gk(r)= —a+JL(r) g f, ,NL(rp+Z„)V, (rp+Z&)1(z(ro+Z&)d rp
L ~~p

—f NI ( ro) V, ( ro)Pg( ro)d ro (3.12)

With the use of (3.2) and (3.3), this becomes

Xk(r)= —s+JL(r) g f, ,
Nt", (ro+Z&)V, (rp)e

'
"Pk(ro)d rp

L p~p

NL, (ro) V, (rp)g-(ro)d rp
(S 0) c k |,3.13)
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For all lattices such that
~ Z& i;„)

~
rp ~,„[Fp is restricted by Eq. (3.13) to lie in the cell; this condition

and its limitations are discussed in detail below], we can expand

Ni(ro+Z„)=g QIr,i L, Ji (ro)Ni (Z„), (3.14a)
L L"

where

Iii'i" f&i (r )yi''(& ) yi" (& )d r

and perform the sum over L" and LM, using the fact that

i' Z
Dii (k) = g QIii i-Ni (Zq)e

p~0 L"

are the structure constants of KKR. Then

(3.14b)

(3.15)

gz(F)= z+J—i(r} QDii(k) f, ,Ji (Fp)V, (rp)gk(Fo)d rp —f Ni(rp)V, (Fp)fk(Fp)d rp
L L'

(3.16)

Note that the term we added and subtracted in Eq. (3.10) is now folded into a sum over the structure constants
of KKR, and thus its cancellation is contingent upon the convergence of that sum.

We now write (3.7) as

1(k(F)=—x+Ji(F) QDii(k) f Ji (Fp)V, (Fp)gk(rp)d rp —f Ni(rp)V, (Fp)gz(rp)d rp
L L'

Gp( r, Fp) V, ( rp)g-„( rp)d'rp
(S)

(3.17)

and substitute (3.4) for
g &

(r) everywhere it appears in (3.17} (which is now justified since r, rp are both re-
stricted to lie within $}. Subtracting everything to the left and relabeling the indices, we obtain

gai(e, k) Pi(F)—f Gp(F, rp) V, (Fp)gi(rp)d ro
L

—s+Ji (r) Ni (rp)V, (rp)gi(Fp)dorp
(S—0)

—QDL'L"(k) Ji~"(Fo) V (Fo)A. (Fo)d ro ——0.
(0) (3.18)

Using the definition of the Pi(r }'s, Eq. (3.5), we get

gai(e, k) QJz, (r) Cii'(oo) —ir Ni'(Fo)V, (Fo)fi(Fp)d'rp
(S—0)

+ KQDi'i "(k ) Ji' ( Fp) V ( Fp)fi ( Fp)d l'p =0
(0) (3.19)

We now fold the reinaining integral term into the Cii ( oo )'s and define the quantities

Cii (oo)=Cii (ao) —s' Ni (ro}V (rod@(Fo)d rp= —a Ni'(ro)V(Fo)ki(rp)d rp(S—0) (R3—0)
and

$ii (oo)=Sii (co)+a Ji (ro)V, (Fp)gi(rp}d pp Ic JL'(F )V,p(F )k o(Fi)d orp,(S—0) (0)
in terms of which Eq. (3.19) becomes

(3.20a)

(3.20b)
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g~z(&, k) QJL, (r) CLL (m) —QDL L-(k)SLL,-(m) =0,
L L' L ~ I

(3.21)

which is almost our secular equation. This is the fundamental equation of Green's-function band theory and is
exact.

Let us now construct, from (3.21},the secular determinant to be solved for the bands e( k }. We use the varia-
tional procedure of KR, as this will yield bands correct to second order in the error in the wave function. It
has been noted (by Faulkner) that the variational procedure per se plays little, if any, role in the derivation of
the secular determinant; we disagree, for reasons we shall discuss below.

Equation (3.21) is valid for all r ES (not just r E0) and so we multiply by —a.V, ( r )p' 0( r ) and integrate over

S to obtain

gaL(e, k) g —a f JL, (r)V, (r)/~0(r)d r CLL (ao) QDL —
L (k)SLL (ao) =0

gI ()
L ~ I

(3.22)

or

pat(e, k} g[Sz z, (~)]' CLL (co)—QDL, t-(k)SLt, (oo) =0.
L L' L II

(3.23)

This will have a unique solution [a set of normalizable at (E, k )'s] if and only if

det g[S~,~,(~)]' CL",L, (~) QDt t-(—k)SLL, (ao) =0. (3.24)
L' L"

This is the secular determinant. However, it is very
difficult to solve in its present form. If we can show
that

det
~

[S', , {~ }]'
~
~0 (3.25)

This is the "usual" secular determinant. [In KKR
the diagonal SLL-( oo ), evaluated on the MT restrict-
ed potential, is inverted and separated from the
structure constants to form the cotangent of the par-
tial wave phase shifts; a similar procedure is fol-
lowed in App:ndix C.] It can be solved for the ener-

gy bands e(k) by the procedure of fixing e (or a in
the phase functions} and varying k (and hence the
structure constants} until (3.26} is satisfied. Alterna-
tively, the reverse procedure can also be used. One
can then solve the set of linear equations

0 0g Ct t ( oo )—QDL, L, ( k )SLt.-( ~ ) aL (e, k ) =0
L L tt

(3.27)

[again, using condition (3.25)] for the aL(E, k)'s,
from which one can reconstruct the wave function

g z ( r ) if it is required for, e.g., a SCF calculation.

[a condition related to the condition (2.31} for the
completeness and independence of the PL ( r }'s], then
we can use det

~

AB
~

=det
~

A
~

det
~

B
~

to require

det CL"L, (~) QDLT (k)S—t,t-(~) =0. (3.26)
L ~I

We can now see why a variational procedure is
preferred over the projective approach. First of all,
it guarantees the second-order accuracy of the
bands, which the projective argument, even if it
leads to the same determinant and bands, does not.
Second, as we have seen, a variational derivation im-

plies an additional condition, Eq. (3.25), that would

have been missed by a projective argument. Equa-
tion (3.25} is an explicit check for the completeness
and independence of the PL(r)'s. Furthermore, it
checks for the energy eigenvalues of the spherical
potential, which will correspond to the localized
core states of the modified atomic potential. Should
the test associated with (3.25) [or equivalently, Eq.
(2.31)] fail, then the full equation (3.24} must be
used to obtain the band states, which will be proper-
ly orthogonal to the core states. Finally, the projec-
tive argument is actually invalid in the case where
the solution obtained does not correctly extend into
the "moons"; in order to project out against a spher-
ical harmonic, one must be able to integrate the
function to be decomposed through all angles for
any radius r.

At this point we wish to discuss several potential-
ly troublesome aspects of this derivation. First of
all, the integral term added and subtracted in Eq.
(3.10) has been folded into the CLL ( 00 ) and the sum
over the structure constants and the Szz ( 00 ) (hence
we never have to evaluate it independently). Its can-
cellation depends now upon the numerical accuracy
of the phase functions and upon the convergence of
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the sum over the structure constants. This point
might concern us because this integral term, multi-
plied by JL (r) and summed over L will in general
diverge for

~

r
~

greater than the MT radius. Thus
Eq. (3.21) contains two terms which, if summed in
dependently over L, would also diverge for these r s.

We do not expect any difficulty, numerical or oth-
erwise, to arise from this observation. This is for
two reasons. First, the angular-momentum cutoff
inherent to scattering theories (and one of the priine
advantages of KKR) should guarantee that our sum
over the structure constants will converge sufficient-
ly rapidly to effectively cancel the divergence before
the sum over L is performed. Equation (3.21}con-
verges as rapidly as (3.9) from which it was derived;
only residual errors arising from truncating the basis
set can produce any problems. Second, if Eq. (3.25)
is satisfied the terms in (3.2I) separate That .is, the
sum over L is never performed and a set of indepen-
dent equations (3.27) result. We believe this to be
the reason that WM obtained meaningful results in
spite of the divergences in their multiple-scattering
equation. Whether or not their projective argument
was valid, it succeeded in producing a secular deter-
minant that effectively separated the terms in their
fundamental equation. The strong convergence
properties of Green's-function band theory then
yielded the best results their basis was capable of
though it was incomplete and though their expan-
sion for the Green's function for the crystal was
divergent for certain r. This is a powerful argument
in favor of using the Green's-function method in
band-structure calculations; it is so strongly conver-
gent that flaws in the implementation of the method
produce minimal errors.

A second point to discuss is the restriction
~Zq~;„)

~
ro~ „on the crystal lattice required

for Eq. (3.15) to converge. There are clearly many
lattices (i.e., the cubic or any close-packed lattice}
where this requirement is always met. There are
certainly other lattices where it may or may not be
met, depending on the substance studied. The re-
quirement that the crystal potential be decomposable
in spherical harmonics in the bounding sphere (see
Appendix B) produces a slightly stronger restriction
of the same sort. The deep nuclear potential of the
nearest-neighbor atoms must be far enough beyond
the edge of the bounding sphere that the numerical
decomposition of the potential can proceed without
difficulty. If it is not possible to satisfy either or
both of these related requirements for a particular
substance, it may be necessary to introduce a basis
(of empty cells) and work with the more complex
problem thus formed. The extension of this theory
to this sort of problem is deferred to some later
time; those interested might proceed along the lines

indicated by WM, who included a site label on their
cellular potentials.

A great deal of the structure of this method
derives from the earlier work of WM. Occasionally,
this paper may seem quite critical of their paper;
however, it is generally details of their method that
we are criticizing, not the overall approach. Indeed,
the authors are indebted to WM, for by isolating the
weak points of their derivation from a point of view
slightly different from those of Ziesche and
Faulkner, we were able to fix them up and so recov-
er an exact theory of essentially the same form. We
were motivated by the feeling that WM's results cer-
tainly "look right"; that is, they have the form one
would expect the exact NMT theory to have. At
this point we would like to briefly compare and con-
strast the two theories to emphasize their simulari-
ties and differences.

Both approaches begin with the phase-functional
basis. However, WM incorrectly represent the inho-
mogeneous term of the integral equation for the
phase-functional solution on the cell, neglecting the
near-field contribution from the moons between the
cell boundary and the bounding sphere. We correct
this by working with a basis defined throughout the
sphere which includes the near-field effects explicit-
ly and has a simple representation for the inhomo-
geneous term.

Both approaches then evaluate the integral equa-
tion solution to Schrodinger's equation for the entire
crystal, using the PF basis. WM break the volume
integral into an integral over the cell and an integral
over the outside of the cell. We break the volume
integral into an integral over the bounding sphere
and an integral over the region outside the sphere.
We do this to avoid working with a phase-functional
representation of the exterior integral. By adding
and subtracting a term under the summation over
Jt (r), we effectively repartition the integral to re-
cover the usual structure constants and modify the
CLL ( ao } coefficients accordingly. The result is the
multiple-scattering equation that would result if one
scattered the complete set of functions PL (r } off the
truncated cellular potential for all the cells of the
crystal.

WM derive the structure constants by examining
the three-argument expansion of the Green's func-
tion for the crystal. Their argument concerning the
cell partitionings for which their equations separate
is invalid, as it involves the reordering of an infinite
sum. This point is quite important and is covered in
detail in Appendix A. As a result their term con-
taining the structure constants, when summed
against the JL (r)'s, does not always converge. This
is by itself not necessarily bad; our equivalent term
does the same thing. However, their coefficients
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CL,L, (Do) do not contain the term (that we added and
subtracted termwise to emphasize the point) that
cancels this divergence. Hence their multiple-
scattering equation does not formally converge. As
we noted, this does not seem to make the theory
unusable because obtaining the secular equation ef-
fectively decouples each term in the sum from the
others anyway; the angular-momentum cutoff then
ensures convergence to an answer. The answer sim-
ply contains an error that is very difficult to esti-
mate.

We finally obtain, from a slightly different pro-
cedure, a secular determinant that looks very much
like WM's. In fact, the only differences are in how
we calculate the CLL (co } and SL,L, (Oo) (and hence0 0

the nondiagonal scattering matrix) and the varia-
tional approach to the secular determinant. As a re-
sult, we feel that our secular equation has the form
one would expect a NMT Green's-function band
theory to have. For this reason, and the reasons de-
tailed above, we believe this to be a viable general-
ized theory suitable for use in SCF band-structure
calculations and the most general statement of
Green's-function band theory made to date.

IV. CONCLUSIONS

In this paper we have presented the derivation of
a general technique, based on multiple scattering in
the phase-functional formalism, for solving the
band-structure problem. The results presented are
valid for lattices without a basis; the results can be
extended to a complex lattice (i.e., a lattice with a
basis} by adding a species index (label) to the quanti-
ties CLL, ( 0o ), SLL ( oo }, V, (r), PL, (r), and aL, (e, k).
The structure constants would then be modified in
Eq. (3.15}, since g-„(r) [through the aI (e, k)] satis-
fies Bloch's theorem on the lattice but not the basis.
We do not present the actual equations in this work,

as they can be obtained from WM's paper, changing
their basis functions CIL, (0o ) and SI"I ( ao } to ones
calculated along the lines suggested in this paper.
The results presented in this paper suffice for stud-
ies of pure metallic crystals, including the transition
metals, in a self-consistent manner.

At this time we are engaged in the application of
these results to a variety of test cases. We intend to
study a number of metals, including several treated
in some detail in the MT approximation for pur-
poses of comparison. Initially we will not do a SCF
calculation to avoid obscuring the direct utility of
the method, but eventually we hope to make the en-
tire procedure self-consistent. It is too early to re-
port on these results (though preliminary work
shows some promise), but we hope to complete at
least one calculation in the near future for demon-
stration purposes.

We feel that the phase-functional solutions
developed by WM and in this work have not been
exploited as fully as they might be in physics. In
particular, they appear to have possible applications
in ordinary scattering theory and atomic physics
where the Born approximation or other methods
turn out to be too expensive or inappropriate.

To conclude, we hope that this work fills the need
for a reliable, reasonably cost-effective method for
calculating SCF electronic energy bands without
recourse to the MT approximation.
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APPENDIX A: THE GREEN'S-FUNCTION EXPANSION

In this appendix we discuss the convergence properties of the Green s-function expansion. In particular, we
will examine the algebraic consequences of reordering the sums in the three-point expansion of Go( r, ro+ Z), as
was done by WM, and show that it leads to a diverging result. As usual we will work with the stationary
Green's function; the arguments are trivially extendable to include the other Green's functions for incoming or
outgoing waves.

We begin by examining [via (2.13)]

Go( r, ro+ Z) = &gNI. ( ro+ Z}JL (—r } (
I

r
I
(

I
ro+ Z

I
)

L
(Ala)

= —~QNL, (r —Z)JL(ro), (
I
r —ZI &

I
ro

I
)

L
(A1b)

= —x'QNL(Z)JL(r —ro) (
I ZI & I

r ro
I

)
L

(A lc)



4576 ROBERT G. BROWN AND MIKAEL CIFTAN 27

(A2a)x Jt, (F)

from (Ala) and Eq. (3.14a), and
r

Gp(r, rp+Z)= Kg —QQItt t.-Nt (Z)JL (i )
L L' L"

x Jt', (ro)

from (A lb). The parentheses are necessary to main-
tain the order of the sum. Suppose, now, we at-
tempt to reorder the sum, that is, claim that (A2b) is
equivalent to

+

Gp(r, rp+Z)= —ag g QILt L-Nt, (Z)JL(Fp)
L" L L'

(A3)xJt, (r),
which is just (A2a} if we relabel the indices. (Itt, L ~

is completely symmetric. ) We can then contract
(A5) according to (3.14a) and find that (assuming

I
Z

I
&

I
r

I
and

I
Z

I
&

I
ro

I
)

Gp( r, rp }+Z )= Kg Nt (—Fp+ Z )Jt, "( i' )
L" (A la')

if the requirement on (Alb) (
I
r —Z

I &
I rp I

) is sa-
tisfied. But this is not convergent for all r, rp such
that this condition is met. We already know that
(Ala) will only converge if its conditions are met,
and there clearly exist r, ro that will violate the con-
dition on (Ala} but satisfy the condition on (Alb).
We can make the contradiction more apparent by
changing variables so that r 0 ——ro+Z. Then

Gp(F Fp) = —KQNt ( i' p)Jt, ( F)
L

(A4a)

is the equivalent of (Ala) and requires that
r p I

&
I
r

I
. If

I
r

I
&

I
r p I, then

Gp ( r, r p ) = KQNt, ( F)JL ( Fp)— (A4b)
L

but we can always find some
I
Z

I
~0 such that

I
r —ZI &

I rpI. For that Z, (Alb) implies (Ala),
which implies (A4a), and we find that our reorder-
ing of the sum in (A2b) leads us to the contradictory
result that the Green's function can be expressed as
(A4a) or (A4b) for any r, r 0 without regard to the

which are the three ways of expanding the three-
point function so that Z is part of the argument of
Nt {.Alc} is the usual muffin-tin requirement and
expansion and we will not discitss it further. (Ala)
and (A lb) can both be expanded again if

I
Z

I
&

I rp I
and

I
Z

I
&

I
r I, respectively. We have

Gp( r, rp+ Z) = —«'g g +It t t. NL, (Z)Jt'."{ro }
L L' L"

relative size of their arguments. This is algebraical-
ly true. The terms in the sums (A2a) and (A2b} have
a one-to-one correspondence, but those sums will
converge only if added in the order indicated by the
parentheses.

This is why we were careful in Sec. III to perform
all of our algebraic manipulations under the summa-
tion over Jt (r ). If we treated the integral term over
the moons around the cell independently, it would
not sum in a convergent manner. This would neces-
sitate treating diverging sums numerically, and,
while the sums would still cancel to produce a con-
verging result, the requisite subtraction of large
numbers would introduce an unacceptable error. By
working within the sum over Jt (r ) we never have to
subtract a pair of diverging partial sums W.e sub-
tract only the terms that if summed would diverge,
but are perfectly well-defined numbers otherwise,
and thus avoid the necessity of working with large
numbers. In practice we do not even do this sub-
traction; we actually invert the matrix St",L, (ao),
multiply the result into the Ct, t, ( ao) and then sub-
tract off the completely separate structure-constant
matrix (as seen in Appendix B).

APPENDIX B: EVALUATION
OF THE PHASE-FUNCTIONAL BASIS

The integral equations for the phase functions are
(from Sec. II)

Crt. (r)=Ct.t'(ao}—«f Nt'{Fo)V(Fo)4t(ro)d rp
(s)

{2.25a)
and

SLt (r)= —«p Jt'(ro)V(rp)kt. (Fp)d rp
(S)

{2.25b)

on the spherical domain S. We also must evaluate
in parallel the phase functions

CPz (r) =Ctt(ao ) «f, N—t', .(ro) V(Fo)PL, (rp)d'ro
(0)

(3.20a')
and

P

StL (r)= —«Jt (ro)V(ro)PL(Fo)d rp
(0)

(3.20b')

on the cell Q for use in the secular equation (3.26).
Recalling that {()t.( r ) is given by

Nt. (1 } g[Ctt ( r)Jt. ( r )+Stt (r)Nt. (6]
L'

for r GS (note that the phase functions on the sphere
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must be used, not the phase functions on the cell) we
define the following decompositions:

dSLL

dr
KP—g +i'(P)VL "(r)fLL"'(r)IL'L"L'" ~

L" L"'

V(r)=QVL, (r) YL, (r")
L

with

V~I (r)= V (r)Y~(r)d r,
(4 )

where

(B1)

(B2)

and

(B11b)

dCLL' 2=sr ggni(r)VnL"(r)p, LI "(r)IL, L, -L,-,
dl

V(r), r&S
0, rES

PL (r)=ggz (r)YL, (r) for r &S
L'

with

(B3)

(B4)

dSLL

dr

where

(B12a)

KP g +I (P)VnL„(l )$LL „,(r)II,L „I„,
~

L" L"'

(B12b}

/ALL, (r) = [Cl'L'(r}J'i(r)+SIL, (r)ni (r)] , (B5)
IL,.L, I. Y——I". (r)YL-(r)YI "(r)d r

(4m )
(3.14b')

describes the angular mixing. The boundary condi-
tions on the differential equations (Bl 1}are

Vn(r)=QVnL(r)Y (Lr")

L

with

VnL(r)= f Vn(r)YI'(r)d r,

(B6)

(B7)

and

Ci'L (0)=5L,L,

SLL (0)=0,

(2.26a)

(2.26b)

where

V(r), r CQ

0, r fKQ.
(B8)

and

dCLL

dr (4m )
=lrr f NI (r)Vn(r)PL, (r}d'r,

(B9b}

(B10a}

dS
iver JL, (r}Vn(r}PL—(r)d r".

dr (4~)

(B10b)

Integrating over angles (using the decompositions
just given), we obtain

dCLL

dr
=sr ggni(r)VI (r)$11-(r)II z .L. ~,2

L" L"'

(B11a)

From the integral equations for the phase functions
we obtain the following coupled ordinary differen-
tial equations:

dC' ~

dr (4 )
=sr f Nl'. (r)V, (r)PL(r)d r, (B9a)

dS' ~

ar —JL, (r) V(r)P L(r)d r",
dr (4~)

and they can be numerically integrated out from the
origin to r equal to radius of S, where the phase
functions become constant. Solving (Bl 1} alone al-

lows one to obtain PL (r), but we also require the
phase functions on the cell, which depend on PL (r)
on the sphere. These functions [the solutions to
(B12}with the same boundary conditions (2.26)] will

be identical to the CL,I. (r) and SL,L (r) out to the ra-
dius of the inscribed sphere, at which point the
Vol (r) begin to differ from the V L (r) An ef.ficient
algorithm for evaluating the two kinds of phase
functions in parallel is thus as follows:

(a) Integrate the phase functions CLL (r) and
SI'.I. (r} from the origin to the inscribed sphere.
[This can be done only after a routine to generate
the V I (r), Vnl. (r}, etc., has been written. ] The ma-
trix must be truncated at some L,„, and need not
be saved at intermediate values of r unless one
wishes to reconstruct the wave function.

(b) Using the values of CLL (r) and SI'I (r) on the
inscribed sphere as boundary conditions, one in-
tegrates both (Bl1) and (B12) out from the origin.
Since both differential equations require the same
P'lL {r}and only (B11) generates a new PL,L {r+hr}
a step further out, the routine integrating (B11)must
be kept a step or two ahead of the routine integrat-
ing (B12). In this way one can avoid storing the in-
termediate CLL (r) and SLL (r) for more than the
one or two values of r needed to integrate first (B11)
and then (B12) the next step out.

When r reaches the circumscribed spheres, both
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sets of phase functions become constant. The
CLL (ee) or SLL (eo) matrices can be determinantal-

ly checked to see if they satisfy the variational-
completeness test (2.31) or (3.25) and then discarded.

The CLL ( ae ) and SLL {ee ) can be used in Eq. (3.26)
to solve for the bands e{k ) after making the follow-

ing simplifications.
We take

gaL(e, k) g[SL,L,(ee)]' CLL (oe)—LDLL-(k)SLL (ee) =0 (3.23)
L' Ltt

and simplify it to iL'L"{ee } gCLL'{ ee )SLL"{ee )
L

(B19}

CLL ( m )=Jr)L L ( oo ) SLL-( a)) .Q Q Q

Llt

Then (3.23') becomes

+[7)LL'(ee) DLL (k)]bL—(e, k) =0,
L

(B14)

(B15)

and the secular determinant is just

det
~
r{LL ( ee )—DLL ( k )

~

=0 . (B16)

The s)LL(ee) is the analog of the nondiagonal

scattering matrix for the single-site potential. If we

use the spherical phase functions

CLL'{ ee ) ggL'L "{ee }SLL"{ee } ~

Ltt
(B17}

then the r)'LL (ee) is the scattering matrix for the

spherical domain S, related to the cotangent of the
partial-wave phase shifts but nondiagonal due to the
nonspherical symmetry of the potential V, {r ). (B14)
and (B17) are defined as they are to avoid the ques-
tion of left versus right inverses [since the CLL ( ao )

and SLL ( oo ) are not necessarily Hermitian]. If we

define SLL' ( 00 ) by (for the domain Sor Q)

(B18)
Llt

then

Q Qg CLL (~) QDL—L-(k)SLL-(~ } aL(e, k)=0
L L"

(3.23'}

with the use of the condition (3.25). To solve this

equation we define (see WM)

bL (e, k)=QSLL (ee)a'L(e, k} (B13}
L

and

in the order shown. This allows us to complete the
algorithm for evaluating the bands e(k), which re-

quires that DLL (k) be available for arbitrary e, k
When steps (a) and (b) above are completed, we con-
struct riLL ( ee ) from (B14) or (B18) and (B19). We
then vary k for the given e until determinantal con-
dition (B16) is satisfied. This yields the band struc-
ture e(k) at a point in the reciprocal lattice, which
can be carried to several other points using the sym-
metry transformations of the point group. Repeat-
ing this procedure for different e's, we ultimately
generate the entire band structure e(k) for the crys-
tal. Once condition (B16) is satisfied, the set of
equations (B15} can be solved for the [bL(e, k)]'s
and the [aL(E,k) j's, if desired.

We strongly recommend that those interested in
performing a band-structure calculation consult
WM's appendixes and proceed with some caution.
We have simplified the notation somewhat for clari-

ty, but if one wishes, for example, to use real spheri-
cal harmonics and avoid using complex numbers
{which can be done if the lattice and cellular poten-
tial possess inversion symmetry), then care must be
taken to use the appropriate phases so that the addi-
tion theorems used extensively in the analysis work
correctly. (This is the major function of the spheri-
cal harmonics per se in the formalism of the paper
and arises because the Green's function involves
only

~

r —re~.} Ham and Segall also make many
relevant observations concerning imaginary phases
in the free spherical waves (that we have omitted in
the interest of clarity) in their table of structure con-
stants for Green's-function band-structure calcula-
tions. These are important when e ~0 and can in-
troduce confusion when applying the method
described herein unless caution is used.
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