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In this paper we study carrier recombination in amorphous materials. The dynamics is
described through continuous-time random walks, for which several stepping-time distribu-

tions are used. %'e determine the probability of the carrier being captured at the recombina-
tion centers from the number of distinct sites visited in the walk. The overall process is then

modeled in the framework of chemical reactions. Our approach unifies the derivation of de-

cay laws due to recombination and allows a critical evaluation of former results; these con-

clusions are verified both by analytical and by numerical methods.

I. INTRODUCTION

In the last few years, processes of carrier recom-
bination in disordered materials have attracted con-
siderable theoretical' and experimental atten-
tion. For wide classes of materials the decay law
due to recombination is highly nonexponential in
time. An algebraic decay law provides a good
description of the behavior for longer times

N(r) ~cr s.
Here N(t) denotes the survival probability of the
carrier at time t, and P is a parameter of the process,
0(P(1.

Recombination of two oppositely charged car-
riers, species A and 8 (say electrons and holes), is
supposed to occur predominantly at particular
recombination centers (rc). A general theoretical
treatment of the process has to include both the
Inotion of the carriers and also their encounter at
the rc. For simplicity, we will assume that one sort
of carriers, for example, 8, reaches the rc very

quickly, so that the recombination is determined by
the motion of the A-type carriers to the already 8-
occupied rc. In the following discussion, only these
re will be considered. Furthermore, we assume that
the A carriers recombine at the first encounter of a
rc and we describe their motion as a random walk.
In the amorphous material the distribution of sites

involved in the carrier transport is random, and we
are faced with the problem of a random walk on a
random lattice. Since no exact approach to this
problem is available, we have to use approximate
schemes, such as the very successful continuous-
time random walk (CTRW). ' ' In a simple ver-
sion of the CTR%, one lets the walk take place on a
regular lattice, and mimics the disorder through
stepping-time densities f(r) (Ref. 12); this version
decouples the temporal process from the spacial one.

In recent theoretical works by Ngai and Liu it
was asserted that the decay behavior of Eq. (1) can
be explained through a CTRL model with a
stepping-time density of the form '

g(t)=car 'exp( cta), 0—&a &1 .

In Ref. 4 this form was obtained by assuming low-
frequency fluctuations, and it is claimed that this
equation fits the experimental parameters. %e note
that this g(t) also foBows from multipolar transfers
in a spatia11y disordered system. ' ' On the other
hand, Scher and Montroll modeled transport in
amorphous media through a P(t) which displays a
long-time tail

p(t)~r ' r, 0&y&1.
The use of this f(t) was criticized by Ngai and

Liu, who maintain that it does not lead to Eq. (1).
The controversy thus touches the fundamental ques-
tion of the correct description of transport in disor-
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dered systems.
Another aspect of the problem connected with

Eq. {1) is whether a unimolecular or a bimolecular
reaction type applies. References 1 and 3 stress the
unimolecular behavior, whereas Refs. 2 and 4, to-
gether with interpretations to experimental re-
sults, favor a bimolecular explanation.

The purpose of this paper is to clarify the situa-
tion and to connect the different approximations. In
Sec. II we start from a model involving a single ran-
dom walker on an infinite lattice with randomly dis-
tributed rc and calculate the decay law due to
recombination. Vfe present approximations to the
exact decay law and relate these to the average num-
ber of distinct sites S(t) visited during time r. In
Sec. III we extend the calculations to the case of
several random walkers; in terms of chemical reac-
tions we analyze the recombination both in uni-
molecular and in bimolecular reaction schemes.
Since our analytical expressions are mainly asymp-
totic results valid for long times, we present in Sec.
IV the rates for the decay due to recombination also
for short and moderately long times; these rates are
determined through numerical calculations for the
stepping-time density given by Eq. (2). This paper
concludes with a critical summary of results.

Here P„(t) is the probability of having performed
exactly n steps in time t, which in the CTR% for-
malism is related to the stepping-time density f(t)
through '

{()„(u)=[tP(u)]"[I —g(u)] ju,
where f(u) =W[f(t)] is the Laplace transform of

(r).
Equations (5) and (6) are exact. Analytically,

however, the distribution of R„values is not gen-
erally known. One therefore has to resort to approx-
imations.

A canonical way to proceed is to use a cumulant
expansion of Eqs. {5) and (6) in terms of
A,

—= —ln(1 —p). This approach was discussed by us
in Refs. 16, 18, and 19, where we pointed out that
the expansion works best for higher-dimensional lat-
tices. In this paper we restrict ourselves to a three-
dimensional simple cubic lattice; in this case for ran-
dom walks with fixed stepping-time frequency and
for low rc concentrations (p «1), already the first
cumulant, i.e., the mean number of distinct sites
visited, S„=—{R„),allows a satisfactory description
of the decay:

II. RECOMBINATION IN A RANDOM-
%ALK SCHEME

In this section we treat the recombination of an
A-type carrier at a rc as a first-passage-time problem
for a random walk on a regular simple cubic lattice
with stepping-time probabihties tP(t). For a particu-
lar realization of the random walk without rc we let
E.„denote the number of distinct sites visited in n

steps. For the same realization of the walk T„
denotes the probability (over the ensemble of lattices
with rc) that recombination has not occured up to
the nth step. The quantities E.„and T„are stochas-
tic variables related through' '

T„=(1—p) " (4)

Here the rc (occupied by type-8 carriers) are taken
to be randomly distributed over the lattice and to oc-
cupy its sites with probability p. %e take the origin
of the walk not to be a rc (otherwise see Ref. 18) and
the recombination to occur instantaneously at the
first encounter of a rc, i.e., the first-passage-time as-
sumption. For walks with fixed stepping frequency
the decay law is the average of Eq. (4) over all reali-
zations of the random walk in space:

(&)

whereas for walks in continuous time the decay also
involves a temporal average:

A major advantage in using Eq. (8) rests in the
fact that much information on S„ is known from the
generating function formalism; higher cumulants
are much more difficult to evaluate. For
three-dimensional random walks, S„behaves asymp-
totically as S„=an+0(~n), where for nearest-
neighbor random walks on cubic lattices the con-
stant a is given by the inverse of the corresponding
%atson integral. ' '

In the CTR% representation we obtain, therefore,
for low rc concentrations and three-dimensional lat-
tices, the following:

@(r)= g e "P„(&) (p«1) (9)

where we used Eqs. (6) and (8).
Two approximations to Eq. (9) are now possible.

One approximation is to view the sum over n as a
time average and to consider a cumulant expansion
in time. Here the first cumulant is

and ln this case one has

pS(t}-
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W[qi(r)]= g [e i 1((u)]"
n=O

=[1—g(u)]/Iu[1 —e ~g(u)]] . (12)

Both forms, Eqs. (10) and (12},have their respec-
tive advantages. Equation (10) is certainly superior
in describing the short-time decay. As pointed out
in Ref. 16, the approximation (10}is convenient for
an exponential stepping-time distribution, where it
approximates well the true decay form, Eq. (6). The
approximate form (10) gets poorer, however, if the
stepping-time distribution gets broader, ' as, for in-
stance, for higher multipolar interactions in Eq. (2).
The disadvantage of Eq. (12) is that it is not readily
extendable to lower dimensionalitics. Its main ad-
vantage rests in the long-time description of the de-
cay law, as we now show.

As is evident from Eq. (12) the decay law depends
on P(u), the Laplace transform of g(t). The long-
time behavior is crucially determined by the first
moment ~i of the P(t} distribution,

~,= J Chrg(r).

If ~& is finite then f(u) = 1—~iu for small u. In this
case one has from Eq. (12), for longer times,

«nce a time domain 4(t) compatible to
behavior is

qi(r) =e

i.e., an exponential. ' Long-time tails in f(t) may,
however, lead to deviations from Eq. (13) for very
long times. For the stepping-time distribution of
Eq. (3), ~& is infinite. One then obtains

g(u) =1—r(1 —y}u"/y,

where I (x} is the Euler gamma function. 24 In this
case one has

~[@(r)]-[r(1 y)/y]u~ 'I. (u}, —

a form which has been used extensively.
This is best seen by defining the decay rate k(t) of
4(t} through k(t)= 4—(t)/4(r) and noticing that,
from Eq. (10},

k(r)~p dS
(11)

dt
'

the first-passage-tine rate of Ref. 23.
The second approximation to Eq. (9) is obtained

by making usc of S„oman, which together with Eq.
(7}allows the direct summation of Eq. (9),i

with

for three-dimensional lattices. For g(u)=1 —wiu

one obtains S(t)-at/r&. Thus Eq. (10) leads in this
case also to Eq. (13}. For

P(u) =1—r(1 —y)ur/y

the situation is, however, very different. Using Eq.
(15) and the same Tauberian theorem leads to

S(r)-ar "/[r(y)r(1 —y)] .

Therefore Eq. (10) implie

4(t) -expI —Parr/[r(y)I (1—y)] [ . (16)

Note the difference between Eqs. (16) and (14).
From our numerical experience we view Eq. (14) to
be tbe better approximation at longer times. This is
due to the fact that assuming S„=an works very
well in three dimensions for moderate and for large
n (sm Ref. 20). The summation in Eq. (12) then
takes care of all temporal cumulants of P„(t},whose
inAuence is significant for broad distributions, and
which are neglected in Eq. (10).

%e should emphasize that in the derivation of Eq.
(14}no use has been made of the particular form of
S(r), the determining factor being [1—g(u)]/u in
Eq. (12}. Nevertheless, one may express Eq. (14) in
the form

e(~) -[Pr(1+) )r(1—) )S(r)]

a fact noted already by Scher. ' The extension of this
result to other dimensionalities calls for further at-
tention.

In this section we considered the decay of a single
random walker captured by the rc. %'e arc now

L (g)- I 1 —e ~[1—I (1—y)u r/y]I

being a slowly varying function of u, for v~0.
With the use of a Tauberian theorem (Theorem 4,
p. 446 of Ref. 25), one obtains

4(r)-r "/(pay)
1

for long times. For y= —,, Eq. (14) was already es-

tablished through an exact inverse Laplace
transform. '

Consider now the approximate form Eq. (10). We
remark that S(u), the Laplace transform of S(r), is
given by' '

S(g)= {u [1—f(a)]P [0;f(u)]] ', (15)

where P(0;z) is the generating function of the walk
and

lim P(0;z)=a
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ready to proceed to the case of several walkers
present on the lattice.

HI. RECOMBINATION AS A CHEMICAL
REACTION

The purpose of this section is to relate the recom-
bination process described in the Introduction to a
chemical reaction and to quantify it with the help of
the results of Sec. II. Let Nz(t} denote the number
of A-type carriers at time t and Ntt(t) the number of
rc occupied by 8-type carriers. Recombination is
then described through

=N„(O)e-r""=N„(O)e(t) (25)

total number of sites. This is now an approxima-
tion, since in the previous derivations p was assumed
to be constant. Vfe note, however, that the hopping
occurs on a shorter time scale than the recombina-
tion, so that on the time scale of P(t}, Ns(t} is
quasistationary. By identifying in Eq. (20) k(t) with

K(t)Ns{t), K(t) turns out to be K(t)=a/(Nrr, ).
Setting now this value into Eqs. (22) and (24) we ob-
tain

Nq(t) =Nq(0) exp
Cat

N„(t)+C =Ntt(t), (19)

from which (in the absence of other processes) con-
servation of particles implies

in the unimolecular case, and

Npr)
N„(t)— = Nr /S (t)

ct
(26)

where C is a constant. %e denote the reaction rate
of (18) by K(t) and have

df
N„(t—)= K(t)N—„(t)Ns(t) (20)

t
Nz(t)=N&{0)exp —C f K(t'}dt' (22)

which is a quasiunimolecular decay. If Nq(0)
=Nz{0), then C=O. From the limit C~o+ one
has r{x}=1/xand thus

[N&(t)] '=[N„(0)]-'+ f K(t')dt', (23}

a bimolecular decay, which for longer times behaves

f —1

N„(t)- f K(t')dt' (24)

Other cases are easily obtainable from Eq. (21).
Let us relate Nq(t} to 4(t) of the preceding sec-

tion. We again have to distinguish between the dif-
ferent cases for P(u), depending on the existence of
j]o

For finite ri the form of qi(t} is given by Eq. (13},
from which we have k(t}=pa/ri. We remark that
p of 4(t) is the number density of rc, so that we
have to identify p with N~(t)/N~, where Nz is the

which, with Eq. (19), is easily integrated by a vari-
able separation:

r[Nq(t)] —r[Nq(0)]= f K(t')dt', (2l)

where r(x)—=C 'ln(1+C/x).
Two limiting cases are of interest. If

Ns(0)»Nq(0) then C»N&(t}, and therefore we
are in the low x/C limit. In this limit
r(x)=C 'ln(C/x) and

in the bimolecular ease of Eq. (23). We remark here
that neither Eq. (25) nor Eq. (26) corresponds to the
decay law of Eq. (1). This point will be stressed fur-
ther in the discussion of Sec. IV. It should be noted
here, however, that for a limited range of t values a
behavior as in Eq. (1) could obtain simply due to
other values of C than the special cases which we ex-
plicitly considered.

For a stepping-time distribution as in Eq. (3),
whose first moment v~ does not exist, we have to
refer to the decay law Eq. (14). The unimolecular
behavior obtains, as before, ' '

Ng (t) =Ng (0)4(t)-Nq (0}l(payt"),

which has the same form as Eq. (1). Calculating
k(t) from —4(t)/4(t) we now obtain k(t)=t
Thus for longer times k (t) is independent of the con-
centration of rc and of the parameter y.

The independence of k(t) on p renders now quite
arbitrary an identification relating k(t) to K(t). As
also noted in Ref. 1, an investigation of the bimolee-
ular decay cannot be readily inferred from Eq. (14).
The reason for the difference from the previous case
(finite ri) rests in the fact that for finite r& both ap-
proximations of Sec. II, Eqs. (10) and (13), lead to
the same decay. As noted, Eq. (10) is more ap-
propriate at shorter times. One can thus safely ex-
tend the information on the asymptotic behavior of
the decay rate to also cover the shorter times needed
for the integral in Eq. (21). For infinite r, the situa-
tion is different, and a naive insertion of k(t) =t
into Eq. (21) leads to divergent behavior at short
times.

In this section we have connected the recombina-
tion in the random-walk scheme to the chemical re-
action Eq. (18). Here, as in previous investiga-
tions, ' ' the dynamics of the process enters
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2.

0.5

25 50 75 t/,

FIG. 1. Decay rate k(t) due to carrier recombination
in the regime of low rc concentration p. The stepping-
time density f(t}of the CTRW is given by Eq. (2); here a
is, respectively, 0.5, 0.3, 0.2, and 0.15. The time is scaled
in units of the mean stepping time ~~, we plotted k(t)/p
vs t/r&.

through the reaction rate K(t) We rem. ark that oth-
er treatments of recombination in amorphous sys-
tems also admit chemical analogs, which, however,
have a different character. In the multiple-trapping
models it is assumed that anly the mobile carriers
can recambine, and that their motion is temporarily
stopped by trapping. The reaction scheme is there-
fore

A~, ,

A +B—+AB,

(28a)

(28b}

where A, are the carriers immobilized by trap-
ping. ' In this case the time dependence of the
recombination Eq. (28b) is due to the trapping and
release processes (28a).

IV. NUMERICAL RESULTS
AND CONCLUSIONS

From the discussions of previous sections it be-
comes obvious that a purely analytica1 treatment of
the CTRW model is restrictive, since in most cases
the decay laws due to recombination could be deter-
mined only for a very low density of carriers
(p && I } and in the long-time limit. These difficul-
ties may be overcome by the use of numerical
methods, as we shaw in this section.

To exemplify the procedure we start from the

stepping-time distribution function Eq. (2), used by

Ngai and Liu (Ref. 4). One verifies readily that all

moments of this P(t) exist. From the discussion in
Secs. II and III this implies a constant decay rate for
longer times. Thus in a unimolecular reaction
scheme the decay, Eq. (25), is exponential, whereas
for a bimolecular reaction one has from Eq. (26}
Nz(t)-t ' for long times. These results contrast
strongly with the decay laws given in Ref. 4, Eqs.
(60) and (66), which show a different time behavior.

At this point it can be argued that all analytical
approaches presented are only approximate, so that
for certain parameter ranges the result of Ref. 4 may
hold. We can check this possibility only through
numerical simulations. Before demonstrating this,
we first point out the reason for the existing
discrepancies. Equation (53}of Ref. 4 is recognized
to be the Laplace transform of pdS(t)/dt, when our
Eq. (15) is used, and one identifies p with 1/( V —1),
where V is the voluine of the finite crystal. There-
fore, F(t) of Ref. 4 is identical to k (t), our Eq. (11}.
Obviously, here it makes no difference whether fin-
ite or infinite lattices are considered. Using the ex-
pansion P(ti) =1—uri in Eq. (53) of Ref. 4 leads to
k(t)—=F(t) ~pa/ri, the standard result of Sec. II.
This result is different from Eq. (57) of Ref. 4,
which shows a complex time dependence.

We now present the decay rate k (t) for short- and

medium-ranged times, 0& t/~& & 100, where we con-

sider a nearest-neighbor CTRW on a simple cubic
lattice with a distribution f(t) which obeys Eq. (2).
We start from a very low density of rc and study the
influence of the parameter a on k(t}. We concen-
trate on k(t}, since all moments of Q(t} exist, and
thus, as shown in Sec. III, the decay rates K(t) are
readily related to k(t) For this. , we first evaluate
numerically S(t} from Eq. (15), using the exact
analytical form of P(0;z) as given by Joyce and an
inverse Laplace-transform procedure based on Ref.
29. In Eq. (15) f(ti), the Laplace-transform of f(t),
Eq. (2), is also needed; we evaluated f(u) using the
series expansions formulated in Ref. 14.

The decay rates k(t} for the low-concentration
limit (p «1) are presented in Fig. 1. Here we let
the parameter a of Eq. (2} take the values a=0.5,
0.3, 0.2, and 0.15, and we consider the time range
0&t/~& &100. As is evident from the figure, the
dispersive regime [region of large variations of k (t)]
is larger for lower values of a. Remarkably, howev-

er, for a=0.5 the decay rate reaches an almost con-
stant value after the time t =19r~, where ~~ is the
mean stepping time. Even for a=0.3 the value of
k (t) does not change much for t )30~~. Remember-

ing that the values of a sometimes used to explain
experimental findings range from a=0.3 to 0.7, '

we infer that for very low rc concentrations
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p = 003

05. O. I

25 50 75 tj

FIG. 2. Decay rate k(t) for higher rc concentrations,
p =0.03, 0.1, 0.3, and 0.5 for Pt) given by Eq. (2) with
a =0.5. The units are as in Fig. 1.

(p &0.001), apart from the onset, the decay law is
quasiexponential in the time regime studied. For the
record, we note that all curves in Fig. 1 have the
same limiting value, so that for very dispersive
behavior (a &0.2) the asymptotic domain is reached
quite slowly.

In the short-time domain (t &10r i) we remark
that k(t)/p turns out to be larger than 1. This is
different from the behavior encountered in random
walks with fixed stepping frequencies, where one al-
ways has k„/p & 1. The behavior found here can be
traced to the large values of g(t), Eq. (2), for very
small t. '

As mentioned in Sec. II, only if the concentration
of rc is not too high (p & 0.01) is the decay law dis-
cussed here determined mainly by S(t}. To show
what happens at larger concentrations and to rein-

force our findings through an independent numeri-
cal method, we have performed a series of simula-

tion calculations. In these we have generated ran-
dom walks on the simple cubic lattice by using the
stepping-time distribution Eq. (2} for several values

of a. In every case some 4000 realizations of the
walk were created. The advantage of the simulation
procedure is that one obtains the whole distribution
of the number of distinct sites visited in time t, and
not only the mean value S(t) From this .distribu-
tion we obtain directly the exact decay. ' '

For large p the difference between the exact decay
law, Eq. (6), and the approximate form, Eq. (9), is
substantial. The same is, of course, true for
k(t}=—4(t)/4—(t}, a fact exemplified in Fig. 2,
where we plotted k (t)/p vs t for a =0.5 for several p
values, p =0.03, 0.1, 0.3, and 0.5. We find that for
small-p values the constant k(t) regime is reached

quite rapidly. Remarkably, however, for very large

p the values of'k (t)/p are considerably smaller than
those of the corresponding limiting curve for p~0
in Fig. 1. This is due to the fact that for larger p the
higher moments of the distribution of distinct sites
visited become increasingly important, so that Eq.
(9} decays more rapidly than the exact recombina-
tion law, Eq. (6), viz , a.lso Refs. 16 and 18.

In conclusion, through independent analytical and
numerical methods we have established that the
stepping-time distribution f(t}, Eq. (2), leads to a
time indep-endent rate k(t) for longer times. 0 This
reaffirms the fact emphasized in Refs. 12 and 24,
that well-behaved stepping-time distributions give
rise to normal transport. Thus in the range of
parameters considered the decay law 4(t) is quasiex-
ponential. From the results of Sec. III the same
holds for the quasiunimolecular decay due to recom-
bination, Eq. (25), whereas in the bimolecular case
Nz(t) is at long times proportional to 1/t, Eq. (26).
Neither of the two laws has the structure of Eq. (1),
in contrast to the forms of Ref. 4, and we concur
with Scher's conclusion' that only pathological
lang-time tails for P(t), such as Eq. (3), result in

Nq (t) having this structure.
For pathological g(t) forms, care must be taken

that the analysis of the recombination starts from
the exact form, Eq. (6). As we have shown in this
paper, Eq. (10) stemming from the cumulant expan-
sion in time, gets poorer if the distributions f(t) be-
come broader. In three dimensions the distribution
R„of sites visited in n steps is sharply centered
around its mean S„;also one has to good accuracy
S„=—an. This leads then to a very satisfactory ap-
proximate form, Eq. (12).

In the framework of the CTRW and using
chemical-reaction schemes we have presented in this
work a unified picture of carrier recombination in
amorphous materials. From an exact decay law we
have derived several approximate expressions, valid
for different stepping-time distributions for low rc
concentration and longer times. Furthermore, for a
definite stepping-time distribution we have assessed
the limits of validity of these asymptotic expressions
by numerical methods.
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