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High-precision, constant-volume specific-heat measurements were made on pure liquid
'He in the normal phase. The data were obtained for temperatures between 7 mK and 2.5
K and in the pressure range 0—32.5 bar. Below 30 mK the results are about 25% greater
than those from two other very recent experiments and about 10% less than the earliest
values. Between. 30 and 500 mK the data agree with all previous measurements to within

about +5%. Above 500 mK the present measurements are the first to be reported at other
than saturated vapor pressure. Several checks indicate that only the present very-low-
temperature data are thermodynamically consistent. Consequently, adjustments must be
made in all of the previously determined Landau parameters. In agreement with theory, the
low-temperature specific-heat data at all densities can be described well by a function which
includes terms only in T and in T lnT. This form, however, seems to apply out to higher
temperatures than expected. From the coefficient of the T lnT term values of the Landau
parameter F l are extracted which are consistent with other determinations.

I. INTRODUCTION

In two very recent experiments' the specific heat
of liquid He was measured in a temperature range
extending below 1 mK and over the entire pressure
range of the liquid phase. The primary goal of these
studies was to provide information concerning the
deviations from the Bardeen-Cooper-Schreiffer
(BCS) theory as applied to superfluid He. Even
though the findings from these two experiments are
in excellent agreement, serious questions arise be-
cause the normal-phase data differ appreciably from
previous measurements. The discrepancy, which
in the worst case is 40%, is particularly significant
since it is from the low-temperature normal-phase
specific-heat results that one extracts the effective
mass of the He quasiparticles. This parameter
plays a very fundamental role, not only in the I.an-
dau theory of the normal liquid, but also in the vari-
ous theories which apply to superfluid He. Unfor-
tunately, because of experimental limitations, the
newest' sets of data extend up in temperature only
to about 10 mK, and consequently the important
direct comparison with many of the older higher-
temperature experiments ' is not possible. Be-
tween roughly 30 and 500 mK all of the previous
specific-heat measurements agree to within about
10%%uo.

In this paper new high-precision C~ results are re-
ported for the normal phase of liquid He. The data
span the temperature range 7 mK to 2.5 K and the

pressure range 0 to 32.5 bar. At the lowest tempera-
tures the present data lie in between the two ex-
tremes but closer to the older values and at inter-
mediate temperature approximately in the middle of
the smaller spread of previous results. ' Above
0.5 K the present data are the first to be reported at
other than saturated vapor pressure (SVP)."' Al-
though there is no obvious explanation for the very
large spread of previous results at low temperature,
several checks performed on the data indicate that
only the present specific-heat measurements are
thermodynamically consistent. A brief report on a
portion of this work has previously been published. '

II. EXPERIMENTAL DETAILS

A. Calorimeter

A cross-sectional drawing of the calorimeter is
shown in Fig. 1 and some of the physical parameters
are summarized in Table I. The heavy-walled sam-
ple cell was machined from high-purity silver and
had a nominal volume of 11 cm . Epoxy' was used
to form the seal at the point where the cylindrical
body threaded into the base. Nineteen silver rods
(1.3-mm diameter, 5 cm long) were welded into
holes which were drilled through the base in a
close-packed pattern with a center-to-center spacing
of 3.5 mm. Silver powder was sintered around each
of these rods using a graphite mold to form 2.8-
mm-diameter posts. The silver powder' used
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FIG. 1. Calorimeter.

TABLE I. Calorimeter details.

Sample volume: 11.43+0.03 cm
Volume of silver sinter: 3.5 cm
Surface area of sinter: 2 m2

Principal construction materials:

Silver: 278.3 g
Silver sinter: 14.5 g
Copper: 9.2 g
Be-Cu: 3.4 g
Cu-Ni: 0.2 g
Pt-W: 0.2 g
1266 epoxy: 0.2 g
Speer resistor: 0.2 g

(flakes with a diameter of & 3 pm and a thickness of
-0.2 IMm) had a magnetic impurity level of about 2
ppm. ' From Brunaver-Emmett-Teller (BET) ad-
sorption measurements using krytpon the total sur-
face area was determined to be -2 m . This rela-
tively small surface area was sufficient to reduce the
thermal time constant to a manageable level at low
temperatures, but still small enough to ensure that
any surface contribution' to the He heat capacity
would be completely negligible. Because the silver
posts penetrated the entire sample chamber none of
the He sample was more than —1 mm from the
nearly isothermal silver surface. This meant that
the internal time constant of the 3He did not become
larger than about 30 sec.

We comment that one reason for choosing not to
make the cell from copper was that many,

' ' if not
all, types of copper exhibit an anomalous T con-
tribution to the heat capacity. Had the cell been
constructed of copper this anomalous contribution
would have corresponded to roughly 5% of the sam-

pie heat capacity at 7 mK. The results of Haavasoja
et al. ,

' and also the present work, indicate that if
this anomaly exists for silver as well, it must be at
least an order of magnitude smaller.

The cell was mechanically supported below the
mixing chamber of a dilution refrigerator with two
6.4-mm-diameter graphite rods. For the data ob-
tained below 0.5 K, thermal connection between the
mixing chamber and cell was via a 3.2-mm-diameter
silver rod in series with a tin heat switch. The tin
was in the form of 19 0.5-mm-diameter, high-purity
wires which were about 1 cm long; they were sol-
dered with tin. Graphite pieces were used to give
the switch mechanical strength. A clamp which
employed a conical wedge was used to attach the
cold end of the switch to the mixing chamber. The
silver rod was attached to the cell using a silver foot
welded to the end of the rod and a silver 4-40 screw.
All mating surfaces were gold plated. For the data
obtained above 0.5 K, the heat-switch assembly was
replaced by a 10-cm length of 0.1-mm-diameter
copper wire.

A melting-curve thermometer, a Speer carbon
thermometer (470 0), a previously calibrated ger-
manium thermometer, and two nearly identical 10-
k Q wire resistors were also attached to the base of
the cell. The carbon resistor was compared with one
of the 10-k Q resistors in an ac bridge circuit. The
second resistor was the calorimeter heater.

The wire resistors were made by noninductively
winding a 7.6-m length of 0.025-mm-diameter Pt-W
wire around a silver post. The resistors were var-
nished to the post, and had NbTi superconductor
leads. Pt-W (0.92, 0.08) (Ref. 19) wire has a T
contribution to its heat capacity (CT =10 mJ/g)
which is negligibly small compared to the He heat
capacity. The resistance of this wire decreases by
about 7% between room temperature and 77 K and
by another 0.7% between 77 and 4 K. Below 4 K
the resistance increases at a rate of about 0.015%
/K. So even though the heater-wire temperature
does rise significantly above the sample temperature
during the application of a heat pulse, the resistance
of the wire does not vary appreciably. Note that
had the heater wire been simply suspended in the
He sample the change in wire temperature would

have been an order of magnitude larger due to the
larger boundary resistance. For our heater and typi-
cal power-dissipation rates we estimate the tempera-
ture rise to have been less than 1 K at 10 mK and
smaller at higher temperatures. No correction was
applied for any temperature dependence of the
heater resistance. A silver shield surrounded the
heater (Fig. 1) to guard against heat being lost by ra-
diation.

Two short lengths of 0.40-mm i.d. copper tubing
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were epoxied into close-fitting holes drilled into the
cylindrical wall of the cell. One was used to evacu-
ate the sample chamber prior to the cool down of
the apparatus. It was crimped and soldered closed
after pumping. A copper-nickel filling capillary
(0.10-mm i.d., 0.30-mm o.d. by 15-cm long) was sol-
dered into the second copper tube. The fine capil-
lary led directly to a hydraulically operated He
valve also mounted on the mixing chamber. Lo-
cating the valve at low temperature ensured that the
number of moles of sample did not change as a
function of temperature due to the contraction or
expansion of the sample or as a function of time due
to the change in He-bath level. The heat-capacity
measurements thus accurately correspond to Cy. A
cerium magnesium nitrate (with grease) thermome-
ter ' and a heater mounted on the mixing-chamber
platform were used to control its temperature so
that some adjustment could be made on the warm-
ing and cooling drift rates of the cell.

B. Thermometry

Two different thermometers were used to measure
the cell temperature over the range 7 mK to 2.5 K.
Above 150 mK we used a 470-Q Speer carbon resis-
tor. At lower temperatures we used a
He—melting-curve thermometer which is described

in detail in Ref. 21. The melting-curve thermometer
was used at low temperature because of its high sen-
sitivity and fast thermal response. Moreover, having
the He heat-capacity data directly related to a
specific calibration of the melting curve means that
the results can be unambiguously adjusted for any
subsequent modifications in the P-T relation.

The capacitance of the melting-curve thermome-
ter was measured using a ratio transformer bridge
circuit and a reference capacitor kept in a liquid-
nitrogen bath. The reference had a long-term stabil-
ity of a few ppm with the oscillations following
changes in the barometric pressure. The pressure
calibration of the gauge was performed near 1 K
and in the range 27 &P & 35 bar using a dead-weight
tester. A uniform shift of 2 mbar was then applied
to force the measured pressure at the minimum in
the melting curve to coincide with the calibration '

value, namely 29.316 bar. Each time the calorimeter
was warmed above the melting-curve minimum tem-
perature (0.318 K) a determination of P;„was
made to be sure that there were no shifts in the pres-
sure calibration. The bridge was operated at 1 kHz
and with an excitation of 2 V rms. At this drive lev-
el no heating could be detected.

The resistance of the carbon thermometer var-
nished to the base of the cell was also measured us-
ing a ratio transformer bridge circuit. The reference

was a 10-KQ Pt-W wire resistor (see Sec. IIA)
mounted on the base plate. This bridge was driven
at 31 Hz and at levels of 0.8 mV below 0.5 K and 3
mV above 0.5 K. With these excitations there was a
small amount of self-heating in the thermometer.
However, because of the high-amplitude stability of
the drive signal this did not introduce any difficul-
ties. The calibration of this thermometer was per-
formed during the course of data taking and repeat-
ed for each He sample. Comparison was made
with a calibrated germanium thermometer also
mounted on the base of the cell. This latter ther-
mometer had been calibrated previously ' using the
He vapor-pressure scale corrected to T16 (Ref.-23)

for T &0.3 K. For T &0.3 K, a National Bureau of
Standards (NBS) superconducting fixed-point device
and a CMN thermometer ' determined the tempera-
ture. A comparison of temperatures determined us-
ing the present melting-curve thermometer and the
germanium resistor agreed to better than 0.1 mK for
T&100 mK. Each set of calibration data for the
carbon resistor was fitted using the expression

T'~ = g a;[ln(R —1250)]'.
i=0

The rms deviations of the temperature readings were
about 0.03% for fits with n =3 and 100&T&600
mK, and about 0.04% for n =5 and 0.4& T &2.6
K.

C. Melting curve calibration

In Ref. 21 a calibration of the He melting curve
was presented which was based on new P-T mea-
surements between 7 and 330 mK and on the data of
Halperin et al. below 22 mK. The temperatures for
the new data were determined using a CMN ther-
mometer with the 6 [X0: (T—b, ) '] being chosen so
as to cause the P-T data to agree with the Halperin
et al. results in the region of overlap. The uncer-
tainty in this melting-curve scale is then related to
the accuracy of the Halperin et al. data which
hinges most directly on their determination of the
superfluid transition temperature. Errors can also
arise, however, from differences in the pressure
scales used. The accuracy of the P —Pm;„deter-
minations are probably of the order of 3 mbar (out
of 5000 mbar) at low temperature in both experi-
ments. Moreover, Halperin et al. used a He sample
with 200 ppm He which means that their minimum
was depressed by about 2 mbar. Consequently, it is
estimated that the overall accuracy of the melting-
curve calibration of Ref. 21 is roughly 0.3 mK at
low temperature, if pressures are measured relative

Pmin
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Having made He specific-heat measurements us-

ing our melting-curve thermometer allows us now to
reanalyze our melting-curve calibration data without
having to rely on the data of Halperin et al. This is
possible if we assume that Cy/RT tends toward a
constant value at very low temperature as predicted
by the Landau Fermi-liquid theory. (R is the gas
constant. ) In Fig. 2 we have plotted Cz/RT at
P=O determined using melting-curve calibrations
based on different values of the CMN b,. We con-
clude that b. is equal to 0.40+0.05 mK for our par-
ticular CMN thermometer. The temperature scale
determined in this manner differs from that used in
Ref. 21 by about 0.25 mK at low temperatures.
This change is within the estimated uncertainty in
that scale which was discussed above.

The He melting-curve calibration based on
6=0.40 mK is described well by the relation

5

P P;„=—g a;T', (2)
1=—2

with
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FIG. 2. Cy/RT for 'He at P =0. The three curves are
based on melting-curve calibrations determined using
various values of the CMN h.

a 2
——2. 1895)& 10 , a

&

———8. 1989)(10

ao=5 16254, a&
———44.0395,

a2 ——153.846, a3 ———350.634,

a4 ——594. 115, a5 ———465.947 .

Several values determined using Eq. (2) are listed in
Table II. The relative temperature deviations from
the calibration of Ref. 21 are plotted in Fig. 3. Be-
tween Tz and 22 mK, Eq. (2) also describes the re-

TABLE II. 3He—melting-curve parameters determined using Eq. (2).

T
(mK)

3
4
5
6
7
8
9

10
11
12
14
16
18
20
25
30
35
40
45
50
55
60
65
70
75
80
85

Pmin

(bar)

5.0069
4.9697
4.9306
4.8907
4.8504
4.8100
4.7696
4.7292
4.6890
4.6489
4.5695
4.4909
4.4132
4.3365
4.1492
3.9681
3.7931
3.6241
3.4609
3.3033
3.1511
3.0043
2.8625
2.7257
2.5936
2.4663
2.3434

dP/dT
(barK ')

—35.6
—38.4
—39.6
—40.2
—40.4
—40.4
—40.4
—40.3
—40.1
—40.0
—39.5
—39.1
—38.6
—38.1
—36.8
—35.6
—34.4
—33.2
—32.1
—31.0
—29.9
—28.9
—27.9
—26.9
—25.9
—25.0
—24.1

T
(mK)

90
95

100
110
120
130
140
150
160
170
180
190
200
210
220
230
240
250
260
270
280
290
300
310
320
330

Pmin

(bar)

2.2248
2.1105
2.0004
1.7918
1.5982
1.4188
1.2528
1.0996
0.9585
0.8289
0.7103
0.6023
0.5045
0.4164
0.3377
0.2681
0.2072
0.1548
0.1106
0.0742
0.0454
0.0240
0.0095
0.0017
0.0002
0.0046

dP/d T
(bar K ')

—23.3
—22.4
—21.6
—20.1

—18.6
—17.3
—15.9
—14.7
—13.5
—12.4
—11.3
—10.3
—9.3
—8.3
—7.4
—6.5
—5.7
—4.8
—4.0
—3.3
—2.5
—1.8
—1.1
—0.5

0.2
0.7
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FIG. 3. Difference between our new [Eq. (2)] and old
(Ref. 21) melting-curve calibrations.

suits of Halperin et al. if their pressure values are
uniformly shifted downward by about 10 mbar.
Thus, if pressures are measured relative to
Pz ——34.3316 bar, Eq. (2) coincides with the low-
temperature calibration of Ref. 3.

On our new temperature scale we find the super-
conducting transition temperature for tungsten to be
15.74+0.05 mK. This is 0.6 mK higher than the
value originally assigned to this particular sample at
the NBS. Similar discrepancies have also been
detected by Lhota et al. using the Helsinki Pt-
NMR (NMR stands for nuclear magnetic resonance)
temperature scale. We also note that very recently
the NBS detected an error in the method they used
to transfer their temperature scale to the supercon-
ducting fixed-point devices. They now assign a
higher value to our % sample which agrees much
better with our determination. Therefore our CMN
scale, the Pt-NMR scale, and the scale based on
noise and nuclear orientation thermometry are all in
excellent agreement —at least at 15 mK.

D. Specific-heat measurements

The heat-capacity measurements were made using
the conventional heat-pulse technique: With the
heat switch open the temperature af the cell was
monitored to determine the equilibrium drift rate.
A known amount of energy was then delivered to
the cell by passing a constant current through the
cell heater for a measured periad of time. After
thermal equilibrium was reestablished the tempera-
ture drift rate was again monitored. The change in
temperature due to the heat pulse was determined by
extrapolating the initial and final drifts ta the mid-
dle of the heating interval. Near 10 mK, 40 min
were required for each heat-capacity measurement.

For T & 20 mK, the drift was toward higher tem-
peratures due to the parasitic heat leak (3 nW) into
the calorimeter. At higher temperatures the drift
rates were adjusted by raising and controlling the
temperature of the mixing chamber. During the
first half of the experiment in which measurements
were made at several molar volumes but only below

0.010

0 008 ' MELTING CURVE THERMOMETER

I-
O i~
5
o 0.004—

AR80N THERMOMETER

I

0.4
I

0.2
I

0.5 0.5
T(K)

FIG. 4. Estimates of the precision of the specific-heat
data obtained using the melting-curve and the carbon
thermometers. Curves are based on a temperature step
size of 0.05T.

0
0

0.5 K the mixing chamber was never warmed above
300 mK. This was to guard against freeing the plug
of solid He in the melting-curve —thermometer
capillary. The data between 300 and 500 mK were
thus obtained with negative initial and final tem-
perature drifts which were exaggerated by the in-
creasing conductance of the heat switch. The data
between 0.4 and 2.5 K were obtained after the heat
switch was removed from the cryostat and replaced
with a fine copper wire.

At the lowest temperatures the precision of the
data was determined by the uncertainty in the extra-
polatians of the temperature to the center of the
heating interval. However, as the temperature in-
creased and the thermal time constants decreased it
was the resolution of the thermometers which final-
ly limited the precision. Figure 4 shows the estimat-
ed relative uncertainty in the C~ data obtained with
each of the thermometers, assuming b, T=0.05T.
This was the size of the temperature steps used for
T & 30 mK. At lower temperatures 10%%uo steps were
actually used to improve the precision of the data.
Note that since the specific heat is nearly linear in
temperature the errors (curvature corrections) intro-
duced by taking these relatively large temperature
steps are insignificant. At a temperature of 150 mK
we switched from the melting-curve thermometer to
the carbon thermometer. The precision of the data
obtained above 0.4 K using the carbon resistor was
improved by increasing the excitation voltage of the
bridge by a factor of 4.

Aside from errors in the temperature scale, the
overall accuracy of the specific-heat data is mainly
influenced by the accuracy of the energy measure-
ment and by the accuracy of the number of moles of
sample determination. Considering first the energy
measurement: The magnitude of the current, which
was provided by an electronic constant current
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V~(0. 1 K)= g a;P',
i=0

with

(3)

source, was accurately inferred by measuring (using
a potentiometer) the voltage drop across a standard
resistor in series with the heater. A relay with
mercury-wetted contacts was used to switch the
current from a dummy load resistor to the heater.
A second pair of contacts in the relay which opened
and closed within 0.2 msec of the first pair was used
to trigger an electronic timer in order to accurately
determine the duration of the current pulse. The
resistance of the heater was known from a four-lead
measurement. The total error in the energy mea-
surement is expected to be considerably less than
0.1%. We note that changing the current and/or
the heating times did not affect the results. Normal-
ly the currents were set so that the pulse lengths
could be kept between 60 and 200 sec.

The He samples were confined to constant
volume using the valve mounted on the mixing
chamber of the refrigerator (see Fig. 1). The valve
was slowly closed with the calorimeter and mixing
chamber kept very near 100 mK and with the pres-
sure held constant using a dead-weight tester (except
for P =0). Molar volumes were then obtained using
the relation

cell. With the use of the 'He molar volume data of
Kerr and Taylor it is estimated that the cell-
volume measurement is accurate to within 0.2%%uo.

E. Heat capacity of the empty calorimeter

Before admitting He to either the sample
chamber or to the melting-curve thermometer, the
heat capacity of the calorimeter was measured using
the carbon resistor (Sec. IIB). These results are in-
dicated by the dashed curve in Fig. 5(a). The data
were not extended to higher temperature because the
temperature drift rates became too large for mean-
ingful measurements to be made. This was a conse-
quence of the increasing thermal conductance of the
tin heat switch and the very small heat capacity of
the silver calorimeter. There was no evidence of any
unexpected contributions to the heat capacity.

The heat capacity measured with the melting-
curve thermometer filled (0.1 cm ) but with the sam-
ple chamber still evacuated is shown by the open cir-
cles in Fig. 5(a). This is the addendum to be sub-
tracted from the total heat capacity measured with
the cell filled with He. The solid curve is a least-
squares fit of the data:

ao ——36.820, a
&
———1.2094,

a2=9.4231X10, a3 ———4.9875X10

a4 ——1.3746X 10, a5 ———1.4756X 10

P is in units of bar and V~ in units of cm . Equa-
tion (3) gives the molar volume (at T=0.1 K) deter-
mined by Kerr and Taylor at I' =0 and the value
inferred by Grilly on the melting curve. At inter-
mediate pressures Eq. (3) is a least-squares fit (rms
deviation=0. 02 cm ) to the corrected data of Sher-
man and Edeskuty extended to 0.1 K using the rel-
ative density measurements of Boghosian, Meyer,
and Rives. ' The data of Abraham and Osborne
are consistent with these values. The number of
moles of He in the calorimeter was then simply cal-
culated using VM and the volume of the cell.

The cell volume was accurately measured by first
filling the cell with He at 1.6 K and at a pressure
only slightly above the saturated vapor pressure, and
by then quickly warming the cell to near room tem-
perature and collecting the sample in a calibrated 4-1

glass volume. For this volume-calibration run, the
filling capillary was routed around the cold valve
and passed through the He bath inside an evacuated
tube. The capillary was heated inside this vacuum
jacket to minimize the amount of 3He outside of the

0.03

E 0.02

0.01
O

E
4

0
0 0.1

T(K)
0.5

FIG. 5. (a) Addendum heat capacity measured before
'He was admitted to the sample chamber. Dashed curve
was measured using the carbon thermometer prior to fill-
ing the melting-curve thermometer with 3He. (b) Ratio of
the addendum to the sample heat capacity for two sample
densities.
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c, ~,„=g a;T', ai ——223.807,

a2 ———2719.01, a 3
——16262.2,

a4 ———60058.9, a5 ——146901.0,
a6 ———236211.0, a7 ——230955.0,
a8 ———104264.0 .

The rms deviation is -2%. Since the heat capacity
of the thermometer is dominated by the liquid He
contribution, the results tend toward a linear tem-
perature dependence at low temperature. The
minimum near 0.3 K corresponds to the region in
which the largest fraction of He has been converted
to solid.

The ratio of the addendum heat capacity to the
sample heat capacity is shown in Fig. 5(b). The two
molar volumes correspond to nominal sample pres-
sures of 0 and 29 bar. It is seen then that in the
worst case this ratio is 3%. Consequently, the 2%
uncertainty in the addendum has only a negligible
effect on the final results.

III. RESULTS AND DISCUSSION

TABLE III. Molar volumes of the He samples.

Sample

Nominal
pressure

(bar)

0
5

11

17
22
29
32

Molar
volume

(cm )

36.743
32.566
30.054
28.373
27.270
26.270
25.672

Temperature
range

(K.)

0.007—0.5
0.007—0.5
0.007—0.5

0.007—0.5
0.007—0.5

0.007—0.5

0.007—0.5

8

9
10
11
12
13

0
5

11
17
22
29

36.260
32.512
30.014
28,304
27.222
26.200

0.4—2.5
0.4—2.5

0.4—2.5

0.4—2.5
0.4—2.5

0.4—2.5

The lack. of even qualitative agreement between
these two sets of curves is a clear demonstration that
liquid He must be treated as a strongly interacting
system.

According to the Landau theory, which applies at
very low temperatures, the He- He interactions

A. General results

With

Cv m' r
R 2 Tp'

2/3
fi 3~ E

54 91+ 2/3

2m 3k' V

(5)

(6)

The specific heat of normal liquid He was mea-
sured with high precision along several isochores
corresponding to sample pressures between 0 and
32.5 bar and over the temperature range 7 mK to 2.5
K. These data were obtained in two sets: First,
measurements were made in the temperature range 7
to 500 mK, and then after minor modification of
the apparatus, in the range 0.4 to 2.5 K. The molar
volumes of the samples are listed in Table III.

The qualitative features of the results over the
whole temperature range are shown in Fig. 6 where
smoothed curves for the molar specific heat Cz di-

vided by the gas constant R are plotted at two molar
volumes corresponding to I' =0 (36.8 cm /mole) and
to P=29 bar (26.2 cm /mole). For comparison the
long-dashed curves are the ideal Fermi-gas specific
heat at the same two densities. In the degeneracy re-

gion at very low temperatures (T&&TF) the ideal

gas specific heat is linear in T and is given by

1.5 I

V„= 26.2—
5.4 ~ t-

TF =l.2K, /

1 I
I

I

~re
~e+

V= 36.8
fYlp = fTlg

TF = 5.0K

I.O

0.5

0&
0

I

0.5
l

l.5 2.5
l I

I.O 2.0
T(K)

FIG. 6. Smoothed results for the He specific heat (in
units of the gas constant R) measured at molar volumes
corresponding to nominal sample pressures of 0 and 29
bar. For comparison, long-dashed curves show the ideal-
Fermi-gas specific heat at the same two densities. Short-
dashed curves were also computed using the ideal-gas re-
lations but with the particle mass adjusted to give the
correct limiting slopes at T =0.
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modify the specific heat only through the renormali-
zation of the He mass. That is, Eqs. (5) and (6)
remain valid but with the mass m3 replaced with an
effective mass ms. The two short-dashed curves in
Fig. 6 were determined using the noninteracting-gas
relations and effective masses adjusted to give the
correct limiting low-temperature dependences.
Departures from these curves become apparent al-

ready at temperatures on the order of 50 mK.
Therefore, to accurately describe the data at low but
finite temperature requires modifications to the
Landau theory which will be discussed, however, in
Sec. III D. We return now to present the experimen-
tal data in more detail.

and

Cv ——gaiiV JT'
i=1
j=O

(7)

B. Empirical equations describing
the Cy data

Empirical equations were found which accurately
describe both the temperature and density depen-
dence of the Cv data. These expressions are particu-
larly useful in deriving other thermodynamic quan-
tities. In addition, they facilitate the comparison
with other experimental results obtained at inter-
mediate densities. Unfortunately, we were unable to
find a single function that was adequate over the
whole temperature range (i.e., between 7 mK and 2.5
K). Instead we have two functions,

Cv= g&, V'T '

i=0
j=O

+exp —T 'gdj VJ gc; VJT
i=1

- j=O

(8)

which apply below and above 100 mK, respectively.
The parameters describing the best fits of the more
than 300 points below 100 mK and of the more than
400 points above 100 mK are listed in Table IV. In
both cases the rms deviations are less than 0.5%.

The relative deviations of the data from Eqs. (7)
and (8) are plotted in Fig. 7. At the lowest tempera-
tures the figure shows that the precision of the data
is +1%. However, above —15 mK the precision
has already improved to a few tenths of a percent
and above —100 mK to about 0.1%. In addition
there are systematic deviations from Eq. (8) which
become as large as 1% at the higher temperatures.

The smoothed Cz results at several molar
volumes (corresponding to nominal sample pressures
that are multiples of 5 bar) are plotted in Fig. 8 rela-
tive to the results at 36.82 cm /mole (P=O). The
figure shows that as the pressure is raised from 0 to
30 bar, the specific heat increases by 55% at very
low temperatures, is unchanged at 160 mK, and de-
creases by 15% at 300 mK. It is unclear if any spe-
cial significance should be attached to the finding
that, to within the precision of the measurements
and consistent with earlier experiments, the specific
heat at 160 mK is independent of density. Figure 8

TABLE IV. Best-fit parameters for Eqs. {7)and {8).

a~j
Q3j

a4j
Qsj

—2.9190414
—2.475 2597 X 10'

3.888 7481 X 10
—1.7505655 X 10'

5.289 3401X 10'
1.837 7260X 10

—2.864 9769X 10'
1.280 9001X 10

—1.886 9641 X 10
—3.4946553 X 10'

5.252 6785 X 107
—2.303 7701 X 10

2.603 1315X 10'

bpj

blj
b2j

b3j

—6.552 1193X 10
4.1359033X 10
5.7976786X10-'

—3 8374623 X 10

1.3502371X10 ~

3.823 3755 X 10-'
-6.5611532X 10-'

3 2072581X 10

—5.346 8396 X 10-'
1.268 9707 X 10

—5.303 8906 X 10

cd —2.548 2958 X 10'

e2j 3.788 2751 X 10'

C3j 2 44 1 2956X 10

1.641 6936
—2.876 9188
—2.424 4083

—1.5110378 X 10
3.575 1181X 10
6.777 5905 X 10

—7.161 3436 6.0525139X10 ' —7.1295855X10
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FIG. 7. Deviations from least-squares fits to the
specific-heat data. Equation (7) was used below 100 mK
and Eq. (8) above 100 mK. Numbers give the molar
volume in cm . Best-fit parameters are listed in Table IV.

also shows clearly that C~ocT only in the limit
T—+0 and that at a given temperature higher-order
terms become progressively more important as the
pressure is increased.

The smoothed Cz results above 160 mK are plot-
ted in Fig. 9. The small bump that develops near
0.5 K at the highest pressures is also seen in the data
and is not an artifact of the least-squares fits. With

the use of Eqs. (7} and (8} it is straightforward to
determine several other thermodynamic quantities.
For example, analytic expressions for the entropy re-
sult directly from the relation

T
S(T)= I Cy/TdT . (9)

A plot of the entropy versus temperature at a molar
volume of 36.82 cm is given in Fig. 10. The molar
volume dependence of S is shown in Fig. 11 where
the entropy relative to its value at vapor pressure is
plotted along several isotherms. The derivative
(BP/dT)y is determined by the thermodynamic
identity

f.5
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0.5

0.4
O

0.5
O

o 0.2

O
0.1

I

a —56.82cm%nole
-32.59
-50.59
-28.89
-27.70
-26.84
-26.17

1.0

0.5

-0.1—

-0.2
0

I

100
I

200 500
T (mK)

FIG. 8. Specific heat at several molar volumes plotted
relative to the results at 36.82 cm'/mole (P =0).

0
0.5 2.00 'l.O 1.5

T (K)

FIG. 10. 'He entropy at a molar volume of 36.82 cm'.
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FIG. 11. Change in entropy along isotherms.

FIG. 13. Change in pressure along several isochores.

Results along several isochores are plotted in Fig.
12. Numerical integration of these values then gives
the total change in pressure along isochores. Figure
13 shows that the pressure of a sample confined to
constant volume changes by as much as 2 bar be-
tween 0 and 2.S K. The minima in these curves
[(BP/BT)v ——0 in Fig. 12] correspond to points at
which the expansion coefficient is zero. The TV-
coordinates agree reasonably well with other deter-
minations. io ii Values of the various thermo-
dynamic functions derived using Eqs. (7) and (8) are
listed in Table V.

a - 36.82 cm&/mole

b - 32.59

O
Al

) 0

Q

I

0.5
T (K)

I

I.O 1,5

FIG. 12. Derivative (BP/BT) y along several isochores.

C. Low-temperature results

The specific-heat data below 50 mK are plotted in
Fig. 14 as Cv/RT vs T. When plotted in this

manner the results according to Landau theory
should tend towards a constant value as T~O. At
I' =0 this behavior was guaranteed by our calibra-
tion of the He melting curve (Sec. IIC). However,
based on this calibration the data at all pressures are
found to be consistent with this expectation. The
solid curves in Fig. 14 are least-squares fits of the
data with the function

Cv/R =yT+bT +cT
The numbers give the pressure at 0.1 K in bar. In
Fig. 15 the best-fit values of y are plotted as a func-
tion of the density. Drawn through the points is the
curve which corresponds to the fit [Eq. (7)] in which
the data at all densities were treated simultaneously.
The comparison with the previous determinations of
y shows the unexplained wide range of results that
have been extracted from specific-heat experiments
with estimated accuracies of typically 2% or 3%.
We find the best agreement with the y value deter-
mined by Halperin et al. (solid square) from mea-
surements along the melting curve. The uncertainty
in their value is +4%. The next set of data (open
circles) which comes closest to our findings is due to
Anderson, Reese, and Wheatley. However, the
more recent and presumably more accurate measure-
ments of Wheatley and co-workers (Abel et al. and
Mota et al. ) are shown by the open and solid dia-
monds at the density extremes. These data are
—10% higher than our values, but at the higher
density are in good agreement with the determina-
tion by Hebral et al. (open triangle). Falling
-20% below our results are the most recent
specific-heat rneasurernents made by Haavasoja
et al. ' (open squares) and by Zeise et al. (solid tri-
angles). In both of these experiments data was ob-
tained only for T (10 mK. It might also be noted
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FIG. 14. Specific-heat measurements plotted as

C&/RT vs T. Numbers give the sample pressures in bars

at 0.1 K. Solid curves are least-squares fits of the data

using Eq. (11).
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that in contrast to all of the other experiments, the
calorimeter used by Zeise et al. was of a very unique
design. The apparatus was a driven torsional oscil-
lator whose amplitude was calibrated to give the
temperature.

Although y is a very important parameter to be
extracted from the specific-heat measurements, the
comparison of values derived from different experi-
ments does not present the complete picture, and in
fact can be misleading. It compares only the limit-
ing behavior of the specific heat which is suggested
by measurements at finite temperatures. Compar-
ison of the actual measurements is made in Fig. 16.
Plotted here are the fractional differences from the
present results [Eqs. (7) and (8)] at the same densi-
ties. Figure 16(a) shows data obtained near I'=0
and Fig. 16(b) shows data obtained near the melting
curve. No adjustments were made for differences in
C~, Cp, and Csvp since these are quite small below
0.5 K. Contrary to the situation at very low tem-
peratures, Fig. 16 shows that all of the existing data
for T & 30 mK agree with the present measurements
(which lie about midway in the scatter of results) to
within roughly +5%. The serious discrepancies are
then confined only to the region below 30 mK. In
the following subsections we present arguments to
show that only the present data are thermodynami-
cally consistent with several other types of experi-
ments.

—0.1—

29.2

20 I I I I I I

0.026 0.0280.030 0.032 0.034 0.036 0.038 0..040
1/V (cm-&)

FIG. 15. Comparison of y values derived from
specific-heat measurements.
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FIG. 16. Comparsion of specific-heat data obtained (a)
near P =0, and (b) near the melting curve. Cf„refers to
Eqs. (7) and (8) evaluated at the appropriate densities.
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dP St, m
—Ss,m

m ~I,m ~&, m

(12)

allows us then to perform an important check on the
liquid He specific-heat data. The entropy of the
liquid on the melting curve at temperature T is
easily computed using the smoothed results for Ci,
the Vi vs T data of Grilly and the relation

r ~n Cv(V)= J dT. (13)

D. Entropy along the melting curve

Halperin et al. measured the entropy of solid He
along the melting curve in the temperature range
from below the spin-ordering transition (T, = 1 mK)
up to 20 mK. They found that for T= 10 mK the
entropy is already that characterizing a fully disor-
dered spin system, i.e., Rln2. Although at very
much higher temperatures the increasing phonon
and thermal-vacancy contributions to the total en-

tropy of the solid will become significant, at 0.32 K
these terms are still only -0.3% of the spin con-
tribution. Thus between 10 mK and the minimum
in the melting curve ' (Tm;„=0.318 K) the total en-

tropy of solid He at melting should be quite accu-
rately R ln2.

This thermodynamic information together with
the Clausius-Clapeyron relation

Additionally, with the use of values of (dP/dT)~
derived from Eq. (2) and values of Vi —V, from
Grilly, the solid entropy can be computed using
Eq. (12) and compared with the R ln2. The calculat-
ed solid entropy, which ranges from a lowest value
of 0.688R at 20 mK to a highest value of 0.693R at
T;„ is plotted in Fig. 17 as solid circles. The fact
that we obtain a nearly constant solid entropy with a
magnitude in excellent agreement with the expected
value demonstrates a thermodynamic consistency
between the various sets of input data. Since the
specific heat and the slope of the melting curve
have, by far, the strongest temperature dependences,
it is these two quantities which are critically com-
pared. We conclude then that there are no serious
errors in our specific-heat measurements or in our
melting-curve —temperature scale.

Looking again at Fig. 16, it is apparent that the
integration of the C/T data of Abel et al.5 and
Mots et a/. will yield an entropy at T;„which is at
least 5% too large. Extrapolations of the Cornell
and Helsinki' data, which unrealistically assume
that the specific heat remains linear in temperature
out to about 60 mK and then joins onto the present
high-temperature results, lead to upper limits for
S/R at T;„which are still about 5% too small.
These discrepancies are outside of the expected ex-
perimental uncertainties.

These results are plotted in Fig. 17 as open circles.
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0.2—

~/n 2
0

SOLI D 0

LIQUID0
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FIG. 17. Entropy of liquid and solid He along the
melting curve determined using the measured liquid
specific heat and Eqs. (12) and (13).

E. Entropy at vapor pressure

Another thermodynamic check that can be made,
this time on the very-low-pressure data, was recently
proposed by Abraham. He noted that the entropy
of the liquid at SVP and at 1.5 K is known quite ac-
curately from a determination which is not based
on the integration of specific-heat data. Instead it is
based on a measurement of the entropy of vaporiza-
tion at 1.5 K and on the calculated entropy of the
real gas (i.e., with virial coefficients included). The
result is S/R=1.315+0.015. Integration of the
present Ci /T data yields a corresponding value of
1.332. This favorable comparison, which stresses
the higher-temperature Cz results, provides further
evidence that there are no serious errors, for exam-
ple, in the cell-volume determination, the energy-
input measurements, or in the thermometry.

In order to be able to make a comparison with
specific-heat data which do not extend to these high
temperatures, Abraham integrated existing C /T
data between 90 mK and 1.5 K to determine S (90
mK), noting that in this temperature range there is
no question about thermal equilibrium, the back-
ground heat capacity, or the temperature scale. For
this calculation he used the Csvp data of Strongin
et al.9 and Abraham et al. ' and found S/R=0. 22.
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A reasonable error to assign to this number is
+0.025. If the present Ci data are used instead,
then S/R at 90 mK is 0.215+0.018. This fine
agreement demonstrates a consistency between the
Csvp and C~ measurements in this temperature
range. It should be noted again that these values for
S/R at 90 mK are independent of any temperature
scale that might be used below 90 mK.

Integration of the present low-temperature data
between 0 and 90 mK yields a value of 0.233 which
agrees with Abraham's determination. The data of
Wheatley and co-workers ' give S/R=0. 25 which
is too large. Haavasoja's data extend to only 20 mK
and Zeise's to only -5 mK, so S/R values from
these experiments depend on how the extrapolations
are made to higher temperatures. Reasonable extra-
polations give values less than -0.19, which are too
small.

2.4

2.0
E
O

1,2
I

F. Comparison with Py(T) data

Roach et al. extracted information about the
low-temperature He specific heat from high-
precision measurements of the pressure along iso-
chores. At very low temperature the pressure is ap-
proximately given by the relation

1 BPhP =P ( V, T) P( V, O) =—— T
V T=0

(.14)

The term linear iri T does not appear in the expan-

sion since

BP BS (15)
BT y BV

is identically zero at T=0. From Eq. (15) it also
follows that

()2P 1 BC@

BT „ T BV

which at T =0 is equal to R dy/d V. Pressure mea-

surements performed at very low temperatures,
therefore, should yield quite directly the derivative

dy/d V. The values determined by Roach et al. are
plotted in Fig. 18 (open circles) as a function of the
nominal sample pressure. Comparison is made with

the derivatives obtained from our specific-heat data
(solid curve) and from the specific-heat data of
Haavasoja et al. ' (dashed curve). The specific-heat
data of Wheatley and co-workers are really not
precise enough to determine this quantity. Assum-

ing, however, that their results differ from ours by a
multiplicative factor their curve would lie —10'
above the solid curve.

0.8

I

10
I

'l5
I I

20 25 50
P (bar)

FIG. 18. Derivative dy/dV extracted from pressure
measurements by Roach et al. (Ref. 37) compared with
results based on specific-heat measurements.

bP= f dT
BV T

(17)

and the present low-temperature specific-heat results
which are described by Eq. (7). Explicitly, if we
write

C&——yT+bT +cT +dT',

then

Roach et al. note that, compared to specific-heat
data, pressure measurements are less sensitive to the
effects of heat leaks and long equilibrium times and
so are less susceptible to possible errors from these
sources. Such measurements, therefore, can provide
an itnportant check for calorimeter data. It must be
realized though that Eq. (14) is valid only in the lim-
it of very low temperatures. At low but finite tem-
peratures, higher-order terms may be contributing
significantly. This is demonstrated in Fig. 19. The
solid curves are the isochoric-pressure changes com-
puted for several nominal sample pressures using the
relation
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G. Cy at finite temperatures

According to the Landau Fermi-liquid theory, the
specific heat of normal liqud He should exhibit a
linear temperature dependence at very low tempera-
tures. The actual temperature range over which one
might expect the theory to be valid can be estimated
(from the condition that the quasiparticle lifetime be
sufficiently long} to be roughly less than 0.1Tz. But
even from Fig. 6 it is already evident that significant
departures from linear behavior extend down to
much lower temperatures, particularly at the higher
sample pressures. Theoretically this is explained as
being mainly due to the coupling of the quasiparti-
cles to the incoherent spin fluctuations. ' With
this coupling taken into account the specific-heat
function has the form

T~ (mK )~

FIG. 19. Change in pressure implied by the specific-
heat measurements [Eq. (18)]. Dashed lines show the lim-

iting T dependence.

R 2 BV 12 BV
rBc, 1 Bd

+20 BV, +30 BV,

The straight, dashed lines in Fig. 19 are extrapola-
tions of the limiting low-temperature behavior, i.e.,
they correspond to only the first term of Eq. (18).
Roach et al. analyzed their pressure data obtained
over the same temperature range plotted in Fig. 19
assuming KPocT . Consequently, their values of

~
(By/BV)r

~

must be too small by several percent.
Shifting their data by this amount does not really
worsen the agreement with our values (Fig. 18}. It
is, however, in the direction widening the discrepan-
cy with the values of Haavasoja et al.

Ci /R =yT+ I T 1n( T/B, ) . (19)

It has been estimated that this relation should be
valid below about 25 mK.

Our data at all pressures, however, are consistent
with an expression of this form out to considerably
higher temperatures. Table VI gives values of y, I,
and B, resulting from least-squares fits of the data
between 20 and 100 mK. The relative deviations of
the data from the best fits are shown in Fig. 20 and
a plot of I' vs P is given in Fig. 21. Data obtained
below 20 mK were not included in this analysis
since they are particularly subject to the uncertain-
ties in the CMN 6 (Sec. II C). Note though that the
y values listed in Table VI, which are more depen-
dent on higher-temperature data, agree with those
determined by Eq. (7) to within about 1%.

In Fig. 22, the T lnT contribution to Ci is exhi-
bited more explicitly. Here (y Ci /RT)/Ti —is plot-
ted versus lnT. The data lying along straight lines
in this plot demonstrates the consistency with the
form of Eq. (19). If the correction to the leading
term were proportional to T rather than to T lnT,
the data as plotted in Fig. 22 would tend toward a

TABLE VI. Parameters resulting from least-squares fits of the specific-heat data
(20 & T & 100 mK) using Eq. (19).

P
(bar)

0.06
5.04

11.00
17.01
22.22
29.30

'v

(K-')

2.78
3.11
3.43
3.70
3.96
4.24

r
(K )

35.4
63.5

103.0
136.7
163.2
200.9

8,
(K)

0.458
0.347
0.265
0.243
0.238
0.226

fms
deviations

(%)

0.39
0.31
0.19
0.22
0.30
0.30
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constant value (i.e., zero slope) with decreasing tem-
perature.

Assuming that all of the T lnT contribution to
CI comes from interactions between quasiparticles

I

whose momenta are almost equal, Pethick and Car-
neiro derived an expression for I in terms of Lan-
dau parameters. If Landau parameters with l&1
are neglected,

A, =s,a
(20)

where s and a refer to symmetric and antisymmetric
terms, co, =1,co, =3, and

(21)
1+Ft /(2l+1)

I I%II I Q I I I I I I I4
QI 8

4 8 84 Q
ooel I See

4
4 4

[
~ Q ee 4~4 m3

F'1 ——3 —1 (22)

Since the parameter F& has not been accurately
determined experimentally it is not meaningful to
evaluate Eq. (20) in order to make comparison with
the experimental results for I . On the other hand,
Eq. (20), in conjunction with the experimental re-
sults for I' offers us a means of inferring values of
F~. For these computations F~ was determined us-
ing the relation

CJ -I—

I-
O
O

0

4 ~8/4Q~ 4 8 8
44 J 8 8

8 44

8 ~ ee
4 eeN4 4

8

4
8

4 ~44ee-—4
4

30.054

8 8
~ + e

~ I 28.a&a
l

together with y values described by Eq. (7). Values
of Fo and Fo were taken from Wheatley's table but
corrected for the present determination of m3. All
of these parameters are listed in Table VII for
several sample densities. At zero pressure and atP,It,„s we obtain respective values for F& of —0.55
and —0.99. These can be compared with —0.7 and—1.1 determined by Pethick et al. from their cal-
culations together with fits of the finite-temperature
contributions to the thermal-conductivity data of
Abel et al. In this analysis, Landau parameters
with l & 1 were also neglected and ma /ma was tak-
en to be 3.01 (Ref. 43) at P =0 and 6.22 at P,I„„s.
At the melting pressure, comparisons can also be
made with the value inferred by Osheroff et al.
from their analysis of spin-wave velocities in the su-

! 8O 8 8 4
4 lese A eab8 44

o el 4 4~44e eeet' 4
~ 4 4

1

%.566

4 44
ee 848 8 a aII88

8Q 8 4 O~ 8Io
o o 4 as.vsa

I I

IO

100

O.OI O. I

FIG. 20. Deviations from least-squares fits to the
specific-heat data between 20 and 100 mK using Eq. (19).
Numbers give the molar volume in cm'. Best-fit parame-
ters are listed in Table VI.

0
0

I

IO

I

20

P (bar)
FIG. 21. Parameter I determined from least-squares

fits of the specific-heat data using Eq. (19).
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FIG. 22. Specific-heat data plotted to demonstrate the
consistency with Eq. (19).

perfluid B phase. They find F I
—1.2 us——ing

11I 3 im3 ——5.53. Bearing in mind the approxima-
tions and uncertainties involved in obtaining F&,
there is fine agreement between these various deter-
minations. This is a strong indication that the abili-

ty of Eq. (19) to fit the data, at all pressures, out to
temperatures of 100 mK is not fortuitous.

Recently, there have been new attempts ' to
understand the specific heat at higher temperatures,
i.e., at temperatures for which the low-temperature

expansion Eq. (19) is no longer expected to be valid.
In these calculations the departures from the Lan-
dau linear specific heat are thought of in terms of a
temperature-dependent effective mass. Brown
et al. assume that almost all of the effective mass
acquired by the quasiparticles is due to the coupling
to the low-lying spin fluctuations. In their model
III 3 jtP2 3 tends towards unity with increasing tem-
perature as the relevant collective modes are "shaken
off." Consequently, the spin-fluctuation theory
[Eq. (19)] remains valid at low temperatures (T(50
mK) but goes over into the paramagnon the-
ory ' 9 at higher temperatures. The theory does not
predict the specific heat quantitatively but it does
give the general trend of CI with temperature
correctly out to several hundred mK.

Fantoni et al. consider the specific heat over a
much larger temperature range which extends up to
2 K. With the use of a microscopic approach they
show that the general features of the measured
specific heat can be understood by way of a quasi-
particle spectrum e(k) which exhibits a wiggle at kF.
The wiggle implies a large enhancement ofI 3 (k)=A' kl(deldk) in a narrow region around k~
and is responsible for III3(T) increasing with de-
creasing temperature.
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TABLE VII. Landau parameters. Reduced mass m 3 /m3 and parameter F& were computed using y from Eq. (7). Fo
and Fo are from Ref. 43 but corrected for the new determination of m 3 /m3. F& is based on Eq. (20) and the relation
I'=5.69P+ 36.8 which fits the I' values listed in Table VI.

P
(bar)

0
3
6
9

12
15
18
21
24
27
30
33
34.36

V
(cm3)

36.84
33.87
32.07
30.76
29.71
28.86
28.13
27.S6
27.06
26.58
26.14
25.71
25.54

r
(K ')

2.74
2.95
3.12
3.28
3.43
3.58
3.73
3.87
4.00
4.13
4.27
4.42
4.49

Nl3 /823

2.76
3.13
3.44
3.72
3.98
4.24
4.49
4.71
4.93
5.17
S.40
5.65
5.76

Fs

5.27
6.40
7.32
8.15
8.95
9.71

10.47
11.14
11.80
12.50
13.20
13.96
14.28

Fo

9.15
15.83
22.22
28.61
34.97
41.33
48.03
54.37
61.02
68.22
75.60
83.44
87.09

Fo

—0.700
—0.725
—0.736
—0.745
—0.750
—0.755
—0.759
—0.759
—0.760
—0.759
—0.758
—0.759
—0.757

r
(K )

36.8
53.9
71.0
88.1

105.0
122.0
139.0
156.0
173.0
190.0
208.0
225.0
232.0

F4

—0.55
—0.73
—0.79
—0.86
—0.90
—0.95
—0.99
—0.99
—1.00
—0.99
—0.98
—1.01
—0.99
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