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We compute the temperature- (T-) dependent order parameter h(T), condensation energy

H, (T), and frequency-dependent density of states N, (co), for a reentrant superconductor in

the paramagnetic phase. Our parameters are chosen to be appropriate to ErRh4B4. To
characterize microscopically the superconductivity, we numerically solve the analog of the

Eliashberg equations using a simple diffusion model for the spin-fluctuation propagator.
We find that, although the coupling between the local spins and the superconducting elec-

trons is small by some measures, it nevertheless leads to results which strongly deviate from
those observed in both the BCS and Abrikosov-Gorkov theory. Pair breaking increases
overall as the temperature is lowered; this effect is partially compensated by the accompany-

ing softening of the spin-Auctuation modes and the presence of the crystal-field splitting.
All of these factors contribute to make the transition out of the superconducting state first
order. Our results for 1V,(co) compare reasonably well with recent point-contact tunneling

experiments. The calculated form for h(T) is consistent with that derived from experimen-

tal measurements of a Fraunhoffer diffraction pattern using a Josephson-junction configu-
ration.

I. INTRODUCTION

Ternary compounds such as ErRh4B4 and
HoMo6SS exhibit reentrant superconductivity; super-
conductivity exists in the temperature interval

T, i & T & T,2. Below T,2 the system becomes fer-
romagnetic. In these systems, there is a small (-0.3
K) temperature region (T,2&T &T,z) in which
domains of superconducting and magnetic order ap-
pear to coexist. ' Scattering from local spins (associ-
ated with the rare-earth atoms) can have a pro-
foundly negative effect on superconductivity.
Therefore, it is believed that the superconducting
state exists only because there is relatively weak ex-
change coupling between the Cooper pairs (associat-
ed with the Rh or Mo atoms) and the local spins.

In this paper we study the effect of this (dynami-
cal) exchange coupling for temperatures T & T,2.
For definiteness we consider the ErRh4B4 system.
%e demonstrate that, although the coupling is small

by some measures, it nevertheless leads to results
which strongly deviate from those obtained in both
the BCS (Ref. 2) and Abrikosov-Gorkov (AG)
theories (of magnetically dirty superconductors).
This is seen clearly in the temperature dependences
of the order parameter h(T) and condensation ener-

gy H, (T) and in the frequency dependence of the
superconducting density of states N, (co). While the
size of the exchange interaction is small compared
to that found in the rare-earth metals, it is not this
fact alone which allows superconductivity to exist in
the presence of a high concentration of rare-earth
atoms. It is important to note that in, for example.
ErRh484, there is also a large electron-phonon cou-
pling constant N(0) V-0.34, which is necessary to
give the observed large T, &

-8.7 K.
Furthermore, we find that the fact that the spin-

fluctuation frequencies co are spread over a wide
range of low co/coD (where ton is the Debye frequen-
cy) makes them less destructive to superconductivity
than previous calculations suggest. Pair breaking
increases overall as the temperature is lowered; this
effect is partially compensated by the accompanying
softening of the spin-fluctuation modes and the
presence of the crystal-field splitting. All of these
factors contribute to leave the superconductivity rel-
atively "intact" at the magnetic ordering tempera-
ture, so that the transition out of the superconduct-
ing state is necessarily first order.

Most previous studies of the effects of spin fluc-
tuations on superconductivity, in reentrant super-
conductors, have been based on the weak coupling
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approximation. This approximation, which includes
the effects of the local spins through an effective
(negative) coupling constant, is appropriate only
when the spin-fluctuation frequencies are high com-
pared to the Debye frequency. However, since a
substantial proportion of the magnetic excitation
frequencies are comparable to the size of the gap
parameter, this necessitates the use of strong cou-
pling theory. A weak coupling approach over em-
phasizes the negative effect of spin fluctuations on
superconductivity; it predicts a second-order transi-
tion out of the superconducting state somewhat
above TM, which is not observed experimentally. '
These remarks will be discussed in more detail in
Sec. III.

We, therefore, adopt a strong coupling or dynami-
cal treatment of the spin fluctuations in order to
study reentrant superconductors over a wide range
of temperatures. Keller has applied strong cou-
pling theory to compute the phase diagram as a
function of x in (Er„Ho~ „)Rh484 alloys. Our gen-
eral formalism is similar to his. However, we will
focus on calculating various properties of the super-
conducting state in the entire paramagnetic phase,
so that unlike Ref. 5, we do not deal exclusively
with equations linearized in the gap parameter. Our
work is, in large part, motivated by recent tunneling
experiments ' on ErRh4B4. These suggest that the
behavior of N, (co) in reentrant superconductors is
characteristically distinct from that of BCS and
magnetically dirty superconductors. We find, as ob-
served experimentally, ' a filling in or rounding of
the gap in the density of states. In contrast with the
usual gapless superconductors, this is accompanied
by a rather pronounced peak in N, (co) at co approxi-
mately equal to the order parameter h. From
several different types of tunneling data ' it appears
that the order parameter 6 tends to saturate as T ap-
proaches T,2. We have shown that the growth of
spin-fluctuation scattering leads, as might be expect-

ed, to a decrease in 4 as T is decreased near T,2.
However crystal-field splitting inhibits spin-flip
scattering and when this is included we find that 6
saturates at low T, as is observed.

II. GENERAL THEORY

and

P =J g Iexp[i(k —k') R ]I
i, k, k'

O', O

y(S Cv a C7() . (2.3)

Here o is the vector Pauli matrix, S; the localized
spin operator at the site i, S;—:(g —1)J, where g is
the Lande g factor and J the total angular momen-
tum. Here J " is the exchange interaction between
the localized spin and superconducting electrons.
The interaction Hamiltonian 4 " gives rise to a
self-energy correction

In this section we summarize results previously
obtained for the order parameter b,(T) and super-
conducting density of states. Our formalism for
treating the reentrant superconductors in the
paramagnetic phase is equivalent to that we previ-
ously applied to spin-glass superconductors.

The Hamiltonian for a system of d electrons in-
teracting with localized f spins is

(2.1)

where

A = g e(k)C-„C„
k, o

P'~~C~C
k, k' kt —kl —k'l k't

k, k'

(2.2)

—(Jf ) d'k'
X(k,iso„)= g I 3

aG(k', ice~)ag(k —k', i(co„—co )),
(2n )3

(2.4a)

where

(P3+1 Po+2 P3+3) (2.4b)

and X(k,iso„) is the time-ordered spin-fluctuation propagator. Here Ip;J are the Pauli matrices on a four-
dimensional vector space. It is convenient to introduce a notation for the matrix elements in X by writing
X(k,iso„)=Go '(k, ice„) G'(k, iso„) wit—h

and

Go '(k, iso„)=iso„—gp3 —bp2oq

G '(k, ice„)=i co„—gp3 —hp2crq,

(2.5a)

(2.5b)



2742 LIAM COFFEY, K. LEVIN, AND G. S. GREST 27

where g is the kinetic energy measured relative to E~. Using Eqs. (2.4) and (2.5) we may deduce an integral ex-
pression for u (co) =co/6 which is valid in the paramagnetic phase:

+d3 f ~
dfl ~( )~( II) (fl)

u (co—0)+u (co) u (67+0)+ u(c0)

[1—u (co —0)]' [1—u (co+A)]'

00 u (co') 1+ de' Im z, &z
+u (co)im z &&&[1—u (co')]'~ [1 u2( i)]1/2

f ( —co') f ( —co') f(co') f (co')
+ + +

N —co+0 N +co+0 N —N —0 N +N —0
(2.6)

where the upper and lower signs correspond to the first and second term in the preceding large parentheses,
and f and n are the Fermi and Bose statistical factors. Here P(q) is the joint density of states of conduction
electrons whose wave vectors are separated by q and B(q,co), the Fourier transform of the commutator

i(e(t)[S;(t),SJ(0)]), is the spectral weight function for the spin-fluctuation propagator. In the presence of
long-range magnetic order Eqs. (2.5) must be generalized as was done previously, for example, for antifer-

romagnetic superconductors.
Both the density of states and order parameter can be written in terms of u (co) as

N, (co) =N(0)Im
u (co)

[1—u (co)]'i
(2.7)

and

A=N(0) V f d clom z, &z
tanh

[1—u (c0')]'
(2.8)

In this last equation we have assumed that the electron-phonon interaction can be treated in the usual BCS
weak-coupling approximation. Finally, it is useful to determine the magnetic condensation energy,

H,
=tv —~s .

8m

An expression for the free-energy difference Fs FN is derived —in Ref. 10,
T Ns(co'), pc0'

Iis F~ —N (0) — d——c0'
o N(0)

—1 2u'tanh
2

Q2 —4N 0 ~D, N, (co ) . Rco'
+ —N(0)h des' —1 ln(1+e ~ )+

ciS(S+1)
X(k =

(T 'rsvp )/TM+kok'—
and the spin-diffusion constant D is given by

(2.10)

Above the magnetic ordering temperature TM, we
adopt a hydrodynamical model for 8 (q, co)

CODk X(k)
(2.9)

co +[Dk co 1]—
where

D =cz[X(k)] (2.11)

and

c) ——g S(S+ 1)A/(3k' T~) (2.12a)

D vanishes at k=O, T =TM as expected" from criti-
cal slowing down. The parameter r in Eq. (2.9) is a
phenomenological relaxation time which describes
dissipative processes acting on the local magnetiza-
tion.

The constants c ~ and cq are given by
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c2 ——a Jff[ZS(S+1)]' ci TM/(6AT) .

(2.12b)

Here Z is the number of nearest neighbors of a lo-
calized spin and a the near-neighbor separation. Jff
is the local-spin —local-spin exchange constant
(which is taken to be of order k~TM) and go is the
magnetic coherence length.

The spectral weight B(q,co) obeys the sum rule
[over the Brillouin zone (BZ)]

f d'q f de '~ —2mS(S+I) f d'q .

(2.13)
Since all parameters except ~ in Eq. (2.9) are reason-
ably well known experimentally, we may view Eq.
(2.13) as an equation which determines v as a func-
tion of temperature. This yields a v parameter
which increases as the magnetic transition tempera-
ture T~ is approached from above.

In order to solve Eq. (2.6) it is useful to define the
density of states associated with spin fluctuations by
a F(co):

a~E(co)=N(0)(Jf ) f d qg(q)B(q, co) .

(2.14)

For a spherical Fermi surface (which we assume, for
simplicity in the remainder of this paper),
P(q)d3q =qdq/2k+ and the integral is taken be-
tween 0 and 2kF.

III. NUMERICAL RESULTS

In this section we calculate Nv(co), b„and the
thermodynamic critical field II, using parameters
appropriate to ErRh4B4. In this material electrons
in the inner unfilled f band of Er + are ferromag-
netically ordered below T,2 ——0.93 K. The conduc-
tion electrons, deriving primarily from the d band of
the Rh4B4 clusters are superconducting below

T, i 8.7 K and abo——ve T,2. A type of coexistent
phase appears to exist between T,2 ——1.2 K and T,2.
Because this phase is not well understood we will
consider only T & T,2. While the magnetic instabili-

ty temperature TM is not clearly known, in this
work we will choose it to be 0.9 K which is roughly
equal to T,z. Free-energy arguments' suggest that
once magnetic order can exist the ferromagnetic
state will rapidly (as a function of decreasing T)
reach a lower free energy than that of the supercon-
ducting state, so that T, 2 and Txr cannot be far
apart.

Our choice of parameters for ErRh4B4 is as fol-
lows. In order to obtain a T, i of 8.7 K, in weak
coupling (phonon) theory, we needed N(0) V=0.342.

0.04

0.03-

2
M' ""'

0.0&-
J2

0.0!

0.00
0 50 I00

FIG. 1. Paramagnon density of states vs co, measured
in units of coD/200.

200

This corresponds to a BCS transition temperature of
10.7 K (for fuoD/kz ——200 K) which must lie some-

what above T, i due to spin-fluctuation effects. [Our
exact results yield a T, I higher than experiment,
suggesting that N(0)V-0. 335 might actually be
more appropriate. ] It should be emphasized that
ErRh4B4 has a surprisingly high critical temperature
for a material with a ferromagnetic ground state.
This can be explained by assuming a rather large
electron-phonon coupling constant. The other
parameters appearing in Eqs. (2.6) and (2.9) are the
spin S=(g —1)J which is —, for Er +; the two ex-

change constants J f and Jf are, respectively, 0.1

and 10 meV. The former corresponds to k~T~ and
the latter has been estimated from measurements of
the depression of superconducting transition tem-

perature as a function of impurity concentration in
the rhodium boride series. We also take Z=8, the
magnetic coherence length go

——4.4k+ ' which corre-

sponds to the nearest-neighbor separation a=5.5 A.
Finally g=1.2 and' N(0)=0.33 eV '. Note that
our choice of parameters differs significantly from
that of Ref. 3. Our results are relatively insensitive

to go, which is not well known. Using these parame-
ters and the sum rule [Eq. (2.13)] to determine r, we

may compute a2F(co) as a function of T. This is

2-
(")

N(0)

3.0K

l.5K

1.4"
1.2
I-

H~(Tj

"scsO
i O. I

0 I 2 3 4 5

(mV)

FIG. 2. Nq(~) vs co at several T |'in the absence of
crystal-field —splitting effects). Inset shows gap parame-
ter 6 and free-energy difference 8,.
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plotted for three different temperatures in Fig. l.
Note as T decreases the weight in a F(co) moves to
lower frequencies, corresponding to the softening of
the spin-fluctuation mades.

We numerically solve Eqs. (2.6) and (2.8} using an
iterative approach. We began our iterations by mak-
ing a guess for u (co) using the AG equation

u (co)=—+ u (oi)/[I —u'(oi)]' (3.1)

with (r,a)-' chosen to be 0.125, which was a
reasonable estimate. The final u(co)'s converged,
normally, within 1% usually after four to six itera-
tions.

Our results for E,(co) for three low temperatures
are shown in Fig. 2.' The inset plots 6 and H, as a
function of T. The growth of spin fluctuations as T
decreases toward TM leads to a slight drop in b, (and

H, ) at lower T. Since b, stays relatively large, in the
vicinity of magnetic ordering, it follows that the
transition aut of the superconducting state must be
first order.

This first-order transition can be directly com-
pared with the second-order transition obtained in
Ref. 3 using weak coupling theory. The strong cou-

pling equations (2.6)—(2.8) yield the results found by
Maekawa and Tachiki when 8 (q, 0 ) has all of its
weight at high frequencies. For example, to repro-
duce the results in Ref. 3 one may take

8 (q, 0)= 5(Q —oi'i'),
—&X(q) (3.2)

where co'~ is a characteristic magnetic frequency
which is high compared to all other energies in the
system. It follows from Eq. (2.8) that

T, =(1.14AcoD/kB)exp[ —1/g' N(0)], (3.3a)

where the effective coupling constant

3T (J/ ) X(0)
geff~(0) gBcs~(0)

8k,'Jffg

T Tiu+4kr'go-
+in

~M

(3.3b)
It may be seen from Eqs. (3.3) at low temperatures
with T & T~, that g' vanishes and there is thus a
second-order transition out of the superconducting
state. This is in contrast to the results obtained in
our model for 8(q, Q), which contains a spread of
frequencies 0&a(coD. This distribution of co is
clearly crucial and weakens the negative effect of
magnetic order on superconductivity. While we be-
lieve the spread in frequencies to be most important,
to some extent the difference in the order of the

transition is related to the softening of the magnetic
excitation frequencies. It may be argued that most
of the negatiue contribution to b(co) comes from co

smaller than the spin-fluctuation frequency. This is
opposite to the phonon case in which most of the
positiue contribution to b, (co) comes from frequen-
cies below the Debye frequency. (The sign differ-
ence of these two effects follows from the fact that
phonons strengthen and magnons weaken supercon-
ductivity. } Hence as the characteristic magnetic fre-
quency is lowered, with decreasing temperature, we
would expect that the magnetic excitations are less
damaging to the superconducting order.

The behavior of N, (co) is clearly different both
from that obtained for magnetically dirty supercon-
ductors and from BCS theory. We observe a small
but finite density of states at co &5 unlike the BCS
results. However, by contrast with results obtained
in AG theory for a gapless superconductor we see a
much more we11-defined and narrow peak at co-A.
This peak shifts to lower T as T decreases near T~
in the same way as h(T).

The T„obtained for X(0)V=0.342 was found to
be about 9.5 K, which is slightly higher than ob-
served experimentally. We estimate that
E(0)V=0.335 might be more appropriate. Note
that the ratio of twice the maximum order parame-
ter 6 '" to k&T, ] is -3.0 rather than 3.8 as ob-
served experimentally. This arises from the fact
that our T, i is slightly larger and our b, '" is slight-
ly smaller (by 5%) than found experimentally.
However, we see no reason to argue for strong cou-
pling phonon effects to explain the deviation of the
observed ratia from BCS theory. It presumably ar-
ises from the fact that spin-fluctuation effects de-
crease T, ] more than d, as is seen in AG theory.

It is believed that crystal-field effects, which have
been neglected up to this point, play an important
role in the rhodium boride series. The lowest energy
levels of Er + (J=—, ) consist'6 of a pair of doublets

l5

separated by 1 K; the next levels are a doublet at 12
K and four doublets at approximately 32 K above
the ground-state pair. This implies that over much
of the temperature region of interest the effective
"spin" value of the Er atom is considerably less than

3
the value of S = —,. Furthermore, due to inelastic
processes this "spin" must be viewed as temperature
dependent. With regard to the first point we note
that estimates' of J are based on assuming that
the spin-flip lifetime is given by the AQ result for
the full spin value: r, ' cc (J «)2S(S+1). However,
to some extent we have underestimated (J ) by
overestimating S. This effect makes it possible to
argue that near T, i our calculations of pair breaking
effects and thus of the thermodynamic variables are
reasonably reliable. However, as T decreases, some
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inelastic contributions to the spin-flip lifetime must
be frozen out; we now estimate these and their effect
on b,(T).

A crude approximation of an effective 1/~, which
includes inelastic processes is given by'

r

.«" X~~/(e' —1) Xl
CO

(3.4)

Using the first three energy-level splittings (at 1, 12,
and 32 K) we deduce that (1/r ~s K~)/
(1/r,'&, &~K~)-2. Thus the neglect of crystal-field
effects leads to an overestimate of 1/v by about a
factor of 2 relative to a typical "high" temperature
value. Using AG theory as a guideline we estimate
that this leads to an increase in b at T=1.25 K by
about 20% over the value obtained by neglecting
crystal-field effects. The net result is that b will

tend to be rather T independent at low T, rather
than decreasing slightly as was shown in the inset of
Fig. 2.

To simulate this behavior we have chosen the cut-
off parameter ~ in our theory, to yield a constant 5
at low T. This is shown in Fig. 3, along with the re-
suiting H, . In the main portion of the figure is
plotted N, (co) for the lowest temperature T= 1.25 K.
Note by comparison with Fig. 2, that the position of
the pe@k has now moved up in frequency as expect-
ed from the change in b, (from Fig. 2 to Fig. 3). We
expect very little shift in the peak position as T is
decreased (at low T) toward TM when crystal-field
effects are included. This appears consistent with
what is experimentally observed, ' as will be dis-
cussed in the next section.

IV. COMPARISON WITH EXPERIMENT

There have been three sets of experimental tunnel-

ing measurements on the ErRh484 system. The ear-
liest work by Rowell, Dynes, and Schmidt' using

0
0 I

( m'lj')

FIG. 3. N~(e) vs co (when crystal-field splitting is in-

cluded) at T=1.25 K. The gap parameter 6 and free-

energy difference are shown in the inset.

proximity-effect tunneling is evidently suspect, for it
gives unexpectedly low values (5-0.7 meV) for the

gap parameter. Goldman and co-workers have fa-
bricated superconductor-insulator-normal and
superconductor-insulator-superconductor' junctions
using a variety of oxides and counterelectrodes with
more success. Their dI/dV peaks appear to be less
well defined than those found by Poppe using a
point-contact technique. Our theoretical results

compare most favorably with those of Poppe,
despite the fact that point-contact tunneling tech-

niques are still in the earlier stages of development.
To make contact with experiment we compare our

estimated values of b (T) and of Nq(co). The former
can be roughly determined experimentally using the
period hH of the Fraunhofer diffraction pattern '
in a Josephson junction to obtain the measured
penetration depth

A(T)=[mc /4mps(T)e ]'~ . (4.1)

Using experiment to calculate the superfluid density

ps(T), we derive b(T) from

T p" dT pN

ho To "To T ps(T)
(4.2)

2.0—

f.5—

80-
60-

I 20-
I

-2 Q 2
v(mv)

0.5—

'0
I 2 3 4 5

v(mvj
FIG. 4. Normalized conductance of T=1.25 K. Ex-

perimental tunneling characteristic is shown in inset (after
Poppe, Ref. 6).

where bo= b, (To) at the arbitrary reference tempera-
ture'To and p~-0.3/10 cm . This yields a
curve for b, (T) which looks similar to that obtained
theoretically (see the inset of Fig. 3). Unfortunately
our results are sensitive to the normal state density,
so that agreement between theory and experiment
cannot be rigorously established. Despite this
caveat, there does not seem to be any evidence for a
sharp drop in h(T) near T, q so that the notion that
there is a first-order transition at this temperature
seems well established.

We have computed dI/dV by "thermally smear-
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ing" the calculated X,(ca) (at T=1.25 K) which is
plotted in Fig. 3. The resulting curve is shown in
Fig. 4. In the inset is plotted Poppe's data at
T=1.55 K. While the temperatures of the theoreti-
cal and experimental curves for Ns(to) differ, it
should be noted that both are found to be relatively
insensitive to T at rather low temperatures. It may
be seen that theory and experiment are in reasonably
good agreement. dI/dV is relatively independent of
V for a wide range of low voltages after which it
rapidly increases to a well-defined maximum at
about 1.S mV. Even the peak values for the ratio
(dI/d V)sl(dI/d V)N correspond reasonably well.
The rounded shape of dI/dV in the low-voltage re-
gion is a reflection of the small but finite density of
states which we find at low co. That this effect is
seen experimentally is satisfying. However, it can-
not be taken as confirmation of our theoretical re-
sults, since such an effect could derive from leakage
current.

Our results have to be viewed as a first step in mi-
croscopically understanding superconductivity in the
reentrant superconductors. There are many aspects
of the experimental situation ' which have yet to
be clarified, even in the paramagnetic phase.
Presumably once this is accomplished it will then be
possible to undertake more complete theoretical
studies of the tunneling characteristics in the "coex-
istent" superconducting-ferromagnetic phase.
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in the figure are more accurate.
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