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Within the hypernetted-chain approximation, coupled Euler equations are derived for the
radial distribution function and the surface profile of liquid “He at zero temperature and
fixed chemical potential. For the solution a reliable method based on the local-density ap-
proximation is developed. It is found that the Euler equation for p has a solution only in
the region where the bulk pressure is positive and the chemical potential negative. At the

saturation point (pg=0.0175 A-

3 and Eg /N =—5.2 K) of our model consisting of the

Lennard-Jones potential with de Boer —Michels parameters, we obtain the surface energy
E,=0.17 K/A? and the monotonically decreasing surface profile with diffusivity of 6 A

based on (10—90 %) criteria.

I. INTRODUCTION

During recent years the Jastrow method has been
very successful in describing the ground-state prop-
erties of uniform quantum systems.!~!° The wave
function in this method is constructed from the Jas-
trow ansatz. With the use of the hypernetted-chain
(HNC) approximation, one can relate the Jastrow
correlation factor f;, to the radial distribution
function g, and hence write the total energy
E(gy,) as a functional of g,,. The variation of the
total energy results in an Euler equation that can be
solved for optimized g,.

The success of the above method has encouraged
us to go over to nonuniform systems where the
number density is a varying function.!!? In this
work we want to study the planar surface of liquid
“He. the translational invariance of the uniform
“He is broken by introducing an external one-
particle pressure field that localizes the density pro-
file. Similar ideas have been employed in the
evaluation of the classical liquid-gas and liquid-

solid interfaces.!
Experimentally, the surface energy of *He is ob-

tained by extrapolation from finite-temperature
measurements giving E;=0.274 K/A* An in-
direct estimate of the surface thickness is available
from elastic reflectivity for a “He atom striking the
free surface.”® It was found possible to fit the mea-
sured data only when a diffuse surface of 5 A was

adopted.'®
The surface-density profile is a basic quantity
which should be known more accurately than the
above numbers indicate in a variety of physical
problems. (For review we refer to Refs. 17 and 18.)
The binding energies of single H, D, and T atoms to
27

the free surface of liquid “He,'” the properties of the
3He layer on top of the “He surface, ripplon spec-
trum, etc., all assume the density profile to be
known quite accurately.

Theoretical calculations of the *He-density profile
can be divided into two categories—the density
functional and the variational. The first approach
is exact in principle,?’ but in practice one invokes
the concept of local uniformity to obtain approxi-
mate forms for the free energy F(p) as a functional
of the number density p. The optimum profile is
then determined by the condition 8F(p)/8p=0.2!
It was argued by Ebner and Saam?? that this pro-
cedure leaves out important contributions arising
from the zero-point motion of the surface due to
ripplons and phonons reflected at the surface. Sub-
sequently, they present a prescription for renormal-
izing of the density-functional theory and obtain re-
sults that are consistent with the surface-tension
measurements.

The variational approach has been applied by
Chang and Cohen?} and by Shih and Wo00.?* Both
of them constructed a trial Jastrow-type wave func-
tion

YTy, .. L Tr]= [T e(Fe(Ty, .., Ty), (1)

where
o= Hf(?},f}) (2)
ij

and ¢(T;) is the single-particle correlation factor
which can be related to the one-particle density
through the lowest-order Bogoliubov-Born-Green-
Kirkwood-Yvon (BBGKY) equation. In these cal-
culations 1, was chosen to be the ground-state wave
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function of a uniform system and the radial distri-
bution function was evaluated in the local-density
approximation using the second BBGKY equation®*
or HNC and Percus-Yevick (PY) equations.”* The
density profile was expressed in parametric form,
and the parameters were determined by minimizing
the surface energy. The minimum, however, turns
out to be quite shallow, and thus the shape of the
profile is not precisely determined.?

Liu et al®® criticized the lack of internal con-
sistency in the above calculations. With Monte
Carlo technique they evaluated the one-particle den-
sity directly from the definition

[ 1o, dry
f ’¢|2d3r1"'d3"1v

starting from @ and ¢, used in Refs. 23 and 24. A
marked difference to the earlier profiles was found.
The output profiles showed a pronounced surface
peak that did not appear in the input profiles.
Whether exact Monte Carlo calculations retain the
same oscillatory structure is not yet known. Ebner
and Saam?? showed that near the liquid-solid inter-
face, oscillations do exist but they cannot be sus-
tained at the free surface of liquid “He. This con-
clusion agrees with our results also.

In this work we express the total energy of “He as
a functional of both one-particle density p and radi-
al distribution function g;, starting from the Jas-
trow ansatz of Eq. (1), but allowing the nonunifor-
mity to deform also the Jastrow correlation factor
f12. Thus we have two independent functions which
will be determined through variational procedure.
In Sec. II. we develop Euler equations of p and g,
in general for a Bose fluid in external field. As a
special case the uniform Bose fluid comes out na-
turally when p(T)=p,. The equation for g, in this
limit agrees with the one defined in Refs. 3, and 4,
and the equation for p determines the pressure of
the bulk fluid.

Because of the computational difficulties it is not
possible to solve the set of Euler equations exactly
even in the simple geometry of a planar surface.
Thus we introduce an approximation scheme where
the equation for p is treated exactly but the cou-
pling to the two-particle functions g;, and f;, and
the nodal sum N, comes through the local-density
approximation. The two-particle functions are
evaluated in Sec. III. from the second Euler equa-
tion at different values of the density parameter p.
Thus we optimize these functions at each local den-
sity. In Sec. IV we solve the Euler equation for p,

and in Sec. V we present results discussing various
aspects of our approximation scheme.

II. EULER EQUATIONS

Consider a Bose fluid subject to an external field
at absolute zero temperature and fixed chemical po-
tential u. The free energy of such a system is

F=E+PV=uN+EA , 4)

where E; is the surface energy per surface area A4,
and the internal energy

_Sy|H|Y) 5)
E="Gmw -

The Hamiltonian for a N-particle system can be
written as

ﬁZ N 2 ! N N .
H=——2 2V;+7EV12(|r,~-—rj|)
m ;1 ij

N
+ 3 Uen(Ty) . (6)
i=1
The interaction V|, depends only on the relative
distance of two particles and U, is the single-
particle potential.

For the wave function of this system we choose
the Jastrow ansatz of Eq. (1) and adopt the defini-
tions for the one-particle density given in Eq. (3)
and for the two-particle density written in the usual
way:

[ 101%d% - dry

@z =
pD(ELFY) =N (N —1)
f [¥|%d% - dry

=p(T))p(T,)g (T}, T,) (7

The last equation defines the radial distribution
function g, =g(1,75).

This procedure introduces four unknown quanti-
ties: the one- and two-particle correlation factors,
the one-particle density, and the radial distribution
function. They can be related to each other through
the lowest-order BBGKY equation, !

—>

v _ _

p;”‘= ingi+ [ d*rp Viinfl, ()
1

and the HNC/E equation

ntEp

N
gu=rfhe 9)

Even though the sum of elementary diagrams E, is
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shown to improve the saturation properties of the
uniform *He fluid,* we shall for simplicity ignore
them in this work. The nodal sum N, can be
evaluated from the generalized Ornstein-Zernike in-

tegral equation®’
J

Nip= f d’rips(g13—1)(g3—1—Ny,) . (10)

Inserting the Jastrow wave function into the ener-
gy expression (5) and utilizing Egs. (8) —(10) we can
write out the internal energy as

E= [ | 2T /mi+U L[ [ana? Vgt (T Va2 T g1 T
—f T 2m( 1VP1) + Ueups +2ff r1a7rp1p2 12812+m( V&) am 1812 ViV

(11)
The kinetic energy part here is evaluated from the Jackson-Feenberg identity.?
Our aim is to find a minimum for the surface energy
E PV N
E=—+——u— 12
VRV R (12)

when the bulk quantities pressure P, chemical potential u, volume V, surface area 4, and number of particles
N are kept fixed. The two functions that naturally emerge as independent functions in the variation are the

square roots 1/p; and 1/g;,. The Euler equations are then

OE, #
" VivVPi+2Vp1 [Uew—p+5 [ draps(Hiy+Hy)
1
8N 3
- = fd r2d’ripyp3Va80y Vo 5 =0
(13)
and
SE; # #
— —p, |- ViVER)+V Vig+—— Vi Ny,)
81/§E P2 m 812 812 |P1V 12 4m P1112
5 ~ 6N 3,4
~am Y &1 [ @*rsd’ripspiVsgas Vs =0. (14

In Eq. (13) we have defined

R (o I
H125V12812+7n‘ [V1V 812)2—%V1812'V1N12
(15)
The functional derivatives 8N,3/8p; and

ON3,/6g, are obtained from the Ornstein-Zernike
relation (10). Thus

Oz =C1,Ch3 (16)
8p1
and
8N34 o
521 _=P20345(1'1—f3)

+p1C138(T,—T) —p1p,C13Co4 . (17)

5812

|

Here we have introduced the direct correlation
function C\,,

Cp=g;p—1-Nyy, (18)

and used the Dirac § function. The integrals in
Egs. (13) and (14) where the functional derivatives
appear are simplified by applying the Ornstein-
Zernike relation once more.

We are now ready to write out the two coupled
Euler equations for a nonuniform Bose fluid:

_ﬁg’g

5 VIVPr+ VoW (D4 U D=0V p1

(19)
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2

” - =
- Vip1ViVER)+VgnlVia+We(1,2)]=0,

mp;

(20)
where the induced potentials are
W,()=5 [ d*rp; |Hip+Hy

#” = =
— —Vo)N12' V2l
4im

(21)
and

J
#[|d ’
&y g gV
pof riV(rig(r)+ m ar g(r)

— 18/ (NIN'(F)— s N'(F)C'(r)

2
2mp,

Wg(l,2)= [61‘(p1€|N12)

1 — —
— 2P f d’rp;V3C13:V3Cx

(22)

It is instructive to study these equations in the
limit of a uniform fluid where the density is con-
stant p(T)=p, and no external potential appears.
The two-particle functions gi,,f 13, N1, and C;, be-
come functions of relative distance only,
F,=F(|7,—T,|)=F(r). Equation (19) reduces
then to

=u . (23)

This defines an expression for the bulk pressure since we know the chemical potential

E
— TVB_ ;,11 24
0
and the energy per particle in a uniform system
2
E 2
%:%pofzﬁr V(r)g(r)+ﬁn: i—;—rVg(r) —%g’(r)N’(r)} ] . (25)
l
Therefore The second Euler equation (20) reduces in the
E E case of uniform system to
!LEM—TVB;:TB—SipOderN'(r)C'(r). 2
Po m — V(N +VE NV (r)+ Wy(r)]=0
(26)

As one can see this expression for the pressure
agrees with that obtained in Refs. 32 and 3. This
becomes more explicit if we write it in terms of the
structure function S (k),

S(k)=1+py [ d¥re'* T[g(r)—1]. 27)

The Fourier transform of the nodal sum N (r) and
the direct correlation function C(r) are also func-
tions of S(k):

[S(k)—17?
N(k)=—~s—(z)— , (28)
S(k)—1
C(k)zT(k—)_- . (29)
This leads to the expression (24) in Ref. 3:
P _Ep # d*k_,2(S—1°
po N 8mpyJ (2r) s
(30)

(31

with the induced potential used in earlier works>*:

# Po Vo
Wg(r)EEr—n— VZN(r)—7 fd3r3C13C32

s dk %728 =125 +1)
4m Y (27)’py S? '

(32)

Hence the generalized Euler equations have the
standard uniform density solution. The translation-
al symmetry is broken by the single-particle poten-
tial U,,. For the calculation of the surface profile
the external field is used to make the pressure out-
side and inside the fluid the same. Thus the
strength of U,,; will be proportional to the bulk
pressure. Our geometry is such that the z axis is
normal to the surface and points out from the fluid.
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In this work we have used the potential

P 1

— . 33
po 14+exp[—B(z —zp)] (33

Uen(2)=

The results, as we shall show in Sec. V, are of
course independent on the location z; and only very
weakly dependent on the thickness parameter B.

In this geometry the density p(z) depends only
upon z, and the two-particle functions depend upon
zy,zy and the variable |[%;—7%,| where
7=T—(72)Z is the coordinate in the plane perpen-
dicular to Z.

A simultaneous solution of two nonlinear integro-
differential Euler equations together with the
Ornstein-Zernike integral equation is currently
beyond the capacity of our computer facilities.
Since our main interest lies in the density profile we
separate the Euler equations and solve Eq. (19) ex-
actly for given g, and N,. The two-particle func-
tions are calculated from Eq. (20) at 30 different
constant densities. Thus we get tabulation of func-
tions

g1n=g(|T1—T13],p)
and (34)
Nyup=N(|TFi—T2|,p) .

The tables are then used in Eq. (19). The coupling
of these solutions to the density profile emerges
through the two choices of the density parameter p
we have used in this work:

B |p<z1 o(z2)

p= 35)
Lotz +pizy)]. ‘

These local-density approximations have been wide-
ly used in earlier calculations.”*?* The main im-
provement here is that both g, and N, will be op-
timized as we shall discuss in the next section.

III. THE TWO-PARTICLE FUNCTIONS
812 AND N 12

The technique for solving the radial distribution
function g, and the nodal sum N, or equivalently
the Jastrow factor f, for the uniform *He fluid is
described in Ref. 3. We have followed their pro-
cedure by linearizing the Euler equation (31) for
Vg(r) and iterating the linearized equation. The
iteration converges rapidly if a reasonable starting
function for g (r) is used. The other functions N (r),

C(r), and f(r) can always be obtained from g(r) us-
ing Eqgs. (9) and (27)—(29). The iteration scheme is
repeated for 30 different densities between 0.001
and 0.023 A~ in order to provide enough points
for spline interpolation which is employed when
functions g, N, and C are used in the Euler equation
for the density.

The optimizing equation (31) leads to difficulties
at small densities because it does not have a physi-
cal solution below the spinodal dens1ty psp- The
breakdown happens at p,,~0.016 A= when the
Lennard-Jones potential

12 6

g
¥

V(r)=4e (36)

with de Boer —Michels parameters o =2.556 A and
€=10.22 K is used.

The dominant feature of the pair distribution
function at small densities is determined by the fact
that there is a strong repulsion between “He atoms.
A reasonable model could be a system of billiard
balls with a fixed hard-core radius.’ We prefer,
however, that the energy per particle of “He matter
remains negative all the way to zero density. Thus
some attraction is needed. A prescription that ful-
fills that requirement and yet is capable of produc-
ing a stable physical solution is to reduce the attrac-
tive part of the Lennard-Jones potential linearly at
densities below the spinodal density,

_ V(r) when V>0 37
V=123 () when ¥ <0,
where
1 when p>p,
ap)=] _ (38)
£ when P <Pspr
Psp

a(rn)

05}

2 2 3 CRY)
FIG. 1. Radial distribution functlon g (r) evaluated at
different bulk densities (in units 10~3 A=)
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In this way we keep the repulsive core fixed. o
The resulting g(7) and S(k) are shown in Figs. 1 21
and 2. One should obtain S(0)=0 from an accu- :
rate calculation. The fact that S(0)s40 in our work = = 0= .
is due to the cutoff in the r-space integration where

7 max =20 A. For the present purposes, however, ke 10

this is completely sufficient and has no further 05t 3 .
consequences to the results we present. In Fig. 3 we 2

plot the bulk energy per particle, pressure, and 19

chemical potential as a function of density. As re- n S . 3 O
quired the energy per particle remains negative at FIG. 2. Structure functions S(k) evaluated at the
all densities of interest. same bulk densities as g (7).

IV. THE ONE-PARTICLE DENSITY

We return now to the solution of the first Euler equation (19). Inserting the cylindrical symmetry of the
planar surface and the local-density approximation for the two-particle functions g,, N5, and C;,, we can
write the equation for V'p(z) in the following form:

2 2
—ﬁ—d—zv (2)+Vp(2)[ W (2)+ Ueny(2) ] =pV pl (39)
2m dz
where
W,(2)=elz)+ - P(2) (40)
0
with
2
® L, ® 7 d = Uy
)= [ dzpw [ rar V(r)g(r,p)+;H;i—;vg(r,p) — 8/ (npN'(r,p) , (41)
and
hz ® ’ ’ ® ’ - ’ —
pOP(z)_e(z)— 4m1rf~wdzp(z ) f|z—z’| rdr C'(r,p)N'(r,p) . (42)

The structure of Eq. (39) is the same as the one for Vg (r) in a sense that it is a nonlinear integrodifferential
equation. Thus the same linearization technique can be applied by writing Vp—1/p, +A(z),

—zﬁA"(Z)-FA(Z)[Uext(Z)-*- W,(z)—pl+Vp(2) f_w dz'Vp(z')A(Z'YoW(|z—2'|,p)
m (-]

2
7 d Vo [UeXt(Z)-{-W(z —ulvpa(2),

“m dz?

where (43)

SW(|z—2'|,p)=4r flz—Z’l rdrV(r)g(r,p)

2
+ % [757‘/ 2(rnp) | —2[g"(np)+C/(rp)IN'(r,p) — C(rp)s (1) (44)
In the last term of the function .#(#,p) is a constant density approximation of the integral
_ 2
Fp)=1 [ drip3VsCiy ViCrym—— [ K3d ksin(kr) | SUoR)=1 45)
8w pr S (k,p)
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FIG. 3. Energy per particle Ez/N, pressure P, and
chemical potential u as a function of density.

This approximation affects only the rate of conver-
gence in the iteration but has no effect on final re-
sults.

The iteration procedure is such that for given
VvV pa(z) we obtain A(z) from Eq. (43). The new
function V/'p, . 1(z)=A(z)+V p,(2) is inserted into
the linearized equation and iteration is continued
until A(z) <107%/p, at all values of z. Starting
from a Fermi distribution

Po
14e%’
some 50 iterations are needed. The parameter a

may be determined from the asymptotic behavior of
Eq. (39) when z—

plz)= (46)

12
—2m Ep

# N

(47)

It is interesting to note that we can relate through
the Euler equation (39) the definition (12) of the
surface energy E; to a mechanical definition of sur-
face tension y adopted by Kirkwood and Buff.*
Multiplying Eq. (39) by V/p(z) and integrating over
z we get an equation
2

E—ﬁzfdz[ Vp(z)

E
+ [ dzp(2) e(z)+Uext(z)-——Ni]
=[" dzp—:,i)—[P—P(z)]Ey. (48)
¥

The left-hand side equals to the surface energy E;
and the right-hand side is the Kirkwood-Buff defin-
ition for the surface tension y where P(z) describes
the pressure parallel to the surface.

Finally we define the free-surface energy

Esfme=’}’F=y_ f_ww dzp(z)Uext(Z) (49)

by subtracting the external field. This is the quanti-
ty we shall quote in numerical results.

V. RESULTS AND DISCUSSION

The hypernetted-chain theory appears to be a
fruitful approximation in the study of the surface
properties of Bose fluids. The Euler equations that
optimize the density profile and the pair distribu-
tion function can be obtained by a straightforward
variation of the free energy of the system. Thus
they provide an exact starting point for our calcula-

tions.
In Sec. III we already briefly discussed the results

for the uniform liquid “He which are summarized
in Fig. 3. One finds there that our model saturates
at the density py=0.0175 A-? with the energy
Ep/N=—-5.2 K. This is quite far from the experl-
mental saturation point py=0.02185 A-3 and
Eg/N =—7.14 K. In one of the previous works?’
it was suggested that the strength of the Lennard-
Jones potential should be increased by a factor of
1.09. This indeed lowers the saturation energy but
leaves the saturation density almost unchanged.
That is because the multiplicative factor increases
also the repulsive part of the potential. It has also
been shown’! that in the Green’s function Monte
Carlo calculations the saturation properties of “He
are quite well described even with the potential of
Eq. (36). Thus we have chosen to leave the
Lennard-Jones potential unchanged and present re-
sults in the HNC approximation. In Fig. 3 we have
also plotted the chemlcal potential. It becomes zero
at pp=0.021 A-3and s positive at larger densities.
This means that the free surface for liquid 4He can
exist only with the bulk densities below 0.021 A-3,
In the numerical calculations this shows up in two
ways; the convergence of the iteration above the
critical density becomes very slow making it diffi-
cult to find a consistent solution and the free-
surface energy defined by Eq. (49) turns negative.
We are hesitant in claiming physical consequences
from the breakdown of the solution at large densi-
ties or equivalently at high pressures, because other
effects like solidification may make the concept of
the free surface meaningless.

In Fig. 4 we give the free-surface energy as a
function of p, using three different approximations.
The density range where we find solutions is bound-
ed now from two sides. In the high-density limit,
discussed above, the free-surface energy becomes
negative and in the low-density limit the bulk pres-
sure becomes zero. The saturation point cannot be



238 M. SAARELA, P. PIETILAINEN, AND A. KALLIO 27

12‘3 19 20 21 22 23 24
T $o10°K°)
FIG. 4. Free-surface energy ES® defined in Egs. (12)
and (49) as a function of the bulk density p,. The lowest
curve is obtained using the arithmetic mean in the local-
density approximation. The geometric mean is used for
the curve in the middle and the arithmetic mean together
with the small density cutoff for the curve on the top.

quite reached in the numerical work because the
external potential U, is proportional to the pres-
sure and U, >0 is required in order to provide lo-
calization of the surface. The extrapolation of the

results to the saturation point, however, is reliable

because the shape of the profile and the surface en-
ergy remain unaltered for a rather large density
range near the saturation point. The lowest curve
in F1g 4 is obtained by using the arithmetic mean
———(p1+p2) Solutions to Eq. (39) were found in
the region 0.0179 A~3<p,<0.0215 A=3. The
value of the surface energy extrapolated to the sa-
turation point, Ef®=0.167 K/A?, is about 30%
below the experimental value 0.274 K/A2 This
discrepancy can be attributed to the lack of binding
and to the small saturation density of the uniform
liquid in the HNC approximation.*

In agreement with Chang and Cohen™ we find
that the use of geometric mean p=1/pp, makes
very little difference near the saturation point as
seen from the curve in the middle of Fig. 4. The re-
gion where the solution exists with the geometric
mean, however, is further shifted from the op-
timum. Thus we believe that the arithmetic mean is
slightly more realistic in describing the coupling be-
tween the two-particle functions and the density
profile.

The third curve in Fig. 4 is obtained by neglect-
ing the contribution of densities below the spinodal
point py,=0.016 A=3in the evaluatlon of the two-
particle functions. We set there p= (p1 +p2)=psp
if p<pyp. The extrapolation of the curve to the sa-
turation point yields E;=0.18 K/A2 6% above
previous results, but the region where the solution
exists is quite far from the optimum. This tells that
it is important to take into account the full density
dependence of g, and N, when the existence of

23

the solution is studied but it makes little difference
near the saturation point. Finally, we point out that
if p=py, the bulk density, or in other words g;, and
N, are kept independent of p, Eq. (39) does not
have a solution at all.

In Fig. 5 we then show a typical surface profile.
It is evaluated at py=0.0183 A~>. The Gibb’s sur-
face is located to the origin, i.e.,

I” o2 —p(2)dz=0 . (50)

Here O(z) is a step function. This definition deter-
mines the parameter z, in U,,, yielding z,=0.438.
The other parameter B is taken to be 5 A. Our re-
sults are very weakly dependent on it because the
variation of B from 3 to 7 gives graphically indis-
tinguishable curves and the surface energy changes
only ~5x10~* K/A2. The profile is a monotoni-
cally decreasing functxon showing no oscillations.
Its thickness is about 6 A. Thus it is quite diffuse
which again is due to the lack of binding in the uni-
form system. The effective potential W,(z)—u ap-
pearing in Eq. (39) is also plotted in Fig. 5. It has a
minimum at 0.5 A and only 0.6 K deep. The sur-
face profiles become more diffuse with increasing
bulk density as shown in Fig. 6. This happens be-
cause the pressure inside the fluid increases and the
chemical potential approaches to zero. The fluid
then finds increasing difficulty in holding itself to-
gether.

As a conclusion we claim that the method
developed here provides a reliable basis in describ-
ing the physical properties of the free surface of
liquid *He. With enough numerical capacity and
patience one could solve the coupled Euler equa-
tions in (19) and (20) directly and hence obtain exact
results within the HNC approximation. The local-
density approximation applied in this work in the
evaluation of the optimized g;, and N, turned out
to be quite accurate. In this approximation it is

1 £2) + W) 4

o
jﬁ
o
WP(Z)

- T T T T -
-0 -8 -6 "4 -2 2 4 6 ZA)

FIG. 5. Density profile p(z) and the effective potentlal
W,(z)—p from Eq. (40) evaluated at p,==0.0183 A-3
with the arithmetic mean.
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6  Z(R)

FIG. 6. Density profiles at three different bulk densi-
ties using the arithmetic mean. (py is in units 1072 A73))

straightforward to solve numerically the Euler
equation (39). We believe that our way of con-
structing the surface energy preserves the variation-
al property of the system. Thus our best result with

the arithmetic mean represents an upper limit to the
surface energy. In order to obtain a better agree-
ment with the experimental surface-energy mea-
surements one should add elementary diagrams and
find a two-particle potential which describes well
the saturation properties of the uniform *He system
in the HNC/E approximation.
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