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We report high-precision pseudodielectric function spectra ellipsometrically measured

from 1.5 to 6.0 eV of Inl „Ga„As~PI y alloys lattice-matched to InP. Analysis of third

derivatives numerically calculated from these data yields critical-point energies, broadening

parameters, phases, and amplitudes for the valence —conduction-band critical points

El, El+El, E0, and ED+60. An observed inversion of the relative strengths of the El
and El +El transitions as a function of composition is attributed to the k-linear interaction.

The phases indicate strong Coulomb interactions for El and Eo, without the ambiguities

present in the interpretation of electroreflectance spectra. The composition dependence of
critical-point energies yields the following bowing parameters for El, El+6 1, 6 1, and E0.
0.33+0.05, 0.26+0.04, —0.07+0.02, and —0.01+0.05 eV, respectively. We discuss our
results with the use of the models of Van Vechten and others for the nonlinear variation of
energy gaps and spin-orbit splittings with composition. The E0 structure may contain con-

tributions from both I and 5, as observed in Ge and GaAs. We reassign the feature previ-

ously attributed to E2 in InP to Ep +Ap where h0 is the spin-orbit splitting of the second

conduction band at k=0. Our improved methods of analysis allow spectroscopic ellip-

sometry to be used as a valuable supplement to modulation spectroscopy for the study of
interband transitions in solids.

I. INTRODUCTION AND SUMMARY

The quaternary semiconductor alloys

In& „Ga„As~P~ „ lattice-matched to InP are im-
portant in the communications industry because the
band gap can be tuned with composition over the
spectral range that gives the lowest loss and disper-
sion for optical fibers. ' In recent years these ma-

terials have been studied rather extensively.
Several fundamental properties relating to their
band structure have been measured, including the
fundamental band gap,

' higher-energy direct

gaps, the conduction-band mass' ' and
valence-band mass, "' phonon spectra, ' and
core-level spectra. ' Experiments relating to opti-
cal properties include index of refraction and re-
flectance spectra and the indices of refraction at
the lasing wavelengths. In addition, prelimi-
nary band-structure calculations ' have been re-

ported.

In this paper we report measurements of the
visible —near-ultraviolet optical properties of eleven
samples of In, „Ga„As~P~ s from y=0 (Inp) to
y = 1 (Inc 53GBQ 47As). We measured dielectric-
function spectra from 1.5 to 6.0 eV using high-
precision spectroscopic ellipsometry. To enhance
interband critical-point structures, we numerically
calculated third derivatives of these spectra. The
derivatives show several features in the E& and E2
spectral regions and are comparable in quality to
electroreflectance (ER) spectra. From a detailed
analysis of the derivative line shapes we obtained
energy thresholds, broadening parameters, phases,
and relative amplitudes associated with the critical
points. In contrast to all previous modulation spec-
troscopic work, our linear regression analysis also
yields uncertainties of the fitted parameters. The
uncertainties establish the capability of the data to
determine these parameters.

The experimental and analytical methods we dis-
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cuss here can obviously be applied to many other
semiconductor alloys and materials systems. In
comparison with other techniques, we note the fol-
lowing: Because ellipsometry is a contactless mea-
surement, it can be used on any material, at low or
high temperatures, in any transparent ambient.
Problems associated with Schottky barriers, Ohmic
contacts, and electrolytes are therefore eliminated.
Line-shape interpretation is simplified because com-

plex prefactors depending on the material optical
parameters, interband masses, and electric field in-

homogeneities are also eliminated, as are ill-defined
baselines and subsidiary (Franz-Keldysh) oscilla-
tions in the spectra. This means that less informa-
tion is obtained than in a modulation experiment,
but this information is unambiguous. An optimum
approach is to use the dielectric-function-derived re-
sults in conjunction with modulation spectra.

Our results should be useful in several areas. Ac-
curate dielectric-function data provide valuable in-

formation about electron-hole interactions. Dielec-
tric functions are necessary for a complete interpre-
tation of modulation spectra. Critical-point ener-

gies establish points of reference for band-structure
calculations.

In Sec. II we describe our experimental technique,
and in Sec. III we present and discuss our data. A
brief concluding section follows. Our results are
summarized as follows:

(i) We have obtained accurate dielectric-function
data from 1.5 to 6.0 eV for compositions from y =0
to 1.

(ii) The strength of the EI transition relative to

EI +6I increases monotonically with decreasing y.
This change may be qualitatively understood in

terms of the k-linear interaction.
(iii) We computed third derivatives of the

dielectric-function data and analyzed them in detail

by fitting to Lorentzian line shapes. In addition to
the usual critical-point energies, we obtained
broadening parameters and relative amplitudes.
Important phase information was obtained directly.

(iv) Analysis of the EI and Ej+5I line shapes is
consistent with a 3DM~ assignment, with relatively
strong excitonic effects corresponding to a phase
shift of -60.

(v) Changes in the EI broadening parameter as a
function of composition suggest an alloy-disorder
interpretation. Quantitative broadening calcula-
tions are not available for comparison at this time.

(vi) We measure a bowing parameter of
0.33+0.05 eV for the EI critical-point energies and
0.26+0.04 eV for EI+5I. These values are larger
than those obtained in recent electroreflectance

studies ' but should be more accurate. Our results

are discussed in relation to disorder-induced bowing
in the Van Vechten —Bergstresser model. "

(vii) The negative bowing that we observe for b, I

suggests a revised value E=0.07 for this alloy
series in an empirical model of the nonlinear vari-

ation of spin-orbit splittings.
(viii) The "two-thirds" rule (b, l

——
3

b,a) is not

obeyed in In& ~Ga, As~PI ~. This is due to the
spatial distribution of the electronic wave functions
about the atomic cores.

(ix) Line-shape analysis indicates that ED may
contain both I and 6 contributions, as previously
observed in Ge and GaAs. A large Coulomb in-

teraction corresponding to a phase shift of -110' is

deduced.
(x) On the basis of calculations of the

conduction-band spin-orbit splitting Ap, we reassign
the feature previously associated with Eq in InP to
Ep +kp. We find hp -0.26 eV.

(xi) The observed bowing of ED is zero within ex-

perimental error. A small or slightly negative bow-

ing parameter for higher-energy gaps is consistent
with theoretical expectations.

II. EXPERIMENT

A series of In& „Ga„As~P~ ~ samples was
grown by liquid-phase epitaxy at compositions to
lattice match the (100) InP substrates and cover the
range y =0 to 1. Each layer had a thickness ) 1

pm, which is greater than the penetration depth of
light for the spectral range studied (1.5 —6.0 eV).
The lattice mismatch as determined by x-ray mea-
surements for each sample was always less than
0.15%. The compositions were determined from
the x-ray measurements and from room-
temperature luminescence spectra and should be
accurate to M =+0.01, Ay =+0.02. The composi-
tional homogeneity, both lateral and normal to the
layers, was also estimated to be within these toler-
ances. Carrier concentrations

~
E„ND

~

were in-
the (10' —10' )-cm range, which is sufficiently
low that visible —near-ultraviolet optical spectra are
unaffected by the impurities.

Dielectric function spectra e(E)=e, (E)+iez(E)
were measured at room temperature from 1.5 to 6.0
eV using an automatic spectroscopic rotating-
analyzer ellipsometer described elsewhere. The
full width at half-maximum (FWHM) spectral reso-
lution was 19 A (25 meV at 4 eV). The samples
were mounted in a windowless cell in flowing dry
Nz to minimize surface contamination effects. Sur-
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FIG. 1. Real parts (e& ) of pseudodielectric function
spectra for compositions of In& „Ga„As~P~ ~ lattice-
matched to InP.

face layers were stripped using a (1:5) solution of
HF:methanol or a (1:1)solution of HC1:methanol to
obtain a maximum value for the E2 peak in et.
While the two treatments gave similar results, better
(i.e., cleaner and/or smoother) surfaces were ob-
tained using HF:methanol as the final step for sam-

ples with y &0.7 and HC1:methanol for samples
with y g 0.7. Bromine-methanol chemomechanical
polishing procedures were not possible due to the
small size of the samples. The surfaces were treated
with the samples already optically aligned, and
spectra were measured immediately afterward.

III. RESULTS AND DISCUSSION

A. Dielectric functions

Real and imaginary parts (e) ) and (e2) of the
complex pseudodielectric functions are shown for
selected compositions y in Figs. 1 and 2. Pseudo-
dielectric functions are those calculated from the el-

lipsometrically measured complex reflectance ratio
within the two-phase (substrate-ambient) model
without regard to surface overlayers. The differ-
ences between these functions and the intrinsic bulk
dielectric response should be minor, and will not af-
fect our conclusions based on derivatives of the
data. The real and imaginary parts n and k of the
complex index of refraction n =n + ik
=(e;+iez)' calculated from Figs. 1 and 2 are
shown in Figs. 3 and 4. The two major features of
the spectra are the E~ and E2 structures at -3 and

)

4

E{eV)

FIG. 2. Imaginary parts (e2) of pseudodielectric-
function spectra corresponding to Fig. 1.

-4.5 eV, respectively. These structures move to
lower energy with increasing Ga and As content.

The dominant (E2 ) peak in ( e2 ) is highest for
InP and -5—10% lower for other compositions.
The decrease for y+0 may be intrinsic, e.g. , due to
alloy disorder or matrix elements, or extrinsic, e.g.,
due to residual surface overlayers and microrough-
ness. The observed scatter of the (ez) peak values
for different compositions reflects typical differ-
ences in sample growth and surface preparation
when chemomechanical polishing procedures are
omitted. We estimate that our measured (e2)
peaks may be -5—10% smaller than the true bulk
values. Other systematic uncertainties affecting the
accuracy of our measurements are discussed else-
where. The data presented in Figs. 1 —4, however,
are adequate for most purposes. In the following
sections of this paper we use numerically computed
third derivatives of these spectra to study interband
critical points in the band structure of this alloy
system. In addition, the data will be useful in de-
tailed analyses of electroreflectance line shapes. '

Our data are in good agreement with those of
Burkhard et aI. where they overlap in energy.
This is encouraging, because two different ap-
proaches were used. Burkhard et al. accepted the
presence of oxide overlayers and corrected the data
for them. We eliminated the overlayers as much as
possible before data acquisition. The former pro-
cedure requires some information about oxide
thicknesses and assumptions about their interfacial
and optical properties for different compositions y.
The latter procedure supposes that a significant
overlayer does not form during the 10 min required
to take a spectrum. Studies of Si have shown that
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FIG. 3. Real parts n of complex index of refraction

spectra for the same samples as in Figs. 1 and 2.

each other in directions perpendicular to (111).
Thus the upper valence band, which gives rise to
Ei, becomes more nearly parallel to the (lowest)

conduction band, while the second valence band,
which gives rise to E&+h~, becomes more curved.
This distortion results in an increase in the density
of states for Ei at the expense of Ei+hi. The
magnitude of the effect depends inversely on the
spin-orbit splitting b, i, which decreases from y =1
to y =0. Thus the relative strength of Ei as com-

pared to E~+5& is expected to increase with de-

creasing y, as observed in Fig. 2. We note that InP,
with the small 5&, shows the "anomalous" intensity
ratio. Anomalously or vanishingly small E&+6&
structures are also characteristic of other materials
with small h~ spin-orbit splittings, such as GaP
(Refs. 37 and 47) and Si.

the rate of accumulation of oxide and hydrocarbon
contamination overlayers under our experimental

0
conditions is less than 1 A per hour. The fact that
both sides of data agree indicates that both sets of
assumptions are valid.

All of the (ei) spectra in Fig. 2 have two
features in the E~ structure at -3 eV, correspond-
ing to the E~ and E&+h~ transitions between the
spin-orbit-split upper valence band and the lowest
conduction band along the (111) direction in the
Brillouin zone. It should be noted that the lower

(Ei ) component is stronger in InP (y =0) while the
upper (Ei+6i) component is stronger in
Iilo 53Gao 47As (y = 1 ). The inversion of the relative
strengths of these transitions can be understood in
terms of the k-linear interaction. The intra-
valence band coupling along (111) between the
upper valence bands causes these bands to repel

In) XGQx Asy P)

E (eV)

FIG. 4. Imaginary parts k of complex index of re-
fraction spectra corresponding to Fig. 3.

B. Third-derivative spectra: E~ and E&+5&

To study critical-point features in the band struc-
ture of these materials, third joint-density-of-states
(JDOS) derivatives were computed from the (ei )
spectra. The original 499-point spectra were
smoothed three times by a five-point quadratic rou-
tine and contracted to 250 points. The spectra were
then differentiated using a seven-paint quartic
third-derivative routine with coefficients tabulated

by Savitzky and Golay. This routine was found to
give adequately faithful but smooth derivatives for
these samples. Clearly, the appropriate amount of
smoothing depends on the width of structures rela-
tive to the spacing of data points, as well as on the
signal-to-noise ratio of the original spectum. Third
derivatives were chosen for improved baseline defi-
nition and because the line shapes are related to
low-field electroreflectance spectra. 9

A series of third- JDOS-derivative spectra is
shown in Fig. 5 for the energy range 2.0—3.5 eV,
which includes the main E~ peak. Both Ej and
Ei+b, i features are clearly observed in each spec-
trum. The original spectra were obtained with suf-
ficient precision (5e & 5 X 10 ) to permit noise-free
differentiation on this scale. The third-derivative
spectra were analyzed by fitting with a theoretical
line shape (discussed below) using linear regression
analysis to determine the free parameters. The
quoted uncertainties represent the 90% confidence
level of a statistical analysis and do not include pos-
sible systematic errors. The procedure that we use
yields more information than the three-point
method ' and another procedure proposed recent-

ly
52
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FIG. 5. Third-joint-density-of-states-derivative spec-
tra for e~ for the spectral range containing the E~ and

E~+A~ transitions.

Here Ez is the critical-point energy, D is the dimen-
sion and j the type of the critical point, I is the
broadening parameter, and Z is an amplitude that
depends on interband momentum matrix elements.
For a simple critical point without excitonic effects,
the phase 0 should be zero. Coulomb effects can be
described in the contact-exciton approximation by
writing

E —1 = (Ep —1)[1+g(Ep 1)]—
where eo is the dielectric function in the absence of

We assume a simple Lorentzian line shape, which
is appropriate for a parabolic density of states ':

28 (E e)
BE

ZE 2e&(e+~~J »—&21(E E —+,1.)—4+DE

to first order in g. If the electron-hole interaction is
attractive, i.e., g & 0, then the (complex) prefactor in

Eq. (3) will have a positive phase. From Eq. (1),
this is approximately equivalent to obtaining 0 & 0
from a fit with g =0. The same line-shape change
also occurs for the case of 0=0 and g =0 by in-

creasing j. Thus the Coulomb interaction causes a
type M~ critical point to look like a mixture of
types MJ and MJ+~.

' It is expected that the con-
tact interaction may no longer be appropriate for
phase shifts as large as ~/2, which corresponds to
complete admixture of MJ+ &.

The phase contains information about both the
critical-point type and the strength of excitonic ef-
fects. Phase analyses have been attempted for elec-
troreflectance spectra of Ge (Refs. 54 and 55) and
wavelength-modulated reflectance spectra of InSb.
However, the electroreflectance line shape corre-
sponding to Eq. (1) contains complex prefactors
that depend on the bulk optical constants and on
possible inhomogeneities in the electric field. These
prefactors are not always well determined for the
case of interest. Direct analysis of the dielectric-
function derivatives avoids these ambiguities.

The upper spin-orbit-split valence bands and the
lower conduction band are nearly parallel along the
(111)direction in zinc-blende semiconductors. ~7 If
the bands were strictly parallel along (111),E~ and

E, +b, ~
would be (two-dimensional) 2D-Mp critical

points. However, the conduction band actually
curves downward slightly relative to the valence
bands. ' Thus an alternate description is 3D-M&
(hyperbolic) critical points. In the absence of exci-
tonic effects, a fit to a derivative dielectric-function
spectrum would immediately distinguish between
these two cases. No other critical-point types are
expected in this spectral region for
In) ~Ga„As@P ) y.

For concreteness consider the spectrum for InP in
Fig. 5, which was fit to two structures given by Eq.
(1). Z, Es, I, and 8 were the free parameters for
each structure, except that the two phases were con-
strained to be equal. We found 0=106'+4 for a
2D-Mo critical point and 0=57'+5' for a 3D-M&
critical point. If 0 & ~/2, then the E& and E&+h~
structures are more appropriately identified as
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3D-M& critical points with the Coulomb interaction
giving rise to the 57 phase shift. This is consistent
with the earlier results on other materials. The
mean-square deviation of the fitted curve is larger
for 30-M) than for 20-Mp. This is a result of a
poorer fit in the wings of the spectrum, probably
due to nonparabolicity in the actual density of
states. We did not attempt to fit more complicat-
ed line shapes. The relatively large phase shift re-

sulting from the Coulomb interaction is also con-
sistent with one-electron calculations of e2 in simi-
lar materials, which underestimate measured
strengths for the E& and E& +A~ peaks by
-25 —40%%uo. ' ' An appropriate increase in e2
can be obtained by using g+0 in the prefactor of
Eq. (2). For example, for E~ (E =3.16 eV, where

( e~ ) = 11.82 and (e2 ) = 16.94), g = —0.024 gives a
phase shift of 57' and an 18% correction to the e2
peak height. We note that 0 was -20' —30' smaller
for the other compositions.

In Fig. 5, the peak-to-peak height of the InP
derivative is much greater than those of the other
spectra, and the linewidth is noticeably narrower.
However, the strength of a feature is not given by
the peak-to-peak height of the derivative spectrum,
but rather by the amplitude Z in Eq. (1). From our
analysis of all the spectra we find that the strength
of the E, transition decreases with increasing y for
y &0.6 and then increases slightly. The minimum
value of Z(E~ ) is slightly over half that of InP. If
we interpret the overall decrease in Z as a reduction
in excitonic effects, then we obtain qualitative
agreement with the trend for 8.

The ratio Z(E&+b, &)/Z(E, ) increases smoothly
from -0.5 for InP to -1.1 for InQ 53GBQ 47As. Al-
though the statistical uncertainties are large,
-30%, and a ratio larger than 1.0 may be unphysi-
cal, the trend is clear. As mentioned in the previous
section with regard to the (e2) spectra, it can be
qualitatively understood in terms of the k-linear in-

teraction. We performed a numerical calculation
of the above ratio using values of matrix elements
similar to those appropriate for Si (Refs. 44 and 46)
and GaAs. We could not reproduce such a large
change in the amplitude ratio between y =0 and

y =1 keeping the matrix elements constant. This is
probably due to approximations in the calculation
which do not represent the band structure suffi-
ciently accurately.

As noted above, the E& and E~+6& features are
narrowest in InP: We find I =64+2 and 63+5
meV, respectively. For the E& transitions, I in-
creases with y to a maximum value of =110 meV
for y=0. 6, then decreases to 87+5 meV for y =1.

A likely origin of the increase in I is potential fluc-
tuations resulting from random atomic placement
in the alloys. In principle there are different contri-
butions from disorder on the cation and anion sub-
lattices. The maximum anion disorder occurs at

y =0.5 while that for cation disorder occurs at
x =0.5 or y=1. This suggests that the primary
origin of the variation in I (E&) is anion disorder.
The relatively small value of h~ (see Sec. III C) also
indicates a large anion influence in this part of the
Brillouin zone. Studies on pseudobinary alloys such
as Al„Ga& „As or GaAs& „P„,which contain only
one type of sublattice disorder, should help identify
these contributions. In general, alloy disorder is ex-

pected to broaden optical spectra. In one approach
to this problem, the broadening of exciton states
arises primarily from the variation of threshold en-

ergies due to fluctuations in composition.
However, the resulting values ( &1 meV for III-V
materials) are much too small to explain our obser-
vations. In another approach, a lifetime broadening
is expressed as twice the imaginary part of complex
energy bands. Although quantitative estimates
have not been given, the broadening is predicted to
vary with position in the Brillouin zone.

We found that the broadening parameter for
E&+5j increases monotonically with y by approxi-
mately a factor of 2 to 126+15 meV for y =1. A
larger broadening for E&+b ~ could result because
the E~+4~ hole is in a state that can decay more
readily than the E& hole. This effect should be
greater in materials with larger A~. We observe ra-
tios I (E&+b,~)/I'(E&) of 86/63=1.4 and
100/83=1.2 for GaAs and Ge, respectively, both
of which have spin-orbit splittings and Ej gaps
similar toy =1.

C. Critical-point energies, bowing: E~ and E~+h~

For InP, the fit to our experimental third-
derivative spectrum yields E& ——3.158+0.004 eV,
E&+6&——3.291+0.004 eV, and Aj ——0.133+0.004
eV. These values are in reasonable agreement with
those obtained from electroreflectance ' ' and
wavelength-modulated reflectance ' measure-
ments. The present values should be more accurate:
The electroreflectance line shapes were apparently
not analyzed quantitatively, and first-derivative
spectra have less well-defined features than third-
derivative spectra. In this regard, we also note that
the common practice of associating critical-point
energies with peaks in normal-incidence reflectance
or e2 (Ref. 23) spectra is particularly dangerous and
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can give substantial errors (as much as 0.1 eV, de-

pending on the linewidth). Indeed, only one peak is

resolved for E& and E~+b, &
in this alloy series (see

Fig. 2); and this peak is related to E, for InP and to
E&+6& for Ino 53Gao 47As.

Our results for E& and E&+b &
are shown as a

function of alloy composition in Fig. 6. As antici-
pated from Figs. 1 —4, the critical-point energies
decrease with increasing y. The spin-orbit splitting
increases to h~ ——0.259+0.013 eV in Ino $36ao 47AS,
where E& ——2.570+0.007 eV and E& +A~

=2.829+0.006 eV. These critical-point energies
are in remarkably good agreement with the results
of two early electrorefiectance studies on

In& „Ga„As alloys, ' ' although only qualitative
line-shape analyses were performed at that time.
The spin-orbit splitting may be expected to increase
with increasing y because of the larger values of 6&

observed in both GaAs (0.224+0.006 eV) and
InAs (0.274+0.008 eV). Indeed, a simple linear in-

terpolation predicts b,
&

——0.251+0.010 eV for
Ino 536a0.47As

The variations with composition of the E, and

E&+6& critical-point energies are expected, as in
other III-V semiconductor alloys, to be quadratic:

E(y) =A +By+ Cy(y —1) . (4)

5.2

2.8

InP

0.2
I

0.4
l

0.6
I

0.8
ZnGaAs

FIG. 6. Critical-point energies E~ and El,+6& as a

function of composition y, as obtained from line-shape

fits. Curves are discussed in the text.

Here A =E(0) and B =E(1)—E(0), while C is a
bowing parameter. The critical-point energies ob-
tained from our line-shape analysis were fit to Eq.
(4). The results are shown as the solid curves in

Fig. 6 and are listed with uncertainty estimates in
Table I. Because all three coefficients were fitted
parameters, the energies at y =0 and 1 from Eq. (4)

and Table I are slightly (& 5 meV) different from
those stated earlier in this section. Our preliminary

analysis ' yielded the same result for C(E&) but a
smaller value for C(E, +b, , ). This difference arises
from fitting the two phases independently [see Eq.
(1)] in the earlier analysis but constraining the
phases here to be the same. If the two critical
points are of the same type, then the present ap-
proach is more nearly correct, for a moderate
electron-hole interaction strength g in Eq. (2). A
three-point line-shape analysis ' is not accurate
when the lines overlap, as they do here. It was sug-

gested in early work that the E~ and E~+h~
critical points are located at slightly different points
in the Brillouin zone, but we know of no evidence

from recent data or band-structure calculations to
support this hypothesis.

The bowing parameters listed in Table I are

larger than those obtained by analysis of electrore-
flectance data. ' Part of the difference may arise

from systematic differences in line-shape analysis.
When we fit the positive peaks of our third-

derivative spectra to Eq. (4), we obtained bowing

parameters smaller than the tabulated values by
0.05 eV. Apparently, more serious systematic

discrepancies are present. %e note that our bowing

parameter for E& is in good agreement with that ob-

tained from an interpolation formula, but that a

similar interpolation formula ' overestimated the

measured deviation from linear behavior for Eo by
a factor of 2.

It has long been recognized that band-gap bowing

in semiconductor alloys results from at least two

contributions. The first arises from the virtual-

crystal approximation, in which the magnitude of
the periodic crystal potential and the lattice con-

stant vary linearly with composition, and can give

upward or downward bowing. The second is due to
disorder on one of the sublattices (cation or anion)

and always results in downward bowing for the

lowest gaps. Each contribution has been estimated

using several different jnodels. ' ' ' Howev-

er, it has been noted" that the contribution due to
the change in lattice constant should be strictly zero
in In~ „Ga„As„Pj „due to the lattice-matched

condition. The second term is more complicated
here than for pseudobinary alloys, since disorder ex-

ists on both sublattices. Using a Van

Vechten —Berg stresser approach, Pearsall has

estimated that the term Cy{y —1) in Eq. {4) be-

comes —0.07y +0.15y (y —1) eV. The magnitude

of the quadratic term agrees well with that obtained

from the electroreflectance studies ' and is there-

fore smaller than ours. The dashed curve in Fig.
6 is calculated from Eq. (4) with C=0.15 eV and

our values for A and 8. It is clear that the data are
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TABLE I. Fitted values for quadratic variation of energies.

Energy

EI+~l

Eo

Data source

Critical point
Critical point

Peak

(eV)

3.163+0.013
3.296+0.010
0.133+0.005
4.72 +0.01

8
(eV)

—0.590+0.016
—0.466+0.013

0.124+0.007
—0.31 +0.02

C
(eV)

0.33+0.05
0.26+0.04

—0.07+0.02
—0.01+0.05

not well described by this curve.
Our experimental values for h~ are shown as a

function of composition in Fig. 7. The relatively
low scatter in the data was achieved by constraining
the phases of the E, and E&+b, , line shapes to be
equal and thereby eliminating a major source of
spurious scatter. A fit to Eq. (4) with the coeffi-
cients A, 8, and C given in Table I is shown as the
solid curve in the figure. We find a bowing param-
eter C(b, , ) =—0.07+0.02 eV. This negative or up-
ward bowing of 6& was also observed in the elec-
troreflectance studies, ' as well as for many pseu-
dobinary semiconductor alloys. ' ' Van Vechten
er al. proposed that the deviation from a linear
function of composition can be described as follows
using second-order perturbation theory:

aER'
h~(y) =5&(0)+by— (5)

where a is a bandwidth and E is a constant. The
value for y = 1 determines b. For
In& „Ga„As~P~ z the bowing 8'can be written

W = I/a [—0.07y+0. 15y (y —1)], (6)

0.25

0. 1 5

0
Inp

i

0.2
I

0.4
}

0.6
(

0.8 1.0
In GaAs

FIG. 7. Spin-orbit splitting d I vs composition.
Curves are discussed in the text.

as for E~. Van Vechten et al. * suggested that
a =0.98 eV and E =0.14 should be universal values
for all semiconductor alloys. To examine this hy-
pothesis, we calculated the dashed curve in Fig. 7
with this value for K [a drops out of Eq. (5}]. The

result does not fit the data well. Since the original
values for a and E were each chosen to fit another
alloy system and since their universality does not
seem to be substantiated, we determined new values
to fit our data for In& „Ga„AsYP~ z. From the b, ~

data we find %=0.075, which gives the dotted-
dashed curve in Fig. 7. This curve is nearly indis-
tinguishable from the simple quadratic form and
fits the data very well. If we then use C=0.15/a
from Eq. (6} in Eq. (4} for E&, we obtain a =0.45
eV and the solid curve in Fig. 6 is retained. In sup-
port of our revised value for E, we note that it
would provide excellent agreement with the
In~ ~Ga„As data quoted by Van Vechten et al.
In any case, this model is empirical. A more quan-
titative calculation of h~ using, for example, tight-
binding methods would be complicated and is not
presently available.

Because the k-linear interaction affects the rela-
tive intensities of the E~ and E~+h~ structures in
InP, we checked to see if it also affects their thresh-
old energies, and therefore the apparent value of A~.
If so, the true value of b,

&
in InP would be smaller

than the apparent value, and the y dependence
would be modified. Our calculations showed that
the E~ and E& +b, ~ thresholds remain unshifted as a
result of the k-linear interaction. Thus we antici-
pate no distortion in Fig. 7 due to this effect.

For binary compounds, the —,-rule ' has been
used to relate the value of A~ to that of 60 accord-
ing to d~ ———,bo. This rule is obeyed fairly accu-
rately in materials for which the atomic spin-orbit
splittings of the constituents are not too different
this usually means that the cation and anion come
from the same row of the Periodic Table. It is
well known that the data for InP cannot be
described by this rule or by any other simple empiri-
cal or tight-binding calculation: Experimentally,
b,o ——0. 11 eV (Refs. 8, 9 and 67) and b,

&

——0. 133 eV
so that 6~-1.2b,o. Both InAs and GaAs are more
"normal, "with h~ ——0.25 eV=0.58ho and 6]——0.22
eV=0.666O, respectively. A prediction for
Ino 53Gao 47As is complicated by the different qua-
dratic composition dependences of Lo and A~ due to
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FIG. 8. Third-joint-density-of-states-derivative spec-
tra for el for the spectral range containing Eo- and E2-
related transitions.

alloy disorder. Experimentally b,0-0.34 eV (Refs.
8 and 9) and 6& ——0.257 eV so that 5~=0.766,o.
Thus a smooth decrease in 6&/b, o from 1.2 to 0.76
is expected and observed ' as y increases from 0 to
1.

As discussed above, calculations of the effect of
alloy disorder on critical-point energies predict qua-
dratic dependences on alloy composition. For ex-

ample, this means that the E~ gap is reduced in
Ino 53Gao 47As as a result of the random placement
of In and Ga atoms on the cation sublattice. Thus
E~ should increase if the In and Ga atoms were ar-
ranged periodically on the cation sites. Ignoring for
a moment the difference between Ino 53Gao 47As and

In05OGao 50As, this situation could in principle be
realized in an InGaAs2 chalcopyrite-type crystal
structure or in a superlattice consisting of alternat-
ing layers of InAs and GaAs. The latter structure
could actually be grown using state of the art
molecular-beam epitaxy techniques. A study of
such a material would provide an interesting test of
theories of the effects of disorder on band structure.

For this example, the shift in E~ would be -70
meV for a =0.98 eV in Eq. (6) or -155 meV for
our value a=0.4S eV. A shift of this magnitude
would be readily observable.

D. The E2 spectral range

Figure 8 shows third-derivative spectra for the

energy range 4.0—S.S eV, which includes the dom-

inant E2 peak in the (e2) spectra. Here, the as-

signment of features is less certain than for Fig. 5.
We expect to observe features corresponding to the
following transitions: Eo, between the upper valence
band and the lower (singlet) component of the
second conduction band at or near I ' ED+50, be-

tween the upper valence band and the upper (doub-
let) component of the second conduction band also
at or near I; E2, between the upper valence and
lower conduction bands along X [(110)direction] or
near X; and subsidiary structures Ez+5 or E2+h2.
Our experimental spectra do not show all of these
features. Of necessity, then, our analysis will be less

complete than that for the E~ spectral range.
In an electroreflectance experiment, the struc-

ture near 4.7 eV in InP has been associated with Eo.
It clearly has a counterpart in all the spectra for
other compositions, shifting smoothly to -4.4 eV
in Ino53Ga0$7As. We begin by accepting this as-
signment. If the transition occurs at I, then the
critical point should be of the 3D-Mo type. A fit of
our spectrum for InP to Eq. (1) yields the following
parameters: Eo ——4.728 eV, I (Eo ) =130 meV, and
6 = 150'. However, detailed analyses of low-

temperature electroreflectance measurements of Ge
(Refs. 85 and 86) and GaAs (Ref. 87) show that Eo
can contain contributions from two different types
of critical points. In GaAs, in addition to the ex-

pected 3D-Mo critical point Eo(I') at or nearly
at I', there is a second set of critical points Eo(b, )

of type 3D-M& with approximately equal combined
strength occurring between the same two bands but
located along (100) about 10% of the way to X.
The separation between Eo(I ) and Eo(b) was
found to be -40—50 meV in GaAs, with the b,

point lying higher in energy. Accordingly, we
tried representing a 3D-Mo line shape with I =130
meV and 0=1SO' by a sum of 3D-Mo and 3D-M~
line shapes with equal intensities, broadening
parameters, and phases, and a separation to be
determined. We obtained a reasonable representa-
tion for I =120 meV, 8 =110', and a separation of
—120 meV. The primary difference between the
two representations was that the two-line spectrum
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showed slightly deeper dips in the wings, a feature
also exhibited by the experimental spectrum. Thus
our data are consistent with the following assign-
ments: Eo(I')=4.67+0.01 eV, Eo(b, )=4.79+0.01
eV, I (Eo)=120+10meV, and 8=110'+10'.

If this assignment is correct, electroreflectance
spectra of the Ep region in InP should also exhibit
an anomalous polarization dependence. In addition,
the two components should be resolvable in low-

temperature spectra either in electroreflectance or
ellipsometry. The large value for the phase is some-

what surprising. However, we note that a 20-Mp
analysis of the I transition in Ge gave 8=75',
which is equivalent to 8=120' for 3D-Mo. Thus
the phase shifts are comparable for these two ma-

terials. The phase shift was attributed previously
to the Coulomb interaction, although there is actu-
ally no unambiguous evidence for this. We do not
know the reason for the large broadening parame-
ter, as compared to that for Ei,' at room tempera-
ture, the largest contribution should be temperature.

Possible assignments for the upper InP structure
in Fig. 8 depend on the value of 50. Some con-
fusion is possible, since the definitions of both Eo
and Ap have changed with time. In the early elec-
troreflectance work, Eo was believed to be Eo(b, ),
and Ep+Ap was taken to be the transition to the
same (singlet) conduction band but originating from
the lower member of the upper valence band
separated by the valence-band spin-orbit splitting
along (100), then labeled bo. The assignment ap-
peared verified when two structures separated by 70
meV were suggested by the electroreflectance spec-
trum, since this separation was in good agreement
with a calculation of the valence-band splitting
along (100). (However, it is stated elsewhere in the
same paper that a spin-orbit splitting of 0.1 eV was
too small to be resolved. ) A later low-temperature
wavelength-modulated reflectance spectrum and
spectra for other materials ' ' were similarly in-

terpreted in terms of Eo(h) and its valence-band
spin-orbit-split partner. If such resolution is indeed
possible at 80 K in a first-derivative spectrum, we
suggest that the two structures actually correspond
to Eo(I ) and Eo(b) and have no connection to
spin-orbit splittings. In fact, subsequent
polarization-dependent and stress experiments on
Ge (Refs. 85, 86, 90, and 91) and GaAs (Ref. 87)
showed persuasively that transitions at I were dom-
inant for Ep and that the structure labeled Ep +4p
was related to Ep by the spin-orbit splitting of the
second conduction band at I . Since then, the asso-
ciation of 60 with the spin-orbit splitting of the
second conduction band at I seems to have been ac-

cepted to such an extent that it is not stated expli-
citly.

With the present definition, ho for InP should be
much larger than the spin-orbit splitting of the
valence band along (100), which we shall call b, iso.
The reason is simple: In an ionic material the elec-
tronic states have relatively pure cation or anion
character at I. Thus, just as the valence-band

spin-orbit splitting hp in zinc-blende materials is
determined primarily by the anion atomic spin-orbit
splitting, the conduction-band spin-orbit splitting

is determined primarily by the cation atomic
spin-orbit splitting. Chadi's tight-binding calcula-
tion gave bo ——0.31 eV for InP, while Chelikow-

sky and Cohen's pseudopotential band-structure cal-
culation gave hp ——0.28 eV. The k p calculation
of Cardona et al gav. e hi5 ——0.74 eV (in the old
notation), but the k.p calculation probably overesti-
mates this spin-orbit splitting by a factor of 2.
These theoretical considerations suggest that the
upper structure in InP, previously assigned to Ez,
is actually Ep+Ap. This critical point is at or near-

ly at I and does not have an associated critical
point along (100). Note that this interpretation is
qualitatively different from that of the previous
electroreflectance analysis of GaAs (Ref. 87), where
a b, contribution was also found near ED+ 60. This
extra contribution would involve the lower member
of the spin-orbit-split valence band along (100) and
the lower conduction band, occurring at this energy
because Ap and happ are similar in GaAs. In InP,
however, this extra contribution would be very close
to Eo(h), since hioo is expected to be & 100 meV.
In support of our interpretation, we note that the fit
yielded a phase 8=103'+10' for a 3D-Mo line

shape for Eo+ ho, nearly identical to the phases of
Eo(I ) and Eo(h), as expected for related critical
points. On the other hand, the phase of Ez in other
materials where the identification is unambiguous
(Ge, GaP, GaAs, GaSb, and InSb) is considerably
larger. Our analysis gives 4p ——0.26+0.02 eV, in
good agreement with the calculations.

We also associate the upper structure in the y =1
spectrum with Eo +b,o. In this case we find
hp-0. 20 eV. For comparison, hp in GaAs is
0.175 eV while theoretical estimates ' are 0.16 or
0.24 eV. For InAs, experimental estimates
range from 0.10 to 0.28 eV, while calculations
show 0.26 and 0.40 eV. In the experiments
yielding the largest value, it was proposed that the
Ep +4p and Eq structures coincide. Because of the
relatively large intensity of the upper structure in

Inp53Gap47As, we should not rule out a similar

overlap and hence a double assignment of Ep+kp
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and E2. An electrorefiectance spectrum from a
bulk polycrystalline sample of similar composition
(In055Ga04qAs) showed a feature near the upper
structure of Fig. 8 but nothing corresponding to the
lower structure.

In many semiconductor-alloy systems, the study
of systematic variations with composition aids

greatly in the identification of spectral features.
The curves in Fig. 8 indicate, however, that
In~ „Ga„As~P~ „may be an exception in the E2
spectral range. We note first that we never resolve
more than two of the three most prominent expect-
ed features (Eo, Eo+b,o, E2). Thus we have either

overlapping or "missing, " i.e., weak, structures. In
addition, for intermediate compositions y, the
second feature weakens considerably and almost
disappears. Laufer et al. apparently observed
more structure in their electroreflectance spectra,
possibly due to different sensitivities of the critical
points to the modulating electric field.

Because of the complexity of the spectra and the
smaller peak-to-peak heights (and signal-to-noise ra-
tios) for large y, we have not attempted line-shape
fits for compositions y+0. In Fig. 9 we show the
energies corresponding to positive peaks in the
third-derivative spectra. This gives a reasonably
faithful description of the variations with composi-
tion, since the line-shape phase does not change
very much across the sequence. We find that for
small y, Ao remains approximately constant. As y
decreases from I, bo apparently decreases slightly.
This trend toward smaller 60 is expected for inter-
mediate y as a disorder-induced effect. Ambiguity
in the Eo +Ap vs E2 assignment could be removed
in principle by studies of In& „Ga„P and

In~ „Ga„As alloys. Although previous electrore-

flectance studies ' on these systems were not suf-
ficiently detailed in this spectral range to draw any
conclusions, a spectrum for Ino»Ga085As sup-
ports the double assignment for y = 1.

The peak Eo energies in Fig. 9 were fit to Eq. (4)
to obtain a bowing parameter. As indicated in
Table I, we found C= —0.01+0.05 eV, i.e., zero
within experimental uncertainty. This value is
smaller than that found for the Eo or E& transi-
tions. If there is a phase variation with composition
similar to E&, then C could be reduced by -0.05 eV
to ——0.06 eV. It has been suggested ' that the
bowing due to alloy disorder should be roughly the
same for transitions between the same bands even at
different points in the Brillouin zone, because the
disorder is a spatially localized fluctuation. Anoth-
er calculation suggests a negative bowing parame-
ter for large gaps. Our observation of nearly zero
or slightly negative bowing for Eo supports the
latter idea.

IV. CONCLUSIONS

We have shown that spectroscopic ellipsometry is
a useful tool for obtaining detailed information
about interband critical points as well as accurate
optical constants. In applying new methods of
analysis specifically to In& „Ga~As&P& &

alloys
lattice-matched to InP, we found that the k-linear
interaction could qualitatively explain the observed
relative intensity changes in the E& and E&+5&
transitions. Phases extracted from line-shape analy-
ses indicated strong Coulomb or excitonic effects.
We revised the previously accepted assignment of
E2 to Ep +Ap in InP. In addition, we have ob-
tained improved values for the bowing parameters
of the E~, E~+h~, and Eo transitions and the 6&
spin-orbit splitting. The bowing parameters were
discussed in terms of the Van Vechten-
Bergstresser model of alloy disorder.
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